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Abstract

We establish, as ρ → 0, an asymptotic expansion for the minimal
Dirichlet energy of S2-valued maps outside a finite number of particles of
size ρ with fixed centers xj ∈ R3, under general anchoring conditions at
the particle boundaries. Up to a scaling factor, this expansion is of the
form

Eρ =
∑
j

µj − 4πρ
∑
i ̸=j

⟨vi, vj⟩
|xi − xj |

+ o(ρ) ,

where µj is the minimal energy after zooming in at scale ρ around each
particle, and vj ∈ R3 is determined by the far-field behavior of the corre-
sponding single-particle minimizer. The Coulomb-like interaction in this
expansion agrees with the electrostatics analogy : a linearized approxi-
mation commonly used in the physics literature for colloid interactions in
nematic liquid crystal. We obtain here for the first time a precise estimate
of the energy error introduced by that linearization, by developing new
tools that address the lack of convergence rate when zooming in at scale
ρ.

1 Introduction

We investigate a mathematical model of interactions between colloid particles
immersed in a nematic liquid crystal. Nematic liquid crystals are characterized
by their orientational order: one can think of elongated molecules which tend to
align along a common direction. Each immersed particle distorts this alignment
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at long range, inducing interactions with the other particles. When the sizes
of the particles are much smaller than the distances between them, the physics
literature developes an electrostatic analogy to describe their interactions, see
[5, 13, 10] and the survey [12, § 2]. That analogy relies on linearizing, away from
the particles, the equations which describe nematic alignment at equilibrium.
Our main result gives an estimate of the error introduced by this linearization,
under precise modelling assumptions which we describe next. From a purely
mathematical viewpoint, this physical model corresponds to S2-valued harmonic
maps and our study explores a new perspective on those classical geometric
objects, namely the dependence of their energy on the shape of the domain.

We use the simplest order parameter to describe the nematic phase: a unit
vector n ∈ S2 indicating the direction of alignment. A liquid crystal filling a
domain Ω ⊂ R3 is described by a map n : Ω → S2, and we assume that its
energy is given by

E(n) =

∫

Ω

|∇n|2 dx+ F (n⌊∂Ω) ,

for some F : H1/2(∂Ω;S2) → [0,+∞] which accounts for the anchoring of liquid
crystal molecules at the domain boundary. Note that minimizing configurations
satisfy the harmonic map equation −∆n = |∇n|2n in Ω.

Here we consider domains Ω and anchoring energies F of a specific form, to
model a system with N foreign particles, all of the same small size ρ > 0, but
not necessarily the same shape, see Figure 1. To be precise, the liquid crystal
occupies the exterior domain

Ωρ = R3 \
N⋃

j=1

ωj,ρ, ωj,ρ = xj + ρ ω̂j ,

for fixed particle centers x1, . . . , xN ∈ R3 and smooth open sets

ω̂j ⊂ B1 ⊂ R3 , for j = 1, . . . , N .

These open sets represent the particles after zooming in at scale ρ.
Rescaling by half the fixed minimal distance between these centers, we as-

sume without loss of generality that they satisfy

|xi − xj | ≥ 2 ∀i ̸= j ∈ {1, . . . , N} .

We endow each rescaled particle ω̂j with an anchoring energy

F̂j : H
1/2(∂ω̂j ;S2) → [0,∞], weakly lower semicontinuous,

with non-empty domain {F̂j < ∞} ⊂ H1/2(∂ω̂j ;S2), and assume that anchoring
at the boundary of each small particle ωj,ρ is described by the rescaled energy

Fj,ρ(n⌊∂ωj,ρ
) = F̂j(n̂

ρ
j⌊∂ω̂j

), n̂ρ
j (x̂) = n(xj + ρ x̂) .
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Examples of admissible anchoring energies F̂j are given in [2, § 1.2]. They
include familiar examples of strong anchoring (Dirichlet conditions) and weak
anchoring (enforced by a surface energy). With these notations, the energy of
a map n : Ωρ → S2 is given by

Eρ(n) =
1

ρ

∫

Ωρ

|∇n|2 dx+

N∑

j=1

Fj,ρ(n⌊∂ωj,ρ
) . (1.1)

We impose far-field alignment along a fixed orientation n∞ ∈ S2 via the condi-
tion

∫

Ωρ

|n(x)− n∞|2
1 + |x|2 dx < ∞ . (1.2)

Existence of a minimizer of Eρ under this far-field alignment constraint can
be proved exactly as in [2, § 1.2] for a single particle. Our main result is an
asymptotic expansion, as ρ → 0, of the minimal energy Eρ. That expansion
depends on minimizers of the single-particle problems

µj = min

{
Êj(n) :

∫

R3\ω̂j

|n− n∞|2
1 + |x|2 dx < ∞

}
, (1.3)

where Êj(n) =

∫

R3\ω̂j

|∇n|2 dx+ F̂j(n⌊∂ω̂j
) .

It is shown in [2] that any minimizer m̂j of (1.3) has a far-field expansion

m̂j(x) = n∞ +
vj
|x| +O

( 1

|x|2
)

as |x| → +∞ , (1.4)

for some vj ∈ R3 orthogonal to n∞. The vector vj can be interpreted as a
torque applied by the particle ω̂j on the nematic background [5], see also [2,
Theorem 2]. The effective interaction between two particles depends on these
vectors vj .

Theorem 1.1. There exist minimizers m̂j of the single-particle problems (1.3)
such that the minimum of Eρ over maps n : Ωρ → S2 with far-field alignment
(1.2) satisfies

minEρ =

N∑

j=1

µj − 4πρ
∑

i ̸=j

⟨vi, vj⟩
|xi − xj |

+ o(ρ) as ρ → 0 , (1.5)

where µj = Êj(m̂j) is the minimal single-particle energy (1.3), and vj ∈ n⊥
∞ is

defined by the asymptotic expansion (1.4) of m̂j.
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ω1,ρ

ω2,ρ

ω3,ρ

ωj,ρ

∼ ρ

xj

vj

n∞

Ωρ = R3 \
N⋃

j=1

ωj,ρ

≥ 2

Figure 1: General setup for Theorem 1.1

The interaction potential given by the term of order ρ in the asymptotic
expansion of Theorem 1.1 corresponds to solving the Poisson equation with
singular source term

∆uρ =

N∑

j=1

4πρvjδxj
in R3 , that is, uρ(x) = ρ

N∑

j=1

vj
|x− xj |

. (1.6)

The infinite energy of uρ can indeed be renormalized to give

lim
σ→0

(
1

ρ

∫

R3\⋃Bσ(xj)

|∇uρ|2 dx− 4π

σ
ρ

N∑

j=1

|vj |2
)

= −4πρ
∑

i̸=j

⟨vi, vj⟩
|xi − xj |

.

This can be interpreted as follows:

• away from the particles, the harmonic map equation −∆n = |∇n|2n is
linearized around the uniform state n∞, which corresponds to writing
n ≈ n∞ + u and −∆u ≈ 0;

• the effect of the particle ωj,ρ is replaced by a singular source term at
xj , and that source term is chosen to match the far-field expansion (1.4)
generated by the single particle.

This linearized description is the electrostatic analogy introduced in [5] and fur-
ther developed in [13, 10]. The difference in energy between the (renormalized)
linearized description and the original nonlinear problem is what we estimate
in Theorem 1.1. This gives the asymptotic expansion (1.5), where all the non-
linearity of the original problem is concentrated in the presence of µj and vj ,
determined by the single-particle problem (1.3).
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Ideas of proof

The proof of Theorem 1.1 consists of two parts: an upper bound, which we
prove by constructing a competitor, and a lower bound which we obtain via a
precise description of minimizers nρ.

The competitor we choose for the upper bound is equal to the single-particle
minimizer m̂j , suitably rescaled, in small regions Bσ(xj). Outside these balls, we
take its R3-valued harmonic extension (tending to n∞ at far field) and project
it back onto S2. For a well-chosen σ satisfying ρ ≪ σ ≪ 1, the energy of the
competitor is controlled by the right-hand side of our expansion (1.5).

The lower bound is more challenging. Thanks to classical compactness prop-
erties of energy-minimizing maps, the blow-up at scale ρ of a minimizer nρ

around each particle, given by n̂ρ
j (x̂) = nρ(xj + ρ x̂), converges in H1

loc to a
single-particle minimizer m̂j(x̂). This provides the first term in the asymptotic
expansion (1.5) and suggests a natural route to obtain the next term: show
that n̂ρ

j − m̂j is small enough in Bσ/ρ to produce a negligible energy error, for
an adequate scale σ. If this were true, the conclusion would follow by using
the energy of the harmonic extension of nρ as a lower bound outside the re-
gions Bσ(xj). In other words, that natural route would require a quantitative
rate for the convergence n̂ρ

j → m̂j . However, this convergence was obtained by
weak compactness arguments, and quantifying it seems out of reach. Instead,
we modify our approach in order to conclude without quantitative rates. This
relies on the following two ingredients.

• The first is a compensation effect between the inner and outer regions:
if n̂ρ

j is too different from m̂j near ∂Bσ/ρ, the energy of the harmonic
extension of nρ outside the regions Bσ(xj) is increased by an amount
which partly compensates the energy error inside Bσ(xj). This implies an
improved lower bound for the full energy. As a result, showing that the
error is negligible boils down to the estimate |n̂j

ρ(x̂) − m̂j(x̂)| ≪ 1/|x̂| in
the annulus B2σ/ρ \Bσ/ρ, for a choice of scale σ ≪ 1 in an adequate range.
In terms of scaling, such estimate is consistent with the non-quantitative
L2 convergence∇n̂ρ

j → ∇m̂j . In comparison, separate lower bounds in the
inner and outer regions, without taking advantage of this compensation
effect, would have required |n̂j

ρ(x) − m̂j(x)| ≪ √
ρ/|x̂| to make the error

negligible.

• The second ingredient is a far-field expansion for n̂ρ
j in large annuli, similar

to the expansion (1.4) of m̂j . That far-field expansion eventually implies
the estimate |n̂j

ρ(x) − m̂j(x)| ≪ 1/|x̂|, hence the conclusion thanks to
the first ingredient. The proof of the expansion (1.4) in [2] uses the fact
that a classical harmonic function with finite energy in the exterior domain
R3 \Bλ only has radially decaying modes. Here, in order to adapt it to n̂ρ

j ,
the main difference is that we must take into account radially increasing
modes which can occur in an annulus, and estimate them appropriately.
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Related works

Estimating the minimal energy of harmonic maps in exterior domains, and
interpreting it as an interaction energy, is a very natural mathematical problem.
To the best of our knowledge, the perspective from which it has been addressed
so far is different from the present one. We wish to recall here the seminal works
[4] by Brezis, Coron and Lieb in three dimensions, and [3, Chapter I] by Bethuel,
Brezis and Hélein in two dimensions. There, the objects of study are smooth
S2 or S1-valued maps outside holes, and the authors investigate the minimal
energy within a fixed homotopy class. At first sight, their holes play a role very
similar to our particles. But here, on the contrary, our maps are not assumed
to be smooth: near the particles they may have several singularities, about
which our analysis says nothing quantitative. As a consequence, minimizing
over a homotopy class would not even make sense in our setting, and instead,
admissible competitors are constrained by the anchoring conditions. Finally,
the results and methods in [4] and [3] are very different from each other but
remain fundamentally nonlinear, while a linearization procedure is at the heart
of the present work.

Note that in [3], the interaction energy is also obtained as the second term in
an asymptotic expansion and is also of Coulomb type, but this comes from the
fact that S1-valued harmonic maps can be “lifted” to R-valued harmonic maps,
rather than a linearization around a uniform state as in the present work. The
analysis in [3] has initiated a rich line of research, including generalizations to
maps with values into general manifolds and maps defined on higher-dimensional
domains or manifolds, and we do not attempt here to give a list of these gener-
alizations.

Finally, we mention the more recent papers [6, 8]. The paper [6] uses meth-
ods from complex analysis and analogies with potential flows in fluid dynamics
to study a version of our problem in the plane. The paper [8] considers interac-
tion energies between particles in the so-called “paranematic” regime, in which
nematic order is only felt at the boundaries of the particles. Consequently, the
interaction energy is much more localized to essentially overlapping boundary
layers, and the analysis is largely linear.

Further directions

The physics of nematic suspensions raise many mathematical questions, and we
mention here a few that are directly linked with the present work.

We considered here the simplest model for the nematic phase. Replacing
the isotropic Dirichlet energy by a general anisotropic energy with three elastic
constants [7, § 3.1.2] would likely be achievable at the cost of a few technical
adjustments. Adapting the present analysis to a Q-tensor model (necessary to
describe more symmetric single-particle minimizers, see e.g. [1]), would require
new ingredients to deal with the extra length scale of phase transitions which
is present in that model.

Recall that the vectors vj in (1.5) can be interpreted as torques. As detailed
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in [2], it follows from that interpretation that, if the particles ω̂j are spherical, or
if they are in an equilibrium orientation with respect to n∞, then all the vectors
vj are zero. In that case, our asymptotic expansion (1.5) does not capture
any interaction term. These would be described by a next-order expansion, as
predicted by the electrostatics analogy [10]. An estimate of the error in that
next order expansion would be very interesting.

From the physical point of view, it is also highly relevant to consider systems
which are not at elastic equilibrium: either because of other physical effects (as
already present in the original work of Brochard and de Gennes [5] where the
particles are magnetic), or simply to describe time evolution. The present work
can serve as a first step towards these more complex models.

Finally, the limit N → ∞ is of course very natural to study. In that perspec-
tive, one goal could be to estimate the error in the continuum approximation
proposed in [5, § II.3]. Another goal could be to establish a link between ne-
matic suspensions and infinite point systems of Coulomb gas type, as has been
done for Ginzburg-Landau vortices, see the survey [15] and references therein.

Plan of the article

In § 2 we establish preliminary estimates on the energy of harmonic functions
in exterior domains. In § 3 we present the upper bound construction. In § 4 we
establish the lower bound, thus proving Theorem 1.1. In the Appendices A and
B we present for completeness some results about existence of decaying solutions
to Poisson’s equation, and estimates on the decay of harmonic functions in
annuli.

Notations

We write A ≲ B to denote A ≤ CB for a generic constant C > 0, independent
of ρ, but which can depend on the fixed parameters of our problem: N , ω̂j ,

F̂j , n∞. We write Eρ(n;U) and Êj(m,V ) to denote restrictions of the integrals
defining these energies to subsets U ⊂ Ωρ or V ⊂ R3 \ ω̂j . If ∂ωj,ρ ⊂ ∂U or
∂ω̂j ⊂ ∂V , this notation is meant to include the corresponding anchoring term

Fj,ρ(n|∂ωj,ρ
) or F̂j(m|∂ω̂j

).
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2 Prelude: harmonic extensions outside a union
of small spheres

In this section we establish an estimate for the energy of harmonic functions u
in the exterior domain

Uσ = R3 \
N⋃

j=1

Bσ(xj), for some σ ∈ (ρ, 1/2) ,

in terms of their boundary values on ∂Bσ(xj) that will be useful at several
points in the proof of Theorem 1.1.

We first introduce some notations. We fix {Φk}k∈N0 an orthonormal Hilbert
basis of L2(S2) which diagonalizes the Laplace-Beltrami operator,

−∆S2Φk = λkΦk, 0 = λ0 < λ1 ≤ λ2 ≤ · · · .

The set {λk}k∈N0
coincides with {ℓ2 + ℓ}ℓ∈N0

, and the eigenfunctions corre-
sponding to ℓ2 + ℓ span the homogeneous harmonic polynomials of degree ℓ
(which have dimension 2ℓ+ 1). The function Φ0 is constant, equal to 1/(2

√
π).

Solutions f(r) of ∆(f(r)Φk(ω)) = 0 in R3 \ {0} are spanned by f±(r) = r±γ±
k ,

with

γ+
k =

√
1

4
+ λk − 1

2
= ℓ for λk = ℓ2 + ℓ,

γ−
k =

√
1

4
+ λk +

1

2
= ℓ+ 1 for λk = ℓ2 + ℓ.

These eigenfunctions satisfy the pointwise bound

|∇αΦk| ≲ λ
1+α
2

k ∀α ≥ 0 , k ≥ 1 . (2.1)

Indeed, for k ≥ 1 and any ω0 ∈ S2, in local coordinates around ω0 we can
consider the rescaled function φ(z) = Φk(ω0 + z/

√
λk) which satisfies Lφ = φ

in a fixed ball B1 for some elliptic operator L (with smooth coefficients depend-
ing on the local coordinates). Elliptic estimates imply |φ(0)|2 ≲

∫
B1

|φ|2 dz ≲

λk

∫
S2 |Φk|2, hence |Φk| ≲ λ

1/2
k . This shows (2.1) for α = 0. The case of

higher derivatives α ≥ 1 follows from elliptic estimates on S2 and the fact that
(−∆)βΦk = λβ

kΦk for any integer β ≥ 1.

Proposition 2.1. If ∆u = 0 in Uσ = R3 \⋃N
j=1 Bσ(xj),

∫
Uσ

|∇u|2 dx < ∞ with

|u| → 0 as |x| → ∞ and u = gj on ∂Bσ(xj) for j = 1, . . . , N , with

gj(xj + σω) =
∑

k≥0

ajkΦk(ω),
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then

∫

Uσ

|∇u|2 dx = σ
∑

j

∑

k≥0

γ−
k |ajk|2 − σ2

∑

j

∑

i ̸=j

⟨ai0, aj0⟩
|xi − xj |

+O(σ3)∥a∥2ℓ2 . (2.2)

Proof of Proposition 2.1. Consider uj the harmonic extension of gj(xj + ·) in
R3 \Bσ, given by

uj(rω) =
∑

k≥0

ajk

(σ
r

)γ−
k

Φk(ω), (2.3)

and the function

ũ(x) =

N∑

j=1

uj(x− xj) ,

which is harmonic in Uσ. The function ũ − u is harmonic in Uσ and satisfies
ũ− u = hj on ∂Bσ(xj), where hj is smooth in B1(xj) and given by

hj(xj + rω) =
∑

i ̸=j

ui(xj − xi + rω) , (2.4)

for all r ∈ (0, 1). Since ui is decaying, this boundary error is small for small
σ, and therefore, its harmonic extension u − ũ is also small. Hence we expect
that the energy of u should coincide, at leading order, with the energy of ũ. We
will see that this heuristic is correct, but we will also need to include next-order
contributions to capture the second term in the right-hand side of (2.1). We
start from the identity

∫

Uσ

|∇u|2 dx =

∫

Uσ

|∇ũ|2 dx+

∫

Uσ

|∇ũ−∇u|2 dx

+ 2

∫

Uσ

⟨∇u−∇ũ,∇ũ⟩ dx . (2.5)

The rest of the proof is structured as follows. In Step 0 we gather some estimates
on the boundary error hj . In Step 1 we estimate the last integral in (2.5). The
integral of |∇ũ − ∇u|2 is estimated in Step 2. In Step 3 we compute

∫
|∇ũ|2

and finally conclude in Step 4.

Step 0. Estimates of the boundary error.

Let i ̸= j, and α ≥ 0. Using that |xi − xj | ≥ 2, |∇α
ωΦk| ≲ λ

(1+α)/2
k and
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γ−
k ≲ 1 +

√
λk we obtain, for all x ∈ Bσ(xj),

|∇αui(x− xi)| ≤ Cα

∑

k≥0

|aik|
(
1 + λ

1+α
2

k

)
σγ−

k

≤ Cασ∥ai∥ℓ2
(∑

k≥0

(
1 + λ1+α

k

)
σ2γ−

k −2

)1/2

≤ Cασ∥ai∥ℓ2 .

The last inequality is valid because σ ≤ 1/2 and γ−
k ≥ 1. In particular we have

max
0≤α≤4

sup
Bσ(xj)

|∇αui(· − xi)| ≲ σ∥aj∥ℓ2 . (2.6)

Combining this bound with the definition (2.4) of the boundary error hj , we
infer

|hj(xj + σω)− hj(xj)| ≲ σ
∑

i̸=j

sup
Bσ(xj)

|∇ui(· − xi)| ≲ σ2∥a∥ℓ2 , (2.7)

and

|∆2
ω [hj(xj + σω)− hj(xj)] | ≲ σ4

∑

i ̸=j

max
0≤α≤4

sup
Bσ(xj)

|∇4ui(· − xi)|

≲ σ5∥a∥ℓ2 . (2.8)

Step 1. Estimating
∫
⟨∇u−∇ũ,∇ũ⟩.

Since ũ is harmonic in Uσ and ũ− u = hj on ∂Bσ(xj), we have
∫

Uσ

⟨∇u−∇ũ,∇ũ⟩ dx =

∫

∂Uσ

⟨u− ũ, ∂ν ũ⟩ dH2

= σ2
∑

j

∫

S2
⟨hj(xj + σω), (ω ·∇)ũ(xj + σω)⟩ dH2(ω)

= σ2
∑

j

∫

S2
⟨hj(xj + σω), ∂ruj(σω)⟩ dH2(ω)

+ σ2
∑

j

∑

ℓ ̸=j

∫

S2
⟨hj(xj + σω), (ω ·∇)uℓ(xj − xℓ + σω)⟩ dH2(ω).

To control the last integral we note that the estimate (2.6) from Step 0 implies

|hj(xj + σω)| ≲ σN∥a∥ℓ2 and |∇uℓ(xj − xℓ + σω)| ≲ σ∥a∥ℓ2 ,
for all j ̸= ℓ and ω ∈ S2. We deduce

∫

Uσ

⟨∇u−∇ũ,∇ũ⟩ dx

= σ2
∑

j

∫

S2
⟨hj(xj + σω), ∂ruj(σω)⟩ dH2(ω) +O(σ4)∥a∥2ℓ2 . (2.9)
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For all j ∈ {1, . . . , N}, using the explicit expression (2.3) of uj(rω) we have

∫

S2
⟨hj(xj + σω), ∂ruj(σω)⟩ dH2(ω)

= − 1

σ

∑

k≥0

γ−
k

∫

S2
⟨hj(xj + σω), ajk⟩Φk(ω) dH2(ω)

= − 1

2
√
πσ

∫

S2
⟨hj(xj), a

j
0⟩ dH2

− 1

σ

∑

k≥0

γ−
k

〈
ajk,

∫

S2

(
hj(xj + σω)− hj(xj)

)
Φk(ω) dH2(ω)

〉
. (2.10)

For the last equality we used the fact that the spherical harmonics Φk of order
k ≥ 1 have zero average, while Φ0 is constant equal to 1/(2

√
π). To control the

last sum, we note that by the estimate (2.7) from Step 0 we have

∣∣∣
∫

S2

(
hj(xj + σω)− hj(xj)

)
Φ0(ω) dH2(ω)

∣∣∣ ≲ σ2∥a∥ℓ2 ,

and, for k ≥ 1, thanks to the fact that Φk = λ−2
k ∆2

ωΦk and the estimate (2.8)
from Step 0,

∣∣∣
∫

S2

(
hj(xj + σω)− hj(xj)

)
Φk(ω) dH2(ω)

∣∣∣

=
1

λ2
k

∣∣∣
∫

S2

(
hj(xj + σω)− hj(xj)

)
∆2

ωΦk(ω) dH2(ω)
∣∣∣

=
1

λ2
k

∣∣∣
∫

S2
∆2

ω

(
hj(xj + σω)− hj(xj)

)
Φk(ω) dH2(ω)

∣∣∣ ≲ σ5

λ2
k

∥a∥ℓ2 .

From this and the previous inequality for k = 0 we infer
∣∣∣∣
∑

k≥0

γ−
k

〈
ajk,

∫

S2

(
hj(xj + σω)− hj(xj)

)
Φk(ω) dH2(ω)

〉∣∣∣∣

≲ σ2∥a∥ℓ2 |aj0|+ σ5∥a∥ℓ2
∑

k≥1

γ−
k

λ2
k

|ajk| ≲ σ2∥a∥2ℓ2 .

The last inequality follows from the fact that (γ−
k /λ2

k)
2 ≲ 1/λ3

k is summable.
Using this to estimate the last line of (2.10) we deduce

∫

S2
⟨hj(xj + σω),∂ruj(σω)⟩ dH2(ω)

= − 1

2
√
πσ

∫

S2
⟨hj(xj), a

j
0⟩ dH2(ω) +O(σ)∥a∥2ℓ2

= −2
√
π

σ

∑

i̸=j

ui(xj − xi) +O(σ)∥a∥2ℓ2 .
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The last equality follows from the expression (2.4) of hj and the fact that |S2| =
4π. Plugging this back into (2.9) gives

∫

Uσ

⟨∇u−∇ũ,∇ũ⟩ dx = −σ2
∑

j

∑

i̸=j

2
√
π

σ
⟨ui(xj − xi), a

j
0⟩

+O(σ3)∥a∥2ℓ2 . (2.11)

Step 2. Estimating
∫
|∇ũ−∇u|2.

To bound the term
∫
|∇ũ − ∇u|2, we recall that ũ − u is harmonic, apply

Lemma 2.2 below and use (2.6) to obtain
∫

Uσ

|∇ũ−∇u|2 dx ≲ σ
∑

j

∥hj∥2C1(∂Bσ(xj))
≲ σ3∥a∥2ℓ2 . (2.12)

Step 3. Computing
∫
|∇ũ|2.

Since ũ is harmonic, we have
∫

Uσ

|∇ũ|2 dx =

∫

∂Uσ

⟨ũ, ∂ν ũ⟩ dH2 = σ2
∑

j,ℓ,ℓ′

Ij [uℓ, uℓ′ ],

where, for j, ℓ, ℓ′ ∈ {1, . . . , N},

Ij [uℓ, uℓ′ ] =
1

σ2

∫

∂Bσ(xj)

⟨uℓ(· − xℓ), ∂ν [uℓ′(· − xℓ′)]⟩ dH2

= −
∫

S2

〈
uℓ(xj − xℓ + σω), (ω ·∇)uℓ′(xj − x′

ℓ + σω)
〉
dH2(ω).

Since uℓ is small near xj − xℓ for j ̸= ℓ, the magnitude of this integral depends
a lot on whether ℓ, ℓ′ are equal to j. Main order terms will corresponding to
ℓ = ℓ′ = j, next-order to ℓ ̸= ℓ′ = 1, and all other terms will be negligible for
our purposes. We present next the estimates of each type of terms.

For ℓ = ℓ′ = j, using the explicit expression (2.3) of uj(rω) we have

Ij [uj , uj ] = −
∫

S2
⟨uj(σω), ∂ruj(σω)⟩ dH2(ω) =

1

σ

∑

k≥0

γ−
k |ajk|2 .

For ℓ ̸= j and ℓ′ = j, using again the explicit expression (2.3) of uj(rω), and
the fact that Φ0 = 1/(2

√
π) while Φk has zero average for k ≥ 1, we find

Ij [uℓ, uj ] = −
∫

S2

〈
uℓ(xj − xℓ + σω), ∂ruj(σω)⟩ dH2(ω)

=
1

σ

∑

k≥0

γ−
k

∫

S2

〈
uℓ(xj − xℓ + σω), ajk⟩Φk(ω) dH2(ω)

=
2
√
π

σ
⟨uℓ(xj − xℓ), a

j
0⟩

+
1

σ

∑

k≥1

γ−
k

∫

S2

〈
uℓ(xj − xℓ + σω)− uℓ(xj − xℓ), a

j
k⟩Φk(ω) dH2(ω) .
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The last line can be estimated as in Step 1 for the last sum in (2.10), and we
deduce

Ij [uℓ, uj ] =
2
√
π

σ
⟨uℓ(xj − xℓ), a

j
0⟩+O(σ)∥a∥2ℓ2 for ℓ ̸= j .

For ℓ = j and ℓ′ ̸= j we find, using the explicit expression (2.3) of uj(rω), and
the estimate (2.6) from Step 0,

Ij [uj , uℓ′ ] =

∫

S2

〈
uj(σω), (ω ·∇)uℓ′(xj − xℓ′ + σω)

〉
dH2(ω)

=
∑

k≥0

∫

S2

〈
ajk, (ω ·∇)uℓ′(xj − xℓ′ + σω)

〉
Φk(ω) dH2(ω)

= O(σ)∥a∥2ℓ2 .

Finally, for ℓ, ℓ′ ̸= j, we can directly use (2.6) to deduce

Ij [uℓ, u
′
ℓ] = O(σ2)∥a∥2ℓ2 .

Gathering all these estimates on the integrals Ij [uℓ, uℓ′ ], we obtain

∫

Uσ

|∇ũ|2 dx = σ2
∑

j,ℓ,ℓ′

Ij [uℓ, uℓ′ ]

= σ
∑

j

∑

k≥0

γ−
k |ajk|2 + σ2

∑

j

∑

ℓ ̸=j

2
√
π

σ
⟨uℓ(xj − xℓ), a

j
0⟩

+O(σ3)∥a∥2ℓ2 . (2.13)

Step 4. Conclusion.

Inserting Equations (2.11),(2.12) and (2.13) of Steps 1-3 into (2.5), we end
up with

∫

Uσ

|∇ũ|2 dx = σ
∑

j

∑

k≥0

γ−
k |ajk|2 − σ2

∑

j

∑

ℓ ̸=j

2
√
π

σ
⟨uℓ(xj − xℓ), a

j
0⟩

+O(σ3)∥a∥2ℓ2 .

Finally, note that from (2.3) we find

2
√
π

σ
uℓ(xj − xℓ) =

aℓ0
|xj − xℓ|

+O(σ)∥a∥ℓ2 ,

which allows us to conclude.

In Step 2 of Proposition 2.1’s proof we used the following lemma to control
the energy of a harmonic function with small boundary conditions.
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Lemma 2.2. If ∆v = 0 in Uσ,
∫
Uσ

|∇v|2 dx < ∞ with |u| → 0 as |x| → ∞ and

v = hj on ∂Bσ(xj) for j = 1, . . . , N , with

hj(xj + σω) =
∑

k≥0

bjkΦk(ω),

then, using the notation ∥bj∥2
h1/2 =

∑
k≥0(1 +

√
λk)|bjk|2, we have

∫

Uσ

|∇v|2 dx ≲ σ

N∑

j=1

∥bj∥2h1/2 .

Moreover, if hj ∈ C1(∂Bσ(xj)) then we have ∥bj∥h1/2 ≲ ∥hj∥L∞ +
√
σ∥hj∥C1 .

Proof. Denote by vj : R3 \Bσ the harmonic extension of hj(xj + ·), that is,

vj(rω) =
∑

k≥0

bjk

(σ
r

)γ−
k

Φk(ω),

so that, using the orthogonality of {Φk} and {∇ωΦk} in L2(S2), we have

∫

R3\Bσ

|∇vj |2 dx =
∑

k≥0

((γ−
k )2 + λk)|bjk|2

∫ ∞

σ

( r
σ

)−2γ−
k

dr

= σ
∑

k≥0

(γ−
k )2 + λk

2γ−
k − 1

|bjk|2 ≲ σ∥bj∥2h1/2 ,

and

∫

B2\B1

|vj |2 dx =
∑

k≥0

σ2γ−
k |bjk|2

∫ 2

1

r2−2γ−
k dr ≲ σ2∥bj∥ℓ2 .

Next we fix a smooth cut-off function η(r) such that 1r≤1 ≤ η(r) ≤ 1r<2 and
|η′| ≤ 2 and set

ṽ(x) =

N∑

j=1

η(|x− xj |)vj(x− xj),

so that v = ṽ on ∂Uσ and by minimality of v we have

∫

Uσ

|∇v|2 dx ≤
∫

Uσ

|∇ṽ|2 dx ≤ N

N∑

j=1

∫

B2\Bσ

|∇(η(r)vj)|2 dx

≤ 2N

N∑

j=1

(
4

∫

B2\B1

|vj |2 dx+

∫

B2\Bσ

|∇vj |2
)

dx .
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Combining this with the bounds on vj gives the estimate of
∫
|∇v|2 dx in terms

of ∥bj∥h1/2 .
Assume moreover that hj ∈ C1(∂Bσ(xj)). For any α > 0 we estimate

2
∑

k≥0

√
λk|bjk|2 ≤ α

∑

k≥0

|bjk|2 +
1

α

∑

k≥0

λk|bjk|2

≲
α

σ2

∫

∂Bσ(xj)

|hj |2dH2 +
1

α

∫

∂Bσ(xj)

|∇ωhj |2 dH2

≲ α∥hj∥2L∞(∂Bσ(xj))
+

σ2

α
∥∇ωhj∥2L∞(∂Bσ(xj))

.

We note that the claim of the lemma is trivial for constant hj , so without loss
of generality, we can assume that ∇ωhj ̸≡ 0, in particular hj ̸≡ 0. This allows
us to choose α = σ∥∇ωhj∥L∞/∥hj∥L∞ gives

∑

k≥0

√
λk|bjk|2 ≲ σ∥hj∥L∞(∂Bσ(xj))∥∇ωhj∥L∞(∂Bσ(xj))

≲ σ∥hj∥2C1(∂Bσ(xj))
.

With ∥bj∥ℓ2 ≲ ∥hj∥L∞ , this implies ∥bj∥h1/2 ≲ ∥hj∥L∞ +
√
σ∥hj∥C1 .

3 Upper bound

In this section we perform the upper bound construction.

Proposition 3.1. The minimum of Eρ over all n : Ω → S2 with far-field align-
ment (1.2) is bounded above by

minEρ ≤
∑

j

µj − ρ
∑

j

∑

i̸=j

4π⟨vi, vj⟩
|xi − xj |

+O
(
ρ4/3

)
, (3.1)

for any minimizers m̂j of the single-particle problem (1.3), where µj = Êj(m̂j)
and vj is defined by the asymptotic expansion (1.4).

The upper bound is obtained by constructing a competitor and estimating
its energy. In a ball Bσ(xj) around each particle ωj,ρ = xj + ρω̂j we choose the
competitor n to be equal to a single-particle minimizer m̂j , rescaled at scale ρ. In
the exterior Uσ of these balls, we take n to be the R3-valued harmonic extension,
projected to S2. The boundary values of this extension are determined by the
maps m̂j , for which we have precise asymptotic estimates. If σ is large enough,

the energy contribution inside each ball Bσ(xj) is close to µj = Êj(m̂j). If σ is
not too large, the energy contribution outside the balls Bσ(xj) can be accurately
estimated using Proposition 2.1. Choosing σ to balance error terms, we arrive
at (3.1).
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Proof of Proposition 3.1. We start by recalling from [2] that for each j = 1, . . . , N ,

there exists a minimizer m̂j : R3 \ ω̂j → S2 of Êj under the far-field alignment
constraint

∫

R3\ω̂j

|m̂j − n∞|2
1 + |x|2 dx < ∞ .

Furthermore, there exist λ0 > 0 and vj ∈ n⊥
∞ such that

m̂j(x) = n∞ +
vj
r

+ ŵj(x), (3.2)

|ŵj |+ r|∇ŵj |+ r2|∇2ŵj | ≲
1

r2
for r = |x| > λ0 .

Let σ ∈ (ρ, 1/2), to be fixed later on. As explained above, we define our com-
petitor to be equal to m̂j((· − xj)/ρ) in each ball Bσ(xj). At each boundary
∂Bσ(xj), it is therefore equal to n∞ + gj , where gj is given by

gj(xj + σω) = m̂j(σω/ρ)− n∞ =
ρ

σ
vj + ŵj(σω/ρ) . (3.3)

We denote by u the harmonic extension to Uσ = R3 \ ⋃j Bσ(xj) satisfying
u = gj on ∂Bσ(xj), as in Proposition 2.1. With these notations, we define our
competitor n : Ωρ → S2 by setting

n(x) =

{
m̂j

(
x−xj

ρ

)
if |x− xj | < σ,

n∞+u
|n∞+u| if x ∈ Uσ.

We use the same notations as in Proposition 2.1 and consider the spherical
harmonics coefficients

ajk =

∫

S2
gj(xj + σω)Φk(ω) dH2(ω) .

Taking into account the decay properties (3.2) of ŵj we see that these coefficients

ajk satisfy

∣∣∣aj0 −
2
√
πρ

σ
vj

∣∣∣
2

=
∣∣∣ 1

2
√
π

∫

S2

(
gj(xj + σω)− ρ

σ
vj

)
dH2(ω)

∣∣∣
2

=
∣∣∣ 1

2
√
π

∫

S2
ŵj(σω/ρ) dH2(ω)

∣∣∣
2

≲
ρ4

σ4
,

∑

k≥1

λk|ajk|2 =

∫

S2
|∇ω[gj(σω)]|2 dH2(ω)

=

∫

S2
|∇ω[ŵj(σω/ρ)]|2 dH2(ω)

≤ σ2

ρ2

∫

S2
|∇ŵj |2(σω/ρ) dH2(ω) ≲

ρ4

σ4
.
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Bσ(xj)

x1

x2

x3

xj

n = n∞+u
|n∞+u|

n = m̂j(
·−xj

ρ )

n∞

Figure 2: Structure of the competitor n constructed in Proposition 3.1.

We deduce that for each j = 1, . . . , N,

a0j = 2
√
π
ρ

σ
vj +O(ρ2/σ2) ,

|a0j |2 = 4π
ρ2

σ2
|vj |2 +O(ρ3/σ3) ,

⟨a0i , a0j ⟩ = 4π
ρ2

σ2
⟨vi, vj⟩+O(ρ3/σ3) ,

∑

k≥1

γ−
k |ajk|2 ≤

∑

k≥1

λk|ajk|2 = O(ρ4/σ4) ,

∥aj∥2ℓ2 = |a0j |2 +
∑

k≥1

|akj |2 ≤ |a0j |2 +
∑

k≥1

λk|akj |2 = O(ρ2/σ2) .

This enables us to estimate each term appearing in the asymptotic expansion
(2.1) for the energy of u provided by Proposition 2.1, namely

σ
∑

j

∑

k≥0

γ−
k |ajk|2 =

ρ2

σ

∑

j

4π|vj |2 +O(ρ3/σ2)

σ2
∑

j

∑

i ̸=j

⟨ai0, aj0⟩
|xi − xj |

= ρ2
∑

j

4π
⟨vi, vj⟩
|xi − xj |

+O(ρ3/σ)

O(σ3)∥a∥2ℓ2 = O(σρ2) .
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Dividing by ρ and applying Proposition 2.1, we infer

1

ρ

∫

Uσ

|∇u|2 dx =
ρ

σ

∑

j

4π|vj |2 − ρ
∑

j

4π
⟨vi, vj⟩
|xi − xj |

+O(ρ2/σ2) +O(σρ) . (3.4)

Next we need to take into account the error introduced in that energy estimate
by projecting n∞ + u onto S2. To that end, note that the decay properties
(3.2) of ŵj and the fact that ⟨n∞, vj⟩ = 0 imply that the boundary condition
gj(xj + σω) = (ρ/σ)vj + ŵj(σω/ρ) of u at ∂Bσ(xj), defined in (3.3), satisfies
⟨n∞, gj⟩ = O(ρ2/σ2). So by the maximum principle and since u → 0 at ∞, we
have ⟨n∞, u⟩ = O(ρ2/σ2), and therefore

|n∞ + u|2 ≥ 1 + 2⟨n∞, u⟩ ≥ 1− C
ρ2

σ2
in Uσ .

Note also that for any smooth map v with values in RN \ {0}, the following
inequality holds

∣∣∣∂α
[ v

|v|
]∣∣∣

2

=
1

|v|2
∣∣∣∂αv −

〈
∂αv,

v

|v| ⟩
v

|v|
∣∣∣
2

=
1

|v|2
(
|∂αv|2 −

〈
∂αv,

v

|v|
〉2)

≤ |∂αv|2
|v|2 . (3.5)

Applying this to v = n∞ + u, we deduce

1

ρ

∫

Uσ

|∇n|2 dx ≤ 1

ρ

∫

Uσ

|∇u|2
|n∞ + u|2 dx

≤ 1

ρ

(
1 + C

ρ2

σ2

)∫

Uσ

|∇u|2 dx

≤ ρ

σ

∑

j

4π|vj |2 − ρ
∑

j

∑

i ̸=j

4π⟨vi, vj⟩
|xi − xj |

+O
(
σρ+

ρ2

σ2

)
.

The last inequality comes from the estimate of
∫
|∇u|2 in (3.4). In the whole

domain, the energy of n is therefore bounded by

Eρ(n) ≤
∑

j

Êj(m̂j ;Bσ/ρ \ ω̂j) +
ρ

σ

∑

j

4π|vj |2

− ρ
∑

j

∑

i ̸=j

4π⟨vi, vj⟩
|xi − xj |

+O
(
σρ+

ρ2

σ2

)
.

Noting that the expansion (3.2) of m̂j implies, for σ ≥ λ0ρ,

Êj(m̂j ;R3 \Bσ/ρ) =

∫

|x̂|≥σ
ρ

|∇m̂j |2 dx̂ = 4π
ρ

σ
|vj |2 +O

(
ρ2

σ2

)
, (3.6)
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and recalling the definition µj = Êj(m̂j ;R3 \ ω̂j), we deduce

µj = Êj(m̂j ;Bσ/ρ \ ω̂j) + 4π
ρ

σ
|vj |2 +O

(
ρ2

σ2

)
.

All together we obtain the upper bound

Eρ(n) ≤
∑

j

µj − ρ
∑

j

∑

i ̸=j

4π⟨vi, vj⟩
|xi − xj |

+O
(
σρ+

ρ2

σ2

)
.

Choosing σ = σρ = ρ1/3 provides a remainder of order ρ4/3.

4 A matching lower bound

In this section we give the proof of a lower bound which matches the upper
bound of Proposition 3.1 at order o(ρ) in the following sense:

Proposition 4.1. For any sequence ρ → 0, there exist minimizers m̂j of the
single-particle problem (1.3) and a subsequence still denoted ρ → 0 such that

min
(1.2)

Eρ ≥
∑

j

µj − ρ
∑

j

∑

i̸=j

4π⟨vi, vj⟩
|xi − xj |

+ o (ρ) , (4.1)

where µj = Êj(m̂j) is the minimal value of the single particle problem (1.3) and
vj is defined by the asymptotic expansion (1.4).

This proposition then allows us to prove Theorem 1.1.

Proof of Theorem 1.1. Combining the upper bound of Proposition 3.1 with the
lower bound of Proposition 4.1, we obtain the energy asymptotics

minEρ =
∑

j

µj − 4πρG+ o(ρ), where G = sup

{∑

i ̸=j

⟨vi, vj⟩
|xi − xj |

}
,

and the supremum is over all collections of admissible vectors vj , j = 1, . . . , N ,
which satisfy (1.4) for some minimizer m̂j . For generic n∞, there is a unique
admissible vj for each j, see [2], so the supremum is not needed and this proves
Theorem 1.1. If some vj ’s are not unique, we need to check that the supremum
in G is attained to conclude the proof of Theorem 1.1. To that end, it suffices
to show that, for each particle ω̂j , the set of admissible vectors vj ’s is compact.
This follows from two basic facts. First, the set of minimizers m̂j of the single-
particle problem (1.3) is compact in H1

loc [9, 11]. Second, the vector vj defined
by (1.4) depends continuously on the minimizer m̂j in that topology. Assume
indeed that m̂j and m̃j are two minimizers with corresponding vj and ṽj . Then,
using the asymptotic expansion (3.2) for both minimizers we infer

|vj − ṽj |2 = R

∫

B2R\BR

|∇m̂j −∇m̃j |2 dx+O
( 1

R

)
as R → ∞.
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(It can be checked from the proof [2, Theorem 1] of the expansion (3.2) that the
constant in the estimate of the remainder can be taken independent from the
minimizer.) For any ε > 0 we may choose R large enough that the last term is
smaller than ε/2, and we deduce that |vj − ṽj |2 ≤ ε provided m̂j − m̃j is small
enough in H1(B2R \BR), for this fixed radius R.

In this whole section, we consider nρ : Ωρ → S2 a minimizer of Eρ. We extend
nρ to R3 by filling the holes ωj,ρ = xj + ρω̂j with S2-valued maps minimizing
the Dirichlet energy, and define the rescaled map

n̂ρ
j (x̂) = nρ(xj + ρx̂) , (4.2)

around each particle j ∈ {1, . . . , N}. We will freely extract subsequences and
never make this explicit in the notations.

We divide the proof of Proposition 4.1 into four subsections. In the first two
we apply classical properties of energy-minimizing maps: small energy estimates
and local H1 compactness. These provide, in § 4.1, pointwise bounds that will
be used throughout the following sections; and in § 4.2, strong H1

loc convergence
of n̂ρ

j to a minimizer m̂j of the single-particle problem (1.3). Then, in § 4.3 we
take advantage of a compensation effect to obtain, for any 1 ≪ λ ≪ 1/ρ, a lower
bound which depends on the smallness of |n̂ρ

j − m̂j | on the annulus B2λ \ Bλ.
Finally, in § 4.4 we establish a far-field expansion for n̂ρ

j which we then combine
with the far-field expansion (1.4) of m̂j and the lower bound from the previous
step in order to conclude the proof of Proposition 4.1.

4.1 Pointwise estimates

In this section we gather pointwise estimates on |∇n̂ρ
j |2 and |n̂ρ

j − n∞|2 that
follow from classical small energy estimates [14] for the harmonic map n̂ρ

j in the
exterior of a large enough ball.

Lemma 4.2. There exists λ0 > 2 such that, for all ρ ∈ (0, 1/(2λ0)) and λ ∈
[λ0, 1/(2ρ)], we have

sup
∂Bλ

|∇n̂ρ
j |2 ≲ −

∫

B5λ/4\B3λ/4

|∇n̂ρ
j |2dx , (4.3)

λ2 sup
∂Bλ

|∇n̂ρ
j |2 ≲ −

∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx , (4.4)

sup
∂Bλ

|n̂ρ
j − n∞|2 ≲ −

∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx . (4.5)

Proof of Lemma 4.2. Let η > 0 be such that the small energy estimate
∫

B1

|u− u∗|2 dx+

∫

B1

|∇u|2dx ≤ η

⇒ sup
B1/2

|∇u|2 ≲
∫

B1

|u− u∗|2dx , (4.6)
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is valid for any map u : B1 → S2 minimizing the Dirichlet energy with respect
to its own boundary conditions, and any u∗ ∈ R3 (this is proved in [14], see [16,
§ 2.3] for this precise statement). Choosing u∗ in (4.6) to be the average of u on
B1, applying Poincaré’s inequality, and decreasing η if necessary, we also have
the implication

∫

B1

|∇u|2dx ≤ η

⇒ sup
B1/2

|∇u|2 ≲
∫

B1

∣∣∣u−−
∫

B1

u
∣∣∣
2

dx ≲
∫

B1

|∇u|2 dx , (4.7)

for any map u : B1 → S2 minimizing the Dirichlet energy.

We introduce the notation Aθ,λ for the annulus of width 2θλ around the
sphere ∂Bλ, that is,

Aθ,λ = B(1+θ)λ \B(1−θ)λ, for 0 < θ < 1 .

Let λ0 > 16, to be chosen large enough later on. We fix λ ∈ [λ0, 1/(2ρ)] and
θ ∈ [λ−1/4, 1/2]. For any x0 ∈ ∂Bλ, we consider the harmonic map

u(y) = n̂ρ
j (x0 + θλy) ,

and check that it satisfies the smallness assumptions in (4.6)-(4.7). We have
∫

B1

|∇u|2 dy =
1

θλ

∫

Bθλ(x0)

|∇n̂ρ
j |2 dx ≤ 1

θλ

∫

Aθ,λ

|∇n̂ρ
j |2 dx

≤ 1

θλ
Eρ(nρ) ≲

1

λ3/4
,

since λ1/4θ ≥ 1 and Eρ(nρ) ≲ 1, so u satisfies the smallness assumption in (4.7)
provided λ0 is large enough. In addition, we have

∫

B1

|u− n∞|2 dy =
1

(θλ)3

∫

Bθλ(x0)

|n̂ρ
j − n∞|2 dx

≤ 1

θ3λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dx

≤ 1

θ3λ

∫

R3\B1

|n̂ρ
j − n∞|2
|x|2 dx ≲

1

λ1/4
,

since λ3/4θ3 ≥ 1 and by Hardy’s inequality combined with the bound Eρ(nρ) ≲ 1
we have

∫
|n̂ρ

j − n∞|2/(1 + |x|2) dx ≲ 1, see also (4.10) later. So u satisfies the
smallness assumption in (4.6) with u∗ = n∞, provided λ0 is large enough.

The estimate (4.7) thus gives

(θλ)2|∇n̂ρ
j (x0)|2 = |∇u(0)|2 ≲

1

θλ

∫

Aθ,λ

|∇n̂ρ
j |2 dx ,
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for any x0 ∈ ∂Bλ. For θ = 1/4, this proves (4.3). The estimate (4.6) with
u∗ = n∞ gives

(θλ)2|∇n̂ρ
j (x0)|2 = |∇u(0)|2 ≲

1

θ3λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dx ,

which, for θ = 1/4, proves (4.4).

It remains to prove the pointwise estimate (4.5) on |n̂j
ρ − n∞|. To that end

we use the pointwise estimate (4.4) and the fundamental theorem of calculus
to bound the oscillation of n̂ρ

j on the annulus Aθ/2,λ, whose diameter is ≤ 4λ.
Namely, for any x, y ∈ Aθ/2,λ we have

|n̂ρ
j (x)− n̂ρ

j (y)|2 ≲ λ2 sup
Aθ/2,λ

|∇n̂ρ
j |2 ≲

1

θ5λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dz .

Taking x ∈ ∂Bλ and integrating with respect to y, this implies

sup
x∈∂Bλ

∣∣∣∣n̂
ρ
j (x)−−

∫

Aθ/2,λ

n̂ρ
j (y) dy

∣∣∣∣
2

≲
1

θ5λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dz .

Inserting n∞ gives

sup
∂Bλ

|n̂ρ
j − n∞|2 ≲

∣∣∣∣n∞ −−
∫

Aθ/2,λ

n̂ρ
j (y) dy

∣∣∣∣
2

+
1

θ5λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dy ,

≲ −
∫

Aθ/2,λ

|n̂ρ
j − n∞|2 dy + 1

θ5λ3

∫

Aθ,λ

|n̂ρ
j − n∞|2 dy ,

which, for θ = 1/4, implies (4.5).

4.2 Compactness of rescaled minimizers

In this section we exploit another classical property: minimizing harmonic maps
are compact in H1

loc [9, 11]. We apply the proof of this property to obtain that

the limit of n̂ρ
j along a subsequence ρ → 0 is a global minimizer of Êj . From

there, little extra effort is required to deduce the strong L2 convergence of
∇nρ

j in B1/ρ \ ω̂j , see (4.8), so we include a proof of that fact, even though

Proposition 4.1 is only going to require the H1
loc compactness.

Lemma 4.3. For any sequence ρ → 0 and j ∈ {1, . . . , N}, there exists a mini-

mizer m̂j of Êj and a subsequence, still denoted ρ → 0, such that

∫

B1/ρ\ω̂j

|∇n̂ρ
j −∇m̂j |2 dx −→ 0, (4.8)

as ρ → 0.
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Proof of Lemma 4.3. Since |xi − xj | ≥ 2 for i ̸= j we have

Eρ(nρ) ≥
N∑

j=1

Eρ(nρ;B1 \ ωj,ρ) =

N∑

j=1

Êj(n̂
ρ
j ;B1/ρ \ ω̂j) .

Combining this with the upper bound of Proposition 3.1 we deduce

N∑

j=1

Êj(n̂
ρ
j ;B1/ρ \ ω̂j) ≤

N∑

j=1

µj +O(ρ). (4.9)

We use this bound in order to extract more information on the convergence of
n̂ρ
j .

First recall that nρ has been extended to R3 so as to minimize the Dirich-
let energy inside each hole ωℓ,ρ, and so the rescaled map n̂ρ

ℓ minimizes the
Dirichlet energy inside ω̂ℓ. Moreover, we can construct an energy competitor
w ∈ H1(ω̂ℓ;S2) such that w = n̂ρ

ℓ on ∂ω̂ℓ and
∫

ω̂ℓ

|∇w|2 dx ≲
∫

B2\ω̂ℓ

|∇n̂ρ
ℓ |2 dx .

This follows by applying [9, Lemma A.1] (the proof of which is valid in any
domain) to an R3-valued extension with the same estimate. The existence of this
R3-valued extension follows e.g. from composing a bounded extension operator
H1/2(∂ω̂ℓ) → H1(ω̂ℓ) with the trace operatorH1(B2\ω̂ℓ) → H1/2(∂ω̂ℓ). Thanks
to that energy competitor w, the minimality of n̂ρ

ℓ in ω̂ℓ implies
∫

ω̂ℓ

|∇n̂ρ
ℓ |2 dx ≲

∫

B2\ω̂ℓ

|∇n̂ρ
ℓ |2 dx , for ℓ = 1 . . . , N .

As a result, the Dirichlet energy of n̂ρ
j in the whole space R3 is controlled by

∫

R3

|∇n̂ρ
j |2 dx ≤ Eρ(nρ) +

N∑

ℓ=1

∫

ω̂ℓ

|∇n̂ρ
ℓ |2dx ≲ Eρ(nρ) .

Using also Hardy’s inequality, we deduce

∫

R3

|n̂ρ
j − n∞|2
1 + |x|2 dx ≲

∫

R3

|∇n̂ρ
j |2 dx ≲ Eρ(nρ) . (4.10)

Thanks to this bound, for every j ∈ {1, . . . , N}, there exists a map m̂j ∈
H1

loc(R3;S2) and a subsequence ρ → 0 such that

∇n̂ρ
j ⇀ ∇m̂j weakly in L2(R3),

n̂ρ
j ⇀ m̂j weakly in L2

(
R3;

dx

1 + |x|2
)
,

and

∫

R3

|m̂j − n∞|2
1 + |x|2 dx ≲

∫

R3

|∇m̂j |2 dx < ∞.
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Since n̂ρ
j minimizes the Dirichlet energy locally in R3 \ ω̂j , the compactness

results of [9, 11] imply that n̂ρ
j → m̂j strongly in H1

loc(R3 \ ω̂j), and m̂j is a local
minimizer of the Dirichlet energy. Next we adapt these arguments to show that
m̂j is a global minimizer of the energy Êj .

To that end we fix a competitor m ∈ H1
loc(R3 \ ω̂j ;S2) such that

∫

R3\ω̂j

|m− n∞|2
1 + |x|2 dx < ∞ ,

and a radius R > 0. The argument in [9, Proposition 5.1] provides a sequence
δρ ↘ 0 and a map uρ ∈ H1

loc(R3 \ ω̂j ;S
2) such that

uρ =

{
m in BR,

n̂ρ
j in R3 \BR+δρ ,

and

∫

BR+δρ\BR

|∇uρ|2 dx → 0 . (4.11)

The minimality of nρ for Eρ implies Eρ(nρ) ≤ Eρ(uρ((· − xj)/ρ)). Denoting by
Ωρ

j the rescaled domain

Ωρ
j =

1

ρ
(Ωρ − xj) ,

and taking into account the properties (4.11) of uρ, this turns into

Eρ(nρ) =

∫

Ωρ
j

|∇n̂ρ
j |2 dx+ Fj(n̂

ρ
j ⌊∂ω̂j) +

∑

i̸=j

Fi(n̂
ρ
j ⌊∂ω̂i)

≤
∫

Ωρ
j

|∇uρ|2 dx+ Fj(uρ⌊∂ω̂j) +
∑

i ̸=j

Fi(uρ((xi − xj)/ρ+ · )⌊∂ω̂i)

=

∫

BR\ω̂j

|∇m|2 dx+ Fj(m⌊∂ω̂j) +

∫

Ωρ
j\BR+δρ

|∇n̂ρ
j |2 dx

+
∑

i ̸=j

Fi(n̂
ρ
i ⌊∂ω̂i) + o(1) ,

and therefore
∫

BR\ω̂j

|∇n̂ρ
j |2 dx+ Fj(n̂

ρ
j ⌊∂ω̂j)

≤
∫

BR+δρ\ω̂j

|∇n̂ρ
j |2 dx+ Fj(n̂

ρ
j ⌊∂ω̂j)

= Eρ(nρ)−
∫

Ωρ
j\BR+δρ

|∇n̂ρ
j |2 dx−

∑

i ̸=j

Fi(n̂
ρ
i ⌊∂ω̂i)

≤
∫

BR\ω̂j

|∇m|2 dx+ Fj(m⌊∂ω̂j) + o(1). (4.12)
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Both terms in the first line of (4.12) are lower semicontinuous with respect to
the weak convergence n̂ρ

j ⇀ m̂j in H1(BR) and weak convergence of the traces

in H1/2(∂ω̂j). So we deduce

∫

BR\ω̂j

|∇m̂j |2 dx+ Fj(m̂j⌊∂ω̂j) ≤
∫

BR\ω̂j

|∇m|2 dx+ Fj(m⌊∂ω̂j) ,

and sending R → +∞ we conclude that m̂j is a minimizer of Êj .
Moreover, applying the inequality (4.12) to m = m̂j , and using again the

lower semicontinuity of both terms in its left-hand side, we deduce the chain of
inequalities

∫

BR\ω̂j

|∇m̂j |2 dx+ Fj(m̂j⌊∂ω̂j)

≤ lim inf
ρ→0

∫

BR\ω̂j

|∇n̂ρ
j |2 dx+ lim inf

ρ→0
Fj(n̂

ρ
j ⌊∂ω̂j)

≤ lim inf
ρ→0

(∫

BR\ω̂j

|∇n̂ρ
j |2 dx+ Fj(n̂

ρ
j ⌊∂ω̂j)

)

≤ lim sup
ρ→0

(∫

BR\ω̂j

|∇n̂ρ
j |2 dx+ Fj(n̂

ρ
j ⌊∂ω̂j)

)

≤
∫

BR\ω̂j

|∇m̂j |2 dx+ Fj(m̂j⌊∂ω̂j) .

All these inequalities must therefore be equalities, which implies
∫

BR\ω̂j

|∇m̂j |2 dx = lim
ρ→0

∫

BR\ω̂j

|∇n̂ρ
j |2 dx ,

Fj(m̂j⌊∂ω̂j) = lim
ρ→0

Fj(n̂
ρ
j ⌊∂ω̂j) . (4.13)

By definition of µj = Êj(m̂j), for any ε > 0 we can choose R > 1 such that

µj − ε ≤ Êj(m̂j ;BR \ ω̂j) = lim
ρ→0

Êj(n̂
ρ
j ;BR \ ω̂j) .

The last equality follows from (4.13). Since this is valid for any ε > 0, we infer

lim inf
ρ→0

Êj(n̂
ρ
j ;B1/ρ \ ω̂j) ≥ µj ,

for all j ∈ {1, . . . , N}. Combining this with (4.9) implies

Êj(n̂
ρ
j ;B1/ρ \ ω̂j) → µj , as ρ → 0 ,

and, since by (4.13) we also have Fj(n̂
ρ
j ⌊∂ω̂j) → Fj(m̂j⌊∂ω̂j),

∫

B1/ρ\ω̂j

|∇n̂ρ
j |2 dx−

∫

B1/ρ\ω̂j

|∇m̂j |2 dx → 0.
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We deduce
∫

B1/ρ\ω̂j

|∇n̂ρ
j −∇m̂j |2 dx =

∫

B1/ρ\ω̂j

|∇m̂j |2 dx−
∫

B1/ρ\ω̂j

|∇n̂ρ
j |2 dx

+ 2

∫

R3\ω̂j

⟨1B1/ρ
∇m̂j ,∇n̂ρ

j −∇m̂j⟩ dx

→ 0,

thanks to the weak convergence ∇n̂ρ
j − ∇m̂j ⇀ 0 and the strong convergence

1B1/ρ
∇m̂j → ∇m̂j in L2(R3 \ ω̂j).

4.3 Lower bound in terms of n̂j
ρ − m̂j

Recall that our goal is to obtain the asymptotic expansion

Eρ(nρ) =
∑

j

µi − 4πρ
∑

i ̸=j

⟨vi, vj⟩
|xi − xj |

+ o(ρ) as ρ → 0.

The upper bound was obtained in Proposition 3.1, via a competitor equal to the
rescaled single-particle minimizers m̂j inside small balls Bσ(xj), harmonically
extended (and projected onto S2) outside these balls. In particular, at the gluing
scale σ around each xj , that competitor was equal to the rescaled m̂j . In this
section we establish a converse estimate: if there is a scale σ = λρ such that
nρ is close enough to the rescaled m̂j near ∂Bσ(xj), then the lower bound is
satisfied with a small error. Such an estimate is natural: here the important
point is that we manage to obtain one that is sharp enough to conclude using
only the convergence (4.8).

Proposition 4.4. There exist C > 0 and λ0 ≥ 2 such that

Eρ(nρ) ≥
∑

j

µi − 4πρ
∑

i ̸=j

⟨vi, vj⟩
|xi − xj |

− CρΞλ(ρ) ,

where Ξλ(ρ) := λρ+
1

λ
+Θλ(ρ)

1/2 +Θλ(ρ) +
1 + Θλ(ρ)

2

λ3ρ
, (4.14)

and Θλ(ρ) := λ2
∑

j

−
∫

B2λ\Bλ/2

|n̂ρ
j − m̂j |2 dx ,

for all ρ ∈ (0, 1/(2λ0)) and λ ∈ [λ0, 1/(2ρ)].

Remark 4.5. Recall that |m̂j−n∞|2 ≲ 1/|x|2 for |x| ≫ 1, due to the asymptotic
expansion (1.4). It seems reasonable to hope that |n̂ρ

j − n∞|2 could satisfy the
same bound, which would imply Θλ(ρ) ≲ 1. If we manage to take this to the
next order and find a scale λ = λρ such that

Θλρ(ρ) ≪ 1 , λρ ≪ 1

ρ
, and λρ ≫ 1

ρ1/3
,
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then we deduce that the error in (4.14) satisfies Ξλρ(ρ) ≪ 1. This is precisely
how, in the next section, we are going to prove the lower bound of Proposi-
tion 4.1.

The proof of Proposition 4.4 relies on two separate lower bounds: in the
domain Uλρ outside the balls Bλρ(xj), and in each ball Bλρ(xj). Specifically,
we establish:

• In Lemma 4.6, a lower bound for Eρ(nρ;Uλρ) in terms of the boundary
values of n̂ρ

j at ∂Bλ. It is simply obtained as the energy of the harmonic
extension of nρ from ∂Uλρ, for which Proposition 2.1 provides a precise
expression in terms of the boundary values.

• In Lemma 4.7, a lower bound for Êj(n̂
ρ
j ;Bλ) in terms of µj = Êj(m̂j) and

the boundary values of n̂ρ
j at ∂Bλ. It follows from an upper bound on µj

obtained by constructing a competitor equal to n̂ρ
j inside Bλ, and equal

to its S2-projected harmonic extension outside Bλ.

When summing these two lower bounds, it turns out that the main contributions
from the boundary values of n̂ρ

j at ∂Bλ cancel each other, leaving us with the
rather precise lower bound of Proposition 4.4.

Both lower bounds are expressed in terms of the spherical harmonics coeffi-
cients

âjk(λ, ρ) =

∫

S2
(n̂ρ

j (λω)− n∞)Φk(ω) dH2(ω) . (4.15)

We start with the lower bound in the exterior domain Uλρ.

Lemma 4.6. There exist C > 0 and λ0 ≥ 2 such that

Eρ(nρ;Uλρ) ≥ λ
∑

j

∑

k≥0

γ−
k |âjk(λ, ρ)|2 − 4πρ

∑

i ̸=j

⟨vj , vj⟩
|xi − xj |

− C ρ
(
θλ(ρ) + θλ(ρ)

1/2 +
1

λ
+ λρ

)
, (4.16)

where

θλ(ρ) := λ2
∑

j

−
∫

∂Bλ

|n̂ρ
j − m̂j |2 dH2 , (4.17)

for all ρ ∈ (0, 1/λ0) and λ ∈ [λ0, 1/ρ].

Then, complementary to the exterior lower bound of Lemma 4.6, we have
the following interior lower bound for each ball Bλρ(xj).

Lemma 4.7. There exist C > 0 and λ0 ≥ 2 such that

Êj(n̂
ρ
j ;Bλ \ ω̂j) ≥ µj − λ

∑

k≥0

γ−
k |âjk(λ, ρ)|2 − C

1 + Θ̃λ(ρ)
2

λ3
, (4.18)

where Θ̃λ(ρ) := λ2−
∫

B5λ/4\B3λ/4

|n̂ρ
j − m̂j |2 dx ,

for all ρ ∈ (0, 1/(2λ0)) and λ ∈ [λ0, 1/(2ρ)].
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Before proving the lower bounds of Lemma 4.6 and Lemma 4.7, we give the
quick proof of how they imply Proposition 4.4.

Proof of Proposition 4.4. For any ρ ∈ (0, 1/(2λ0)) and λ ∈ [λ0, 1/(2ρ)], we can
find λ′ ∈ [3λ/4, 5λ/4] such that θλ′(ρ) is less than its average over that interval,
and then we have

θλ′(ρ) ≲ Θλ(ρ), Θ̃λ′(ρ) ≲ Θλ(ρ) .

Summing the lower bounds (4.16) and (4.18) taken at λ = λ′, we deduce the
lower bound of Proposition 4.4.

Now we prove the lower bound (4.16) in the exterior domain Uλρ.

Proof of Lemma 4.6. The map nρ − n∞ has higher Dirichlet energy in the do-
main Uλρ than the harmonic extension of its boundary values. The harmonic
extension is given by

nρ(xj + λρω)− n∞ = n̂ρ
j (λω)− n∞ =

∑

k≥0

âjk(λ, ρ)Φk(ω) ,

Proposition 2.1 provides the lower bound

Eρ(nρ;Uλρ) =
1

ρ

∫

Uλρ

|∇nρ|2 dx

≥ λ
∑

j

∑

k≥0

γ−
k |âjk(λ, ρ)|2

− λ2ρ
∑

j

∑

i̸=j

⟨âi0(λ, ρ), âj0(λ, ρ)⟩
|xi − xj |

+O
(
λ3ρ2

)
∥â(λ, ρ)∥2ℓ2 .

We define

b̂j0(λ, ρ) = âj0(λ, ρ)−
2
√
π

λ
vj . (4.19)

With this notation, we can rewrite the scalar product ⟨âi0(λ, ρ), âj0(λ, ρ)⟩ as

⟨âi0(λ, ρ), âj0(λ, ρ)⟩ =
〈2√π

λ
vi + b̂i0(λ, ρ),

2
√
π

λ
vj + b̂j0(λ, ρ)

〉

=
4π

λ2
⟨vi, vj⟩+O

(
|b̂0(λ, ρ)|2 +

|b̂0(λ, ρ)|
λ

)
.

Hence the above lower bound becomes

Eρ(nρ;Uλρ) ≥ λ
∑

j

∑

k≥0

γ−
k |âjk(λ, ρ)|2 − 4πρ

∑

i ̸=j

⟨vj , vj⟩
|xi − xj |

− C ρ
(
λ2|b̂0(λ, ρ)|2 + λ|b̂0(λ, ρ)|+ λ3ρ∥â(λ, ρ)∥2ℓ2

)
. (4.20)
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Next we estimate the error terms in the last line. Recalling the definitions (4.19)

of b̂j0 and (4.15) of âj0, and the fact that Φ0 = 1/(2
√
π), we have

b̂j0(λ, ρ) =
1

2
√
π

∫

S2

(
n̂j
ρ(λω)− n∞ − 1

λ
vj

)
dH2(ω) .

Recalling also the asymptotic expansion (3.2) of m̂j , we can further rewrite this
as

b̂j0(λ, ρ) =
1

2
√
π

∫

S2

(
n̂j
ρ(λω)− m̂j(λω)

)
dH2(ω) +O

( 1

λ2

)
.

This implies

|b̂j0(λ, ρ)|2 ≲
∫

S2
|n̂ρ

j − m̂j |2(λω) dH2(ω) +O
( 1

λ4

)

≲ −
∫

∂Bλ

|n̂ρ
j − m̂j |2 dH2 +O

( 1

λ4

)
.

Hence, recalling the definition (4.17) of θλ,

λ2|b̂0(λ, ρ)|2 ≲ θλ(ρ) +
1

λ2
. (4.21)

Moreover, by definition (4.15) of the coefficients âjk and by orthonormality of
(Φk) in L2(S2) we have

∥âj(λ, ρ)∥2ℓ2 =
∑

k≥0

|âjk(λ, ρ)|2 =

∫

S2
|n̂ρ

j (λω)− n∞|2 dH2(ω)

≲ −
∫

∂Bλ

|n̂ρ
j − n∞|2 dH2

≲ −
∫

∂Bλ

|n̂ρ
j − m̂j |2 dH2 + sup

∂Bλ

|m̂j − n∞|2 .

Recalling the asymptotic expansion (3.2) of m̂j , we are left with

λ2∥aj(λ, ρ)∥2ℓ2 ≲ 1 + λ2−
∫

∂Bλ

|n̂ρ
j − m̂j |2 dH2 ≲ 1 + θλ(ρ) ,

where the last inequality follows from the definition (4.17) of θλ. Combining

this with the bound (4.21) on b̂0 we deduce

λ2|b̂0(λ, ρ)|2 + λ|b̂0(λ, ρ)|+ λ3ρ∥â(λ, ρ)∥2ℓ2 ≲ θλ(ρ) + θλ(ρ)
1/2 +

1

λ
+ λρ .

Plugging this into (4.20) we obtain (4.16).

Finally we prove the lower bound (4.18) in each ball Bλρ(xj).
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Proof of Lemma 4.7. First note that, if λ0 is large enough, then thanks to the
pointwise estimate (4.5) and Hardy’s inequality (4.10), we have

sup
∂Bλ

|n̂ρ
j − n∞|2 ≤ 1

2
, ∀λ ∈ [λ0, 1/ρ] .

Now, in order to bound the minimal energy µj = Êj(m̂j) from above, we con-
sider a competitor ñj

ρ : R3 → S2 defined by

ñj
ρ =

{
n̂ρ
j in Bλ,
n∞+ũ
|n∞+ũ| outside Bλ,

where ũ : R3 \ Bλ → R3 is the harmonic extension agreeing with n̂j
ρ − n∞ on

∂Bλ. By definition (4.15) of the coefficients âjk, the extension ũ is given by

ũ(rω) =
∑

k≥0

ajk(λ, ρ)
( r
λ

)γ−
k

Φk(ω) ,

and its energy by

∫

R3\Bλ

|∇ũ|2 dx = −
∫

∂Bλ

⟨ũ, ∂rũ⟩ dH2 = λ
∑

k≥0

γ−
k |ajk(λ, ρ)|2 . (4.22)

By minimality of m̂j we have

Êj(m̂j ;R3 \ ω̂j) ≤ Êj(ñ
j
ρ;R3 \ ω̂j)

= Êj(n̂
ρ
j ;Bλ \ ω̂j) +

∫

R3\Bλ

|∇ñj
ρ|2 dx

≤ Êj(n̂
ρ
j ;Bλ \ ω̂j) +

∫

R3\Bλ

|∇ũ|2
|n∞ + ũ|2 dx . (4.23)

The last inequality follows from the inequality |∇(v/|v|)|2 ≤ |∇v|2/|v|2 applied
to v = n∞ + ũ, see (3.5). Since the harmonic function ⟨n∞, ũ⟩ is either positive
or attains its minimum at the boundary ∂Bλ, we have

|n∞ + ũ|2 = 1 + 2⟨n∞, ũ⟩+ |ũ|2 ≥ 1− 2 sup
∂Bλ

|⟨n∞, n̂ρ
j − n∞⟩|.

Using also that

|⟨n∞, n̂ρ
j − n∞⟩| = 1− ⟨n∞, n̂ρ

j ⟩ =
1

2
|n∞ − n̂ρ

j |2,

we deduce

|n∞ + ũ|2 ≥ 1− sup
∂Bλ

|n̂ρ
j − n∞|2 in R3 \Bλ .
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Since we have |n̂ρ
j − n∞|2 ≤ 1/2 on ∂Bλ, this implies

1

|n∞ + ũ|2 ≤ 1 + 2 sup
∂Bλ

|n̂ρ
j − n∞|2 in R3 \Bλ .

Using this to bound the last term in the energy estimate (4.23) we obtain

µj = Êj(m̂j ;R3 \ ω̂j)

≤ Êj(n̂
ρ
j ;Bλ \ ω̂j) +

(
1 + 2 sup

∂Bλ

|n̂ρ
j − n∞|2

)∫

R3\Bλ

|∇ũ|2 dx.

= Êj(n̂
ρ
j ;Bλ \ ω̂j) +

(
1 + 2 sup

∂Bλ

|n̂ρ
j − n∞|2

)
λ
∑

k≥0

γ−
k |âjk(λ, ρ)|2 .

The last equality follows from the explicit expression (4.22) of the energy of ũ.
Rearranging, we deduce

Êj(n̂
ρ
j ;Bλ \ ω̂j) ≥ µj − λ

∑

k≥0

γ−
k |âjk(λ, ρ)|2

− 2λ sup
∂Bλ

|n̂ρ
j − n∞|2

∑

k≥0

γ−
k |âjk(λ, ρ)|2 . (4.24)

Using that γ−
k ≤ 1+ (γ−

k )2 ≲ 1+ λk and the definition (4.15) of the coefficients
âkj we obtain

∑

k≥0

γ−
k |ajk(λ, ρ)|2 ≲

∑

k≥0

|ajk(λ, ρ)|2 +
∑

k≥0

λk|ajk(λ, ρ)|2

=

∫

S2
|n̂ρ

j (λω)− n∞|2 dH2(ω) +

∫

S2
|∇ωn̂

ρ
j (λω)|2 dH2(ω)

≲ −
∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx .

The last inequality follows from the pointwise estimates of Lemma 4.2, which
also imply

sup
∂Bλ

|n̂ρ
j − n∞|2 ≲ −

∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx .

Using the last two estimates to bound the last line in the lower bound (4.24),
we deduce

Êj(n̂
ρ
j ;Bλ \ ω̂j) ≥ µj − λ

∑

k≥0

γ−
k |âjk(λ, ρ)|2

− C

λ3

(
λ2−
∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx

)2
.

To conclude we recall that the asymptotics (3.2) of m̂j ensure

λ2−
∫

B5λ/4\B3λ/4

|n̂ρ
j − n∞|2 dx ≲ 1 + Θ̃λ(ρ),

with Θ̃λ as in (4.18).
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4.4 Far field asymptotics of n̂ρ
j

As noted in Remark 4.5, the proof of the sharp lower bound of Proposition 4.1
relies on proving that |n̂ρ

j−m̂j | on some large annulus B2λ\Bλ/2 is much smaller
than the leading asymptotics of m̂j − n∞ which is of order 1/λ. In this section
we show that n̂ρ

j has an asymptotic expansion similar to that of m̂j in (3.2).
This will allow us to control the error terms Θλ(ρ) and Ξ(ρ) in (4.14), leading
to the proof of Proposition 4.1.

Proposition 4.8. There exist λ0 > 2, ρ0 ∈ (0, 1) and, for every ρ ∈ (0, ρ0),
vectors nρ

∞, vρj ∈ R3 such that

n̂ρ
j (x) = nρ

∞ +
vρj
|x| + wρ

j (x) , |nρ
∞ − n∞|2 ≲ ρ ln2ρ , (4.25)

|wρ
j |2 ≲ ρ+

ln6|x|
|x|4 for λ0 ≤ |x| ≤ | ln ρ|√

ρ
,

and vρj → vj along the sequence ρ → 0 provided by Lemma 4.3.

Before proving Proposition 4.8 we give the short argument of how to combine
it with Proposition 4.4 to deduce the sharp lower bound on Eρ(nρ).

Proof of Proposition 4.1. Using the asymptotic expansions (4.25) of n̂ρ
j and

(3.2) of m̂j , we have, for λ0 ≤ |x| ≤ | ln ρ|/√ρ,

|n̂ρ
j − m̂j |2 ≲ ρ ln2ρ+

ln6ρ

|x|4 +
|vj − vρj |2

|x|2 ,

and recalling the definition of Θλ in (4.14) we infer

Θλ(ρ) ≲ λ2ρ ln2ρ+
ln6ρ

λ2
+ |vj − vρj |2 , for 2λ0 ≤ λ ≤ | ln ρ|

2
√
ρ
.

Choosing, for small ρ, the admissible value

λ = λρ =
| ln ρ|
ρ1/4

,

we deduce

Θλρ
(ρ) ≲

√
ρ ln4ρ+ |vρj − vj |2 −→ 0,

along the sequence ρ → 0 provided by Lemma 4.3, since vρj → vj by Proposi-

tion 4.8. Since we also have ρ−1/3 ≪ λρ ≪ ρ−1 we conclude, see Remark 4.5,
that the lower bound error Ξλ in (4.14) satisfies Ξλρ

(ρ) → 0, thus proving
Proposition 4.1.

Now we turn to the proof of Proposition 4.8. It is based on the strategy in
[2] for the asymptotic expansion (1.4) of m̂j . That strategy relies on repeated
application of two basic principles:
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• if the Laplacian ∆n is small in some region, then n is close to a classical
harmonic function u, that is, ∆u = 0;

• harmonic functions u in R3\Bλ have an asymptotic expansion determined
by their spherical harmonics decomposition.

Here our main issue is the last point: we can only hope to control n̂ρ
j in an an-

nulus B1/ρ \Bλ, where the spherical harmonics decomposition can have radially
increasing modes. We have to take into account additional error terms coming
from these increasing modes, and this is reflected here in the fact that we are
only able to control the error ŵj in a smaller annulus, of amplitude slightly
larger than 1/

√
ρ. As we will see, we also need to deal with with borderline

cases in our application of the first principle, i.e. that a function with small
Laplacian is close to a harmonic function.

Proof of Proposition 4.8. We follow essentially the first two steps of [2, Theo-
rem 1.1], with adaptations for estimates in an annulus B1/ρ \Bλ instead of the
whole exterior domain R3 \Bλ.

The initial decay of |∇n̂ρ
j | that we start with is provided by the small energy

estimate (4.3) and the fact that the energy Êj(n̂
ρ
j ) is bounded: we have

|∇n̂ρ
j |2 ≲

1

|x|3 for λ0 ≤ |x| ≤ 1

2ρ
.

Together with the harmonic map equation

−∆n̂ρ
j = |∇n̂ρ

j |2n̂ρ
j ,

this implies |∆n̂ρ
j | ≲ 1/|x|3, which is not precise enough to capture the first

decaying harmonic term of order 1/|x| in the expansion of n̂ρ
j .

In order to obtain a stronger estimate on |∇n̂ρ
j |, we proceed as in the al-

ternative proof of Step 1 in [2, Theorem 1.1] and consider the map g = ∂αn
ρ
j ,

which is pointwise orthogonal to n̂ρ
j and solves the linearized equation

−∆g = 2⟨∇n̂ρ
j ,∇g⟩+ |∇n̂ρ

j |2g. (4.26)

For R ∈ [2λ0, 1/(6ρ)] we multiply this with χ2g for a cut off function χ satisfying

1R≤|x̂|≤2R ≤ χ(x̂) ≤ 1R/2≤|x̂|≤3R and |∇χ| ≲ 1/R .

Since g is orthogonal to n̂ρ
j , the first term in the right-hand side drops out and

we are left with

−χ2⟨g,∆g⟩ = χ2|∇n̂ρ
j |2|g|2 .
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Integrating by parts in the left-hand side, we deduce
∫

B3R\BR/2

|∇g|2χ2 dx

=

∫

B3R\BR/2

|∇n̂ρ
j |2|g|2χ2 dx− 2

∫

B3R\BR/2

⟨g, (∇χ · ∇)g⟩χdx

≤
∫

B3R\BR/2

|∇n̂ρ
j |2χ2 dx+ 2

∫

B3R\BR/2

|g|2|∇χ|2 dx

+
1

2

∫

B3R\BR/2

|∇g|2χ2 dx .

Absorbing the last term into the left-hand side and using that |∇χ| ≲ 1/R and
|g|2 ≤ |∇n̂ρ

j |2 ≲ 1/R3, we infer

∫

B3R\BR/2

|∇g|2χ2 dx ≲
1

R2
,

and therefore

−
∫

B2R\BR

|∇g|2 dx ≲
1

R5
.

Using this, and once more |g|2 ≤ |∇n̂ρ
j |2 ≲ 1/R3, to estimate the right-hand

side of (4.26), we find

(
−
∫

B2R\BR

|∆g|2 dx
)1/2

≲
1

R4
for λ0 ≤ R ≤ 1

6ρ
.

Applying Lemma A.1 with d = 3, γ = 2 and f = 1B1/(6ρ)
∆g, we obtain the

existence of a map u : B1/(6ρ) \Bλ0
→ R3 such that ∆(u− g) = 0 and

−
∫

B2R\BR

|u|2 dx ≲
ln2 R

R4
for λ0 ≤ R ≤ 1

6ρ
. (4.27)

This implies in particular
∫

B1/(6ρ)\Bλ0

|u|2 dx ≲ 1 .

This, together with the inequality |g|2 ≤ |∇n̂ρ
j |2 and the fact that Êj(n̂

ρ
j ) ≲ 1,

implies
∫

B1/(6ρ)\Bλ0

|u− g|2 dx ≲ 1 .

We may therefore apply Lemma B.1 to the harmonic function u− g. This gives

−
∫

B2R\BR

|u− g|2 dx ≲
λ0

R4
+

ρ

R2
for 2λ0 ≤ R ≤ 1

24ρ
.
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Combining this with the decay (4.27) of u and raising the value of λ0, we deduce

−
∫

B2R\BR

|g|2 dx ≲
ln2 R

R4
+

ρ

R2
for λ0 ≤ R ≤ 1

24ρ
.

Recalling the definition g = ∂αn̂
ρ
j , applying this for all α = 1, 2, 3 and using the

small energy estimate (4.3), we obtain

|∇n̂ρ
j |2 ≲

ln2 |x|
|x|4 +

ρ

|x|2 for λ0 ≤ |x| ≤ 1

24ρ
. (4.28)

Since r 7→ r−2 ln2 r is decreasing for r ≥ e, we have ρ ≲ r−2 ln2 r for all r ∈
[e, 8| ln ρ|/√ρ], and we deduce

|∆n̂ρ
j | = |∇n̂ρ

j |2 ≲
ln2 |x|
|x|4 for λ0 ≤ |x| ≤ Rρ :=

8| ln ρ|√
ρ

.

Applying Lemma A.1 with γ = 2 = θ (and elliptic estimates to turn its conclu-
sion into a pointwise bound), we find ũ : BRρ\Bλ0 → R3 such that ∆(n̂j

ρ−ũ) = 0
and

|ũ|
|x| + |∇ũ| ≲ ln3|x|

|x|3 for λ0 ≤ |x| ≤ Rρ .

Since n̂j
ρ − ũ is a harmonic function which satisfies

|∇(n̂j
ρ − ũ)| ≲ ln |x|

|x|2 for λ0 ≤ |x| ≤ Rρ ,

Lemma B.2 allows us to decompose it as

n̂j
ρ − ũ = nρ

∞ +
vρj
|x| + v + w̃,

where nρ
∞, vρj ∈ R3, v is harmonic in R3 \ Bλ0

, and (possibly raising the value
of λ0),

|vρj | ≲ 1, |v|+ |x| |∇v| ≲ 1

|x|2 for |x| ≥ λ0 ,

|w̃|+ |x| |∇w̃| ≲ lnRρ

Rρ
≲

√
ρ for λ0 ≤ |x| ≤ Rρ

8
=

| ln ρ|√
ρ

.

Setting wρ
j = ũ+ v + w̃, we obtain

n̂ρ
j = nρ

∞ +
vρj
|x| + wρ

j , (4.29)

|wρ
j |+ |x| |∇wρ

j | ≲
ln3|x|
|x|2 +

√
ρ for λ0 ≤ |x| ≤ | ln ρ|√

ρ
.
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To complete the proof of Proposition 4.8, it remains to obtain the estimate
(4.25) on |nρ

∞ − n∞| and that |vρj − vj | → 0 as ρ → 0.

From the expansion (4.29) and the fact that |vρj | ≲ | ln ρ|, we infer

|nρ
∞ − n∞|2 =

∣∣∣n̂ρ
j − n∞ −

vρj
|x| − wρ

j

∣∣∣
2

≲ |n̂ρ
j − n∞|2 + ln2ρ

|x|2 +
ln6ρ

|x|4 + ρ for λ0 ≤ |x| ≤ | ln ρ|√
ρ

. (4.30)

Moreover, the pointwise bound (4.28) on |∇n̂ρ
j | and the fundamental theorem

of calculus ensure, for | ln ρ|/√ρ ≤ |x| ≤ 1/(24ρ),

sup
∂B| ln ρ|/√ρ

|nρ
j − n∞|2 ≲ |n̂ρ

j − n∞|2(x) +
(∫ |x|

| ln ρ|/√ρ

ln r +
√
ρ r

r2
dr
)2

≲ |n̂ρ
j − n∞|2(x) + ρ ln2 |x| .

So the inequality (4.30) at |x| = | ln ρ|/√ρ implies

|nρ
∞ − n∞|2 ≲ |n̂ρ

j − n∞|2 + ρ ln2 |x| for
| ln ρ|√

ρ
≤ |x| ≤ 1

24ρ
.

Dividing by |x|2 and integrating on the annulus 1/(48ρ) ≤ |x| ≤ 1/(24ρ), we
deduce

|nρ
∞ − n∞|2

ρ
≲
∫

B 1
48ρ

\B 1
24ρ

|nρ
∞ − n∞|2
|x|2 dx

≲
∫

B1/ρ\B1

|n̂ρ
j − n∞|2
|x|2 dx+ ln2ρ .

Recalling Hardy’s inequality (4.10), we obtain the claimed estimate

|nρ
∞ − n∞|2 ≲ ρ ln2ρ .

Finally we turn to the estimate on |vρj − vj |. Using the expansions (4.29) and
(3.2) of n̂ρ

j and m̂j we express

|vρj − vj |2
|x|4 =

∣∣∣∣∇
( vρj
|x| −

vj
|x|
)∣∣∣∣

2

=
∣∣∇(n̂ρ

j − m̂j + ŵj − wρ
j )
∣∣2

≲ |∇n̂ρ
j −∇m̂j |2 +

ln6|x|
|x|6 +

ρ

|x|2 for λ0 ≤ |x| ≤ | ln ρ|√
ρ

.

Integrating this inequality over an annulus λ ≤ |x| ≤ 2λ for any λ ∈ [λ0, 1/
√
ρ],

we find

|vρj − vj |2
λ

≲
∫

B2λ\Bλ

|∇n̂ρ
j −∇m̂j |2 dx+

ln6λ

λ3
+ λ ρ .
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Along the sequence ρ → 0 provided by Lemma 4.3, the first integral in the
right-hand side converges to zero. Hence we deduce, along that sequence,

lim sup
ρ→0

|vρj − vj |2 ≲
ln6λ

λ2
∀λ ≥ λ0.

Sending λ → ∞ concludes the proof that vρj → vj .

Appendix A Decaying solutions of Poisson’s equa-
tion

We include here, for the readers’ convenience, a proof of a folklore result about
existence of decaying solutions to Poisson’s equations. We follow and adapt the
proof in [2, Lemma A.2] in the case θ = 0 and γ non-integer.

Lemma A.1. Let d ≥ 3, γ ≥ d − 2 and θ ≥ 0, λ ≥ 1 and f a function in
Rd \Bλ satisfying

(
−
∫

R<|x|<2R

f2 dx

) 1
2

≤ lnθ(2R/λ)

Rγ+2
∀R ≥ λ.

Then there exists a function u such that ∆u = f in Rd \Bλ and

(
−
∫

R<|x|<2R

u2 dx

) 1
2

≤ C
ln1+θ(2R/λ)

Rγ
∀R ≥ λ,

where C > 0 depends only on d, γ and θ.

Proof of Lemma A.1. By scaling, we assume without loss of generality that λ =
1. We fix, as in § 2, an orthonormal Hilbert basis {Φj} of L2(Sd−1) which
diagonalizes the Laplace-Beltrami operator,

−∆Sd−1Φj = λjΦj , 0 = λ0 ≤ λ1 ≤ · · ·

The set {λj}j∈N coincides with {k2 + k(d − 2)}k∈N. The eigenfunctions corre-
sponding to k2+k(d−2) span the homogeneous harmonic polynomials of degree
k. For a W 2,2

loc function w : (0,∞) → R we have

∆(w(r)Φj(ω)) = (Ljw)(r)Φj(ω), Lj = ∂rr +
d− 1

r
∂r −

λj

r2
. (A.1)

The solutions of Ljw = 0 are linear combinations of rγ
+
j and r−γ−

j , where
γ±
j ≥ 0 are given by

γ±
j =

√(
d− 2

2

)2

+ λj ±
2− d

2
, (A.2)
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that is,

γ+
j = k for λj = k2 + k(d− 2) ,

γ−
j = k + d− 2 for λj = k2 + k(d− 2) .

The decay rate γ ≥ d−2 is fixed and we denote by j0 = j0(γ) the integer j0 ≥ 0
such that

{
j ∈ N : γ−

j < γ
}
= {0, . . . , j0},{

j ∈ N : γ−
j ≥ γ

}
= {j0 + 1, j0 + 2, . . .}.

The function f ∈ L2(Rd \B1) admits a spherical harmonics expansion

f =
∑

j≥0

fj(r)Φj(ω),

and the decay assumption on f implies

∑

j≥0

∫ ∞

R

fj(r)
2rd+1 dr ≲

∑

k≥0

(2kR)2
∫

2kR≤|x|≤2k+1R

f2 dx

≲
∑

k≥0

(2kR)d−2γ−2 ln2θ(2k+1R)

≲ Rd−2γ−2 ln2θ(2R) , (A.3)

for all R ≥ 1. We define u as

u :=
∑

j≥0

uj(r)Φj(ω),

where uj ∈ W 2,2
loc (0,∞) satisfy

Ljuj = fj .

To write down an explicit formula for uj we rewrite Lj , defined in (A.1), as

Lju = r−d+1+γ−
j ∂r[r

d−1−2γ−
j ∂r(r

γ−
j u)],

and define

uj(r) =





r−γ−
j

∫ ∞

r

t2γ
−
j +1−d

∫ ∞

t

sd−1−γ−
j fj(s) ds dt if j ∈ {0, . . . , j0},

r−γ−
j

∫ r

1

t2γ
−
j +1−d

∫ ∞

t

sd−1−γ−
j fj(s) ds dt if j ≥ j0 + 1.

(A.4)

This is well defined because, for any t ≥ 1, using Cauchy-Schwarz, (A.3) with
the choice R = t, and the fact that γ−

j ≥ d − 2 > 0, we can estimate the inner
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integral by

∫ ∞

t

sd−1−γ−
j |fj(s)| ds ≤

(∫ ∞

t

s−2−2γ−
j sd−1ds

) 1
2
(∫ ∞

t

s2fj(s)
2sd−1ds

) 1
2

≲
1√

2γ−
j + 2− d

t
d
2−γ−

j −1t
d
2−γ−1 lnθ(2t)

=
1√

2γ−
j + 2− d

td−γ−γ−
j −2 lnθ(2t). (A.5)

Furthermore, as t 7→ t2γ
−
j +1−dtd−2−γ−γ−

j lnθ t = tγ
−
j −γ−1 lnθ t is integrable near

∞ if γ−
j < γ, i.e., if j ≤ j0, the functions uj in (A.4) are well-defined.

Let j ≤ j0 and set

α := γ + γ−
j0
+ 1− d,

so that 2γ + 1− d > α > 2γ−
j + 1− d. By (A.5) and Cauchy-Schwarz we have

|uj(r)|2 ≤ r−2γ−
j

2 + 2γ−
j − d

(∫ ∞

r

tγ
−
j − d

2

(∫ ∞

t

s2fj(s)
2sd−1ds

) 1
2

dt

)2

=
r−2γ−

j

2 + 2γ−
j − d

(∫ ∞

r

tγ
−
j − d

2−α
2 t

α
2

(∫ ∞

t

s2fj(s)
2sd−1ds

) 1
2

dt

)2

≤ r−2γ−
j

2 + 2γ−
j − d

∫ ∞

r

t2γ
−
j −d−α dt

∫ ∞

r

tα
(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt

=
r−d+1−α

(2 + 2γ−
j − d)(α− 2γ−

j + d− 1)

∫ ∞

r

tα
(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt

≤ r−d+1−α

(d− 2)(γ − γ−
j0
)

∫ ∞

r

tα
(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt,

where in the last line, we used that γ−
j ⩾ d − 2 so that 2 + 2γ−

j − d ⩾ d − 2,

and that γ + γ−
j0

− 2γ−
j ⩾ γ − γ−

j0
, when j ⩽ j0. Summing and using (A.3), we

deduce

j0∑

j=0

|uj(r)|2
r2

≤ r−d−1−α

(d− 2)(γ − γ−
j0
)

∫ ∞

r

tα




j0∑

j=0

∫ ∞

t

s2fj(s)
2sd−1ds


 dt

≤ r−d−1−α

(d− 2)(γ − γ−
j0
)

∫ ∞

r

tα+d−2γ−2 ln2θ(2t) dt

≲
r−2γ−2 ln2θ(2r)

(d− 2)(γ − γ−
j0
)(2γ + 1− d− α)

≤ r−2γ−2 ln2θ(2r)

(d− 2)(γ − γ−
j0
)2
.
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For j ≥ j0 + 1 we need to distinguish cases if γ = γ−
j0+1. We introduce j1 ≥ j0

such that

γ = γ−
j for j ∈ {j0 + 1, . . . , j1},

γ < γ−
j for j ≥ j1 + 1.

For j ≥ j1 + 1 we set

β = γ + γ−
j0+1 + 1− d,

which satisfies 2γ + 1− d < β < 2γ−
j + 1− d. Using (A.5) and Cauchy-Schwarz

we find

|uj(r)|2 ≤ r−2γ−
j

2 + 2γ−
j − d

∫ r

1

t2γ
−
j −d−β dt

∫ r

1

tβ
(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt

≲
r−d+1−β

(d− 2)(γ − γ−
j1+1)

∫ r

1

tβ
(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt

so that from (A.3) we obtain that

∞∑

j=j1+1

|uj(r)|2
r2

≲
r−2γ−2 ln2θ(2r)

(d− 2)(γ−
j1+1 − γ)2

.

It remains to treat j0 + 1 ≤ j ≤ j1, where γ = γ−
j . In that case, the same

manipulations, with β = 2γ + 1− d, lead to

|uj(r)|2 ≤ r−2γ

d− 2
ln r

∫ r

1

t2γ+1−d

(∫ ∞

t

s2fj(s)
2sd−1ds

)
dt ,

and, using (A.3),

j1∑

j=j0+1

|uj(r)|2
r2

≲
r−2γ−2 ln2θ+2(2r)

d− 2
.

We conclude that

∞∑

j=0

|uj(r)|2
r2

≲
1

d− 2

(
1

(γ − γ−
j0
)2

+
1

(γ−
j1+1 − γ)2

+ ln2(2r)

)
r−2γ−2 ln2θ(2r)

Therefore, since γ ≥ d− 2,

1

Rd

∫

|x|≥R

|u|2
|x|2 dx =

1

Rd

∫ ∞

R




∞∑

j=0

|uj(r)|2
r2


 rd−1 dr

≲

(
1

(γ − γ−
j0
)2

+
1

(γ−
j0+1 − γ)2

+ ln2(2R)

)
R−2γ−2 ln2θ(2R)

(d− 2)2
,

which implies the conclusion.

40



Appendix B Decay of harmonic functions in an-
nuli

In this appendix we gather two results about pointwise control of harmonic
functions in annuli. We use the same notations as in § 2 and § A, denoting by
{Φj} an orthonormal system of eigenfunctions of the Laplacian on Sd−1, with
eigenvalues λj and associated powers γ±

j as in (A.2).

The first result is an annulus version of the fact that if a harmonic function
in R3 \Bλ is square-integrable, then it decays like 1/|x|2.
Lemma B.1. Let R∗/8 > λ ≥ 1. Assume ∆u = 0 in BR∗ \Bλ ⊂ R3 and

∫

BR∗\Bλ

|u|2 dx ≤ 1.

Then we have

|u|+ |x||∇u| ≲
√
λ

|x|2 +
R

−1/2
∗
|x| , for 2λ ≤ |x| ≤ R∗

4
.

The second result is an annulus version of the fact that a harmonic function
with finite energy in Rd \Bλ only has decaying modes.

Lemma B.2. Let R∗/8 > λ ≥ 1 and assume ∆u = 0 in BR∗ \Bλ ⊂ Rd. Then
we can decompose u as a sum of two harmonic functions u = v + w, with

v(rω) = a0Φ0 +
∑

j≥0

bjr
−γ−

j Φj(ω) ,

∑

j≥0

|bj |2

(4λ)2γ
−
j

≲
1

λd−2

∫

B2λ\Bλ

|∇u|2 dx ,

and |w|2 + |x|2|∇w|2 ≲
1

Rd−2
∗

∫

BR∗\BR∗/2

|∇u|2 dx for 2λ ≤ |x| ≤ R∗
4

.

The multiplicative constants depend on d.

In the proofs of both lemmas, the main tool is an elementary estimate on the
coefficients of a harmonic function generated by one single spherical harmonic,

that is, u(rω) =
(
arγ

+
k + br−γ−

k

)
Φk(ω), in terms of integrals of |u|2.

Lemma B.3. For any d ≥ 2, any a, b ∈ R and γ± ≥ 0, such that γ+ + γ− ≥ 1
and γ− − γ+ = d− 2, the function

u(r) = a rγ
+

+ br−γ−
for r > 0 ,

satisfies, for any µ > 1, the estimates

|a|2R2γ+

≲
µ−2γ+

Rd

∫ µ3R

R

|u|2 rd−1 dr ,

|b|2R−2γ−
≲

µ4γ−

Rd

∫ µ3R

R

|u|2 rd−1 dr , ∀R > 0 ,
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where the multiplicative constant depends on µ and d, but not on γ±.

Proof of Lemma B.3. We denote by A the average of |u|2 on [R,µ3R] with re-
spect to rd−1 dr, that is,

A =
d

(µ3d − 1)Rd

∫ λR

R

|u|2 rd−1 dr, .

By the mean value theorem, we can find R1 ∈ [R,µR] and R2 ∈ [µ2R,µ3R]
such that

|u(R1)|2 ≤ d

(µd − 1)Rd

∫ µR

R

|u|2 rd−1 dr =
µ3d − 1

µd − 1
A ,

|u(R2)|2 ≤ d

µ2d(µd − 1)Rd

∫ µ3R

µ2R

|u|2 rd−1 dr =
µ3d − 1

µ2d(µd − 1)
A .

Inverting the system

aRγ+

1 + bR−γ−

1 = u(R1) ,

aRγ+

2 + bR−γ−

2 = u(R2) ,

we obtain

a =
−R−γ−

2 u(R1) +R−γ−

1 u(R2)

Rγ+

2 R−γ−
1 −Rγ+

1 R−γ−
2

,

b =
Rγ+

2 u(R1)−Rγ+

1 u(R2)

Rγ+

2 R−γ−
1 −Rγ+

1 R−γ−
2

.

Using that R1 ≤ µR ≤ µ2R ≤ R2 we find

Rγ+

2 R−γ−

1 −Rγ+

1 R−γ−

2 ≥ µγ+ − µ−γ−

(µR)γ−−γ+ ,

and, using also that R1 ∈ [R,µR], R2 ∈ [µ2R,µ3R], we deduce

|a| ≤ 1 + µ−2γ−

1− µ−(γ++γ−)
µγ−−γ+

(µR)−γ+

max
(
|u(R1)|, |u(R2)|

)

|b| ≤ 1 + µ−2γ+

1− µ−(γ++γ−)
µγ+−γ−

(µ2R)γ
−
max

(
|u(R1)|, |u(R2)|

)
.

Squaring these inequalities and using that |u(Rj)|2 ≲ A, γ+ + γ− ≥ 1 and
γ− − γ+ = d− 2, we conclude.

With Lemma B.3 now proven, we establish the estimates of Lemma B.1 and
Lemma B.2.
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Proof of Lemma B.1. We write the spherical harmonics decomposition

u(rω) =
∑

j≥0

uj(r)Φj(ω), uj(r) = ajr
γ+
j + bjr

−γ−
j ,

and denote

Aj(R) =
1

R3

∫ 2R

R

|uj |2 r2 dr , Ãj(R) = R3Aj(R) ,

so that

∑

j≥0

Ãj(R) ≲
∫

B2R\BR

|u|2 dx ≲ 1 ∀R ∈ [λ,R∗/2] . (B.1)

Applying Lemma B.3 to each uj with µ = 21/3 we have the inequalities

|aj |2 ≲ (21/3R)−2γ+
j −3Ãj(R) ,

|bj |2 ≲ (22/3R)2γ
−
j −3Ãj(R) , ∀R ∈ [λ,R∗/2] .

Recall γ−
0 = 1 and γ−

j ≥ 2 for j ≥ 1, so the sign of the exponent of R in the
inequality for bj is different for j = 0 and j ≥ 1. Choosing R = R∗/2 in the
estimate on aj and b0, and R = λ in the estimate on bj for j ≥ 1, we obtain

|aj |2 ≲
2

4
3γ

+
j

R
2γ+

j +3
∗

Ãj(R∗/2) for j ≥ 0 ,

|b0|2 ≲
1

R∗
, |bj |2 ≲ 2

4
3γ

−
j λ2γ−

j −3Ãj(λ) for j ≥ 1 .

We use this to obtain

−
∫

B2R\BR

|u|2 dx ≲
∑

j≥0

1

R3

∫ 2R

R

|ajrγ
+
j + bjr

−γ−
j |2 r2 dr

≲
∑

j≥0

|aj |2(2R)2γ
+
j +

∑

j≥0

|bj |2R−2γ−
j

≲
1

R3∗

∑

j≥0

(25/3R
R∗

)2γ+
j

Ãj(R∗/2) +
1/R∗
R2

+
λ

R4

∑

j≥1

(22/3λ
R

)2γ−
j −4

Ãj(λ),

and therefore, using the summability property (B.1) of the Ãj ’s,

−
∫

B2R\BR

|u|2 dx ≲
1/R∗
R2

+
λ

R4
for 22/3λ ≤ R ≤ R∗

25/3
.

Using elliptic estimates for the harmonic function u, this implies the conclusion
of Lemma B.1.
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Proof of Lemma B.2. We write the spherical harmonics decomposition

u(rω) =
∑

j≥0

uj(r)Φj(ω), uj(r) = ajr
γ+
j + bjr

−γ−
j ,

and denote

Aj(R) =
1

Rd

∫ 2R

R

|uj |2 rd−1 dr , Âj(R) = Rd−2Aj(R) ,

so that

∑

j≥1

Âj(R) ≲
∫

B2R\BR

|∇ωu|2
|x|2 dx

≲
∫

B2R\BR

|∇u|2 dx ∀R ∈ [λ,R∗/2] . (B.2)

Applying Lemma B.3 to each uj with µ = 21/3 we have the inequalities

|aj |2 ≲ (21/3R)−2γ+
j −d+2Âj(R) ,

|bj |2 ≲ (22/3R)2γ
−
j −d+2Âj(R) , ∀R ∈ [λ,R∗/2] .

Choosing R = R∗/2 in the estimate on aj , and R = λ in the estimate on bj , we
obtain, for all j ≥ 1,

|aj |2 ≲
( 2 2

3

R∗

)2γ+
j +d−2

Âj(R∗/2) ,

|bj |2 ≲
(
2

2
3λ
)2γ−

j −d+2
Âj(λ) .

Using (B.2) we deduce

∑

j≥1

|bj |2

(4λ)2γ
−
j

≲
1

λd−2

∑

j≥1

Âj(λ) ≲
1

λd−2

∫

B2λ\Bλ

|∇u|2 dx .

For j = 0 we can use that ∂ru0 = −γ−
0 b0r

−γ−
0 −1, to obtain

|b0|2
(4λ)2γ

−
0

≲
1

λd−2

∫

B2λ\Bλ

|∂ru0|2 dx ≲
1

λd−2

∫

B2λ\Bλ

|∇u|2 dx .

This shows that the function v given by

v(rω) = a0Φ0 +
∑

j≥0

bjr
−γ−

j Φj(ω) ,

does satisfy the claimed estimate. It remains to prove the estimate on the
function w = u− v given by

w(rω) =
∑

j≥1

ajr
γ+
j Φj(ω) .
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For any R ∈ [λ,R∗/22/3], we use the above estimate on aj and the control (B.2)

on the sum of the Âj ’s to calculate

−
∫

B2R\BR

|w|2 dx ≲
∑

j≥1

|aj |2R2γ+
j

≲
1

Rd−2
∗

∑

j≥1

(22/3R
R∗

)2γ+
j

Âj(R∗/2)

≲
1

Rd−2
∗

∑

j≥1

Âj(R∗/2)

≲
1

Rd−2
∗

∫

BR∗\BR∗/2

|∇u|2 dx .

The conclusion follows from elliptic estimates for the harmonic function w.
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