Statistical properties of a random series
transmitted by filtering
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Abstract Considering a multidimensional stationary series, this work aims to present
how the properties of periodicity in distribution and of ergodicity are stable by
filtering.

1 Introduction

The property of weak stationarity of a multidimensional random series is transmitted
by linear filtering (see, for example, Brillinger, 1981, Boudou & Dauxois, 1994). We
know that the properties of periodicity in distribution and of ergodicity are stable by
linear filtering for univariate random series (Priestley,1981, Papoulis & Pillai, 2002).
This paper aims at developing a very general theoretical framework for which these
properties stand. The random series is not necessarily assumed to have a spectral
density and its spectrum may be any. It takes values in a separable Hilbert space, of
any dimension, non necessarily finite.

The Hilbert spaces encountered in this text, H, H’, H", of type L%{(Q, A, P)
(which we denote L%{ (A) when there is no ambiguity, and L?(A) when H = C), are
assumed to be separable. So they are equiped with an orthonormal basis and we may
consider Hilbert-Schmidt operators. Of course, if A’ is a sub-o—field of A, L%i (A"
is separable as a closed sub-space of L%, (A). If a Hilbert space is separable, it is also
the case for any isometric Hilbert space. When X is an element of L%{ (E,7,n), that
is a map from E into H, measurable and of n—integrable squared norm, we note X
or X its equivalence class, which is consequently an element of L%{ (E,7,n). When
the context is obvious, we will not make difference between the two notation.

Theorem 1 If X is an element ofL%i (E,1,n), then
i) for any y of L%I (E,7,n), the map X(.)y(.) is measurable and of n—integrable
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norm;
ii) the map X : y € L*(E,7,n) — /X()y()dr]() € H is a Hilbert-Schmidt
operator; _

iii) for any h from H, X*h, element of L*>(E,1,1), has as representative the map

(h, X(.)).

Definition 1 We say that a family (X},),<z of elements of L%J (A) is a H—stationary
series when, for any pair (n, m) of elements of Z, we have X, o 5(',*,1 = f Xn()®
X ()P = Xy 0 X;.

Let us note that when H = C and when E (X,,) = 0, we find the classical definition
of the weak stationarity: cov(X,, X;;) = cov(X,—m, Xo)-

In this text, we study the transmission by filtering of properties which are sta-
tistically of interest, as that of periodicity in distribution, strict stationarity, and
ergodicity. As we situate our work in a multidimensional context, these results apply,
for example, to Principal Components Analysis in the frequency domain.

We will often use the following result.

Theorem 2 If T is a measurable map from (E,t,n) into (E’,7"), then the map
fe L%{ (E',7",Tn) > foT € L%{(E,T_IT, n) is an isometry.

Remark 1 . Ty : A’ € v/ +— nT~'A’ € [0;1]. Of course, when E’ is an Hilbert
space, we speak about distribution.

2 The spaces HZ and H”

In this section, we define the o—field B of subsets of HZ, and we study the maps
TH : (hp)pez € H* +— h, € H and 62 : (hp)pez € H*  (hpin)pez € HZ,
which allow us define later the trajectory of a process.

Lemma 1 For any pair (n,m) of elements of Z, we have TH o 91 = TH —and

n+m
H H _ pH
Gn ° gm - 0n+m'

Let us now examine the o—field 87 of subsets of H” generated by the family
{(T,f’)‘lB; (n,B) € Z X By} (By is the Borel o—field of H). This o—field is
sometimes named cylindric measurable o—field.

Theorem 3 i) The o—field BY is the smallest o—field of subsets of H* which makes
the maps T,{'I measurable;

ii) a map f from (E,t) in H” is measurable if and only if, for any n of Z, TH o f is
measurable;

iii) for any n of Z, (62)~18H = gH,

The last point is easy to check: from TH ¢ = TH for any n of Z, we can deduce,
from i) and ii), that GZ is measurable. So we can write that (Qflm)‘lBH c 8H 5o
that (0)~1(9H Y~ 18H c (9H)-18H c BH  thatis (01)"'8H = 8H,
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Let us now study a bijection from H% on H?, where H is the Hilbert space H?,
p integer greater or equal to 2. For this, let us consider the maps
P:neEZn —p[%] +1e{l,...,p}, where [x] is the integer part of x,
K;I:hEHH(6jlh)1] ..... p€7‘{,
F:heH: ((2 KH THH Dh)nez € H”
and £ : h € (H)% — ((Kgn) o T/x \hnez € H.

)4

We first remark that (KH)* o KJF,I = 61, for any pair (j, j’) of elements of
{1,...,p} andthatzp KH o (KH)* =Iy.

If we note that TH oF = Zp KH T _,andthat T o £ = (Kgn)* o T[qi],

P

for any n of Z, we deduce that 7 and L are measurable Moreover, for any n of Z,
we have TH o F o L =X K oTH o L=F" KMo (KM oTH =TH,
H H * 7‘( H \x H H —_ TH

and7;" o Lo F = (Kpn) o T of = Z (Kﬁn) o K o Tp[ nii =Tn
Theorem 4 The maps ¥ and .E are inverse one each other: ¥ o L = lqz and
L o F = Iyz. Moreover, 7’"005 :GiHOTandGIIf 0.[,:.500?{.

3 H-stationarity

Let us now study the various operators which we can associate with a H—stationary
series (X,;)nez and define the derived filtered H’—stationary series.

Definition 2 We name shift operator of (X}, ), ez any unitary operator U of L? (Q, A, P)
such that U o X = for any n of Z.

n+1’

Let us note that any H—stationary series (Xj,), <z is associated with a shift operator.
Indeed, for any pair ((n1 , hl) (ny, hy)) of elements of Z x H, we have
(X5 h1, X ho) = (X, 0 X3 b1y o) = (Xpe1 © X5y ho) = (X

ni+l ni +1 Xr*12+1h2>'
So there exists an isometry (and only one) V from vect{X vh;(n,h) € ZxX H} on
M{fz+lh; (n,h) € Zx H} such that V(X}h) = n+1h for any (n, h) of Z x H.
The following property comes from the relation Vect{th, (n,h) € ZxX H} =
vect{X*, hi(n,h) € Zx H}.

Theorem 5 There exlsts a unitary operator 'V of H' = @‘{f,’;h; (n,h) e Zx H}
such that V(X*h) h, for any (n, h) of Z x H.

n+]

Let P be the projector from L?(A) on H’ and by L the canonical injection y € H’ >
y € Lz(ﬂ) Then U = P, + L oV o L" is a unitary operator of L*(A) such that
U(X h) = n+lh for any (n, h) of Zx H,so U o X;; = X |, for any n of Z.

The shift operator is not unique. Moreover, with a double induction, we can show
that U" o X;j = Xj,, for any n of Z. We name it shift operator because when (X,,)nez
is unidimensional (H = C) and taking real values, then UX,, = Xj11.

From the shift operator U and (X, ), ez, we define a whole family of shift operators.
For this, we use the notion of ampliation of a bounded operator of L?(A).
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Definition 3 We name ampliation of an element A of L(L?(A)) the map A¥ defined
by K € 02(L2(A),H) — K o A* € 0»(L2(A), H).

Let us give some properties of the ampliation.

Theorem 6 i) For any A of L(L*(A)), A" is linear and bounded.

ii) For any A of L(L*>(A)), (AH)* = (A")H,

iii) For any pair (A, B) of elements of L(L*(A)), (Ao B)! = AH o BH,

iV) (ILZ(ﬂ))H = 10-2.

By Iy we denote the isometry X’ € L%I,(ﬂ) > X' € on(LA(A),H’). Let us
consider Uy = Iy» o UM o Ty, which is clearly a unitary operator.

Theorem 7 i) For any n of Z, U}, Xo = X
ii) For any (K, X") of L(H', H") x L%,,(A), Ug»(K 0 X") = K o (U X").

Let us briefly examine the proves of these properties. They come from the following.
Uy Xo = Iy o (UM)" o Iy Xo = Iy (Xo 0 U™) = I (Xu) = Xns
U (KoX)=KoX oU ' =Ko (UgX') =Ko (UnX").
These tools let us define the filter of (X;,)nez.

Definition 4 A filter of (X,,), <z is a series of the type (U%,, X’ ), ez, where X’ belongs
to L%I, (A).

Theorem 8 A filter (U%, X ez of (Xn)nez is a H' —stationary series, and U is its
shift operator.

Indeed, for any » of Z, we have
Un X = U)X =X oU™. (1)

From (1), we deduce that (U%,X"),cz is a H'—stationary series:

UL X oURX =X oU"oUmoX =X oU™"oX" =UL"X o UY X",

and that U is a shift operator of (U?,X"),,ez: U" o X =U"o U?_[,X' = UZ,X’*.
Such a filter can have the apearance of a moving average. Indeed, let {A,; p € Z}

be a family of elements of L(H, H’) such that {A, o X_,;p € Z} is a summable

family of elements of L2,, (A), of sum X/, we can affirm that {U", (ApoX_p);p €2}

is a summable family of sum U}, X/, because Uy, is an isometry. For any p of Z,
we have U}, (Ap o X_p) = Ap o Xy p.

4 Trajectory

Let (X,,),.cz be a series of elements of L%I (A) such that X,, = X,,, for any n of Z.

Definition 5 We name trajectory of the H—stationary series (Xj,),cz the map X:
w € Q> (Xy(w))nez € H.
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This trajectory may be considered as a random value, as it is measurable: T7 o X =
X, It is relevant to notice that if (X,),cz is another series of elements of L%{ (A)
such that X_,’L = X,,, for any n of Z, that is such that X,, = X,, P—almost anywhere,
then for P—almost any w of Q, Xw = }'(\’w, and then XP = X’P. Thus the image
probability X P does not depend on the choice of the representative X,.

Definition 6 We say that the H—stationary series (X,)nez has got an order p peri-
odicity in distribution when 0;1 XP=XP.

Especially, for any n of Z, X, (P) = Tﬁpr = Tf@g)?P = T,f’)?P = X, (P).
When p = 1, we talk about strict stationarity. Classically, strict stationarity is defined
differently, but in an equivalent way.

For any n of Z, we have (TH)™ '8y c 8,50 X;'By = X_I(T,lH)‘IBH C
X~'8H  Then the family {X,;;n € Z} is made of elements of L%, (Q, X 18H, P)
and the family {X,,;n € Z} of elements of L%{(Q, X ~18, P). From Theorem 2, we
can affirm the following.

Theorem 9 The map Ty : f € L3, (HZ, 8% XP) > foX € L2, (X' 8M) isan
isometry.

5 Transmission of strict stationarity and ergodicity by filtering

We show here that the periodicity in distribution of order 1 and ergodicity are
transmitted by filtering. Let (X},),,cz be a H—stationary series such that 6{1 XP=XP.

As@H XP = XPand (67)'8H = BH Theorem 2 lets us establish the following.
Corollary 1 The map V : t € L>(H?, 8" ,XP) > t 0 6% € L2(H?, 8" XP)isa
unitary operator.

We know that if 7’ belongs to L2 ,(H%, 8H )?P), then T’ o X belongs to
L%{, (Q, X-1gH , P). So we have, between the two element, the following relation.

Lemma 2 For any T’ of £3,,(H*, BH, XP),T' =T o X oTg.

Indeed, (h’,T’(.)) is a representative of 7’ h’, and (h’,T’(.)) o X of Te(T' I).
But as (4, (T’ o 5(\)(.)), that is (h',T’(.)) o Xisa representative of 7’ o X i, we

can write 77 o X K’ = T@(f’*h’), for any i’ of H’, so T’ o X =TcoT’ and then

T'oX=T o T, thatis 7" o X o Tz = T. In the particular case where 77 = TH | we
have the following.

Corollary 2 For any n of Z, ﬁ =X, o Tc.
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If 77 belongs to L2 ,(HZ,B,XP), so it is for T’ o 9{{. The following property
establishes a relation between the two elements.

*

Lemma 3 For any T’ ofLZ,(HZ,BH,fP),VoF :T’OG{'I .

The element T’ ', of LIZLI/(HZ, B, )?P), has as representative (h’, T’(.)), so VoT’ K
has as representative (W, T"(.)y o 0H.

AsforT" o 0 h’, one of its representatwes is (1, T’OHH( ), butas (h',T’(.))o

=T o HH( )), we deduce that Vo T’ h =T o 9{" h'. As it is exact for any

h’ of H', we have VoT7 —T’ot‘)H
Lemma 3 and corollary 2 let us find a shift operator of the H—stationary series
(Xn)neZ-

Lemma 4 7¢ o V o T is a shift operator of (Xn)nez.

—_— * —_— %

*

Indeed, T o Vo TS0 X, =TeoVoTH =TeoTH o6 =TooTH =X, .
From these properties, we can prove the following.

Theorem 10 For any T’ of L2, (HZ, BH  XP), Un(T' 0 X) =T’ o 0f o X.

Indeed, Uy (T’ o ?) = II;,O(TCOVOTE)H'OIH/T’ oX = 15T o foTCOV’IOTE) =

(T oV oT) = I (T" 0 0 o T2) = I3, (T" 0 07 0 X) = T" 0 67 o X.

With a double induction, we can generalize the previous result.
Theorem 11 For any T’ of L2, (H*, 8", )?P) and for any n of Z, we have
UL T oX =T o0} oX.

Now we have got the necessary tools to examine the trajectory X’ of a filter
(UI"J,X "nez as a function of the trajectory X of the H—stationary series (X,,),ez.

Theorem 12 There exists a measurable map F from H? in H'” such that

i) X' =FoX;

11)9{'1 0F=F00f1.

Let then (U}, X")nez be a H'—stationary series, filter of (X, )uez. Let 77 be an
element of £2,,(H%, 81, XP) such that Ty T" =T’ 0 X = X,

Let us consider the map F : h € H” — (T’6Hh),cz € H'>. This map is
measurable, because for any n of Z, we have TH "oF =T o 0,’;’ , and it is such that
OF o F =Fo0 (Foofh=(T"000"h)yez = (T'0"  h)pez = 07 (T'0H 1)z =
e{f’Fh).

For any n of Z, we have U, Xj = Up, T’ o X=To 6H o X.

SoT' 06 o X, element of £2 (Q, X 18H, P) is a representative of Uy, X
element of L2 (Q, X 18H, P) The trajectory X’ of (U4, 0)nez is then such that

?(w) (T’ HHXa))neZ = FXw, for any w of Q, so we have X' =FoX.
This factorization lets us prove the strict stationarity of the filtered series.

n+l
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Corollary 3 ¢//'X’P = X'P.

Indeed, 61’ X’P = ¢ FXP = FO"' XP = FXP = X'P.
We recall that a H stationary series (X,)nez is said to be ergodic when, for any
B of 8, P(X~'BA(6¥)"'X~'B) = 0 implies either XPB = PX~'B = 0, either

XPB = 1, where A is the symmetric difference.
Theorem 13 If (Xy)nez is ergodic, so it is is for (Uyy, X )nez.

For any B’ of 8", we have X'P(B'A(!)"'B") = FXP(B'A(!)'B’) =
)?P(Iij(B’A(Q{")‘lB’)) = )?P(F—IAB'AF—I(Q{T)*B') = XP(F~'B'A(6")"'F~'B").
If X’P(B'A(61")"'B") = 0, then XP(F~'B’A(6H)"'F~'B") = 0
EitherXPF‘lB’ = 0, and then (l: F)/(\P/Bi’ = ?PB’, either XPF~'B’ = 1, and
then 1 = X’P(B’A(6")"'B’) = FXPB' = X'PB’ = 0.

6 Deployment

Definition 7 We name deployment of order p of the H—stationary series (X,)nez
the series (Yy)nez = (Z i ° Xpn+] Dnez-

It is easy to establish the following.

Theorem 14 The deployment of order p of a H—stationary series is a H—stationary
series.

From ¥, (w) = Zj.’:] Ko Xppej-1(w) = 5:1 K o Tpnij-1X (w), we deduce, with
ObVIOllSA notation, that _
V(@) = (b (@nez = (S KH 0 Tppejo )X (@)nez = F 0 X(w).
Hence the relations between the trajectories of (X}, ),z with that of its deployment
of order p (Yy)nez:
Y=FoXand LoY =X.

Theorem 15 If U is a shift operator of (X,)nez, then UP is a shift operator of
(Yn)nez issued from a deployment of order p.

v P * Hyx _ P Y= Hyx _
Indeed, UP o ¥, = U o Z pn+/ 1 (Kj )= ijl Xpn+p+j—1 ° (Kj )y =
* Hy\*x _ y=*
] 1 Xp(n+1)+] 1° (Kj ) - Yn+1

Let us consider a H’—stationary series (X, )nez, filtered from (Xp,)nez, X,, =
Uy, X - With obvious notation, (KH'h’ = (81h")i=1,...,p), its deployment of order p

is the series (Y, )nez = (Z KH X;mw

Theorem 16 The H'—stationary series (H' = H'P) (U3,Y)nez is a filtered series
of the H—stationary series (Y,)nez.

.....

1)neZ~

Indeed, for any n of Z, we have U(H/Y’ = (L4, I, 0(UP)H olyp)"Yy =1 ,0 ((ur)Hyro
Y] = I, (ur)" yHY] = I;;,Y(; oU P = L;{,Y,{ =7,

So the deployment (Y,),ez is equal to (U;‘{,Yé)nez, that is a filtered of the de-
ployment (Y},), cz. We summarize these result in Figure 1.

r}.{r
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deployment

(Xn)nEZ E— (Yn)nGZ
filter J filter
deployment

(Xp,;)nEZ — (Yr;)VLEZ

Fig. 1 Summary of relations deployment-filtering

7 Transmission of the periodicity in distribution

Let us now assume that (X,,), ¢z is periodic of order p in distribution, so 9,1;1 XP =
Xp.

The trajectory Y of the deployment of order p is such that Y=FoX.

So we have §YP = FXP = F9 XP = FXP =YP.

This means that the series (Y},), ez, deployment of order p of (X,,)nez, is periodic
in distribution of order 1, and then so it is for the filter (¥,),ez Of (Yn)nez (the
periodicity in distribution of order 1 is transmitted by filtering).

So we have 6’(1H17 'P=Y'P (with obvious notation, ¥’ is a map from H Z into
H'? and L’ its reverse). So the trajectory X’ of (X} )nez is such that X' =L'oY

Then we have Gg/S(TP = Gg/L’f’P = L’G;Hlf’P = L'Y’P = X'P. As a conclu-
sion, the filtered series (Y;), ez is periodic of order p in distribution. The periodicity
in distribution of order p is transmitted by filtering. More generally, we can prove
that the strict stationarity is also transmitted by filtering for any series (Xg)geG.
where G is an abelian locally compact group (e.g. R¥, Z%).
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