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Abstract

These are self notes for a series of two lectures given at a workshop in Toulouse on September 9th.
The goal is to present a strengthening of strong subadditivity of the von Neumann entropy. Warning:
This document is likely to contain many inaccuracies, please refer to the papers for a more careful
treatment.

1 Fundamental properties of the von Neuman entropy

Remark: all Hilbert spaces are finite dimensional in this talk.

Definition 1.1. Let ρABC be a density operator acting on A⊗B ⊗C. To refer to the marginals of the
state ρABC , we use the standard notation such as ρA = trBC(ρABC).

H(A)ρ = −tr(ρA log ρA) (1)

H(A|B)ρ = H(AB)ρ −H(B)ρ (2)

I(A : C)ρ = H(A)ρ −H(A|C)ρ (3)

I(A : C|B)ρ = H(A|B)ρ −H(A|BC)ρ . (4)

Let us now try to give some justification for the naming of these quantities, in particular the
conditioning. If we have a qc-state ρAB =

∑
b p(b)ρA,b ⊗ |b〉〈b|, then one can verify that

H(A|B)ρ =
∑
b

p(b)H(A)ρA,b
, (5)

and this is a justification for calling it conditional entropy. When the system B is quantum, the entropy
H(A|B) cannot be written as an average of unconditional von Neuman entropies. In fact H(A|B) can
even be negative when ρAB is entangled. If ρAB = |Φ〉〈Φ| with |Φ〉 = 1√

dA

∑
i∈[dA] |i〉A ⊗ |i〉B , then

H(A|B)ρ = − log dA, and this is the smallest it can get as shown in the following:

− log dA ≤ H(A|B) ≤ log dA . (6)

It is worth mentioning that H(A|B) has an operational interpretation in terms of state merging. ψABR
shared between Alice and Bob. Alice wants to transmit her part to Bob. Suppose classical communication
is free, what is the minimum number of ebits needed to do that? If it is a product state |ψ〉A⊗|ψ〉B , then
Bob can prepare it locally. If we have a maximally correlated classical state, then gives log dA. If Alice
and Bob start with a maximally entangled state: then the reference is product and Bob can reproduce it
locally but we have gained one ebit of entanglement in the story, this is where the negative conditional
entropy means.

Let us now move to the mutual information. To understand properties of the mutual information, it
is often useful to write it using a quantum relative entropy:

D(ρ‖σ) = tr(ρ(log ρ− log σ)) . (7)
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Note that this quantity is infinite if the support of σ is not included in the support of ρ. It is simple to
see that

I(A : C) = D(ρAC‖ρA ⊗ ρC) . (8)

Theorem 1.2. For any density operators ρ, σ acting on A,

D(ρ‖σ) ≥ 0 , (9)

with equality if and only if ρ = σ. This implies that I(A : C)ρ = H(A)−H(A|C) ≥ 0.

This is a direct consequence of Klein’s inequality. See [6] for a proof.
Note that this property is quite important. Having the uncertainty decrease if we know more is a very

much desirable property. Such a property is sometimes called a data processing inequality: if I forget
about some information, then the uncertainty I have cannot decrease. Without such a property, it would
be quite difficult to call it a entropic quantity.

In terms of data processing inequality, we would expect something stronger to hold: if one holds a
system BC and discards the C part, then the entropy should only increase. In the case where B is
classical, this is easy to prove. As for the conditional entropy, when the system B we are conditioning
on is classical ρABC =

∑
b p(b)|b〉〈b|B ⊗ ρAC,b, the conditional mutual information can be written as an

average of unconditional mutual information quantities:

I(A : C|B) =
∑
b

p(b)I(A : C)ρAC,b
. (10)

From this, it follows that the conditional mutual information is always non-negative. However, when B
is quantum, we cannot write the conditional mutual information as an average of mutual information
quantities. This is in fact true but it is much more difficult to prove than Theorem 1.2. This property
can be formulated in terms of a simple mathematical property of the relative entropy: joint convexity.

Theorem 1.3. The relative entropy is jointly convex, i.e., for any states ρ0, ρ1, σ0, σ1 and p ∈ [0, 1], we
have

D(pρ0 + (1− p)ρ1‖pσ0 + (1− p)σ1) ≤ pD(ρ0‖σ0) + (1− p)D(ρ1‖σ1) . (11)

This joint convexity of a related function was proved by Lieb [17]. A very operational property
follows from this mathematical property of the relative entropy: the monotonicity of relative entropy
under completely positive trace preserving maps.

Theorem 1.4. Let ρ, σ be density operators on A and WA→B be a completely positive trace-preserving
map. Then

D(W(ρ)‖W(σ)) ≤ D(ρ‖σ) . (12)

Proof. To obtain this from joint convexity, we first consider an isometry WA→BE that is Stinespring
dilation of the map W, i.e., W(ρ) = trE(WρW †). Then we take the family of states VxWρW †V †x , where
Vx for x ∈ [m] are Weyl-Heisenberg operators on the space E. Then

D(
1

m

∑
x

VxWρW †V †x ‖
1

m

∑
x

VxWσW †V †x ) = D(W(ρ)⊗ πE‖W(σ)⊗ πE) = D(W(ρ)‖W(σ)) . (13)

On the other hand, for any x, we have D(VxWρW †V †x ‖VxWσW †V †x ) = D(ρ‖σ).

Now we can apply it to the map W being the partial trace to get the famous strong subadditivity
theorem first proved by [16].
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Theorem 1.5. For any state ρABC acting on A⊗B ⊗ C, we have

I(A : C|B)ρ = H(A|B)ρ −H(A|BC)ρ ≥ 0 . (14)

Written explicitly in terms of unconditional von Neuman entropies, we get

H(AB) +H(BC) ≥ H(B) +H(ABC) . (15)

Proof. We just apply the monotonicity theorem to the states ρABC and

D(ρABC‖ρA ⊗ ρBC) = tr(ρABC log ρABC)− tr(ρABC log(ρA ⊗ ρBC)) (16)

= −H(ABC)ρ +H(A)ρ +H(BC)ρ . (17)

Moreover,

D(ρAB‖ρA ⊗ ρB) = −H(AB)ρ +H(A)ρ +H(B)ρ . (18)

Taking ρ = ρABC , σ = ρA ⊗ ρBC and W = trC , we get

−H(AB)ρ +H(A)ρ +H(B)ρ ≤ −H(ABC)ρ +H(A)ρ +H(BC)ρ , (19)

which gives the desired inequality.

1.1 Motivation for studying von Neumann entropy quantities

The von Neumann entropy quantities are “average case” entropies. They usually have an operational
meaning only when we have iid copies of a resource or when we look at some average cost. In more
general one-shot setting, there are other entropic quantities that are more relevant. In particular, in
cryptography, one usually uses a worst-case kind of entropy called min-entropy to quantify randomness.

1. Characterises the optimal rates at which operational tasks can be done. Example: state merging.
Compression. Channel coding. Randomness extraction. Properties like strong subadditivity are
essential is proofs of converse results in particular.

2. It properties make it a useful tool for proofs. The main reason that makes it so useful is

I(A1 . . . An : C|B) =
∑
i

I(Ai : C|BA1 . . . Ai−1) . (20)

2 States (approximately) saturating strong subadditivity

We would now like to understand the structure of states satisfying I(A : C|B)ρ = 0. In the classical case,
this is easy to determine such distributions PABC . In fact, we have for any b, I(A : C)P|b = 0, which
implies that PAC|B=b = PA|B=b × PC|B=b. In other words, A and C are independent conditioned on B.
This means that A↔ B ↔ C form a short Markov chain. A useful way of stating this is that there exists
a mapping R : B → BC, namely R(δb) = δb × PC|B=b, such that IA ⊗RB→BC(PAB) = PABC .

A quantum analogue of this characterization was proved in [19, 11]. It has been found that a zero
conditional mutual information corresponds to states ρABC whose C system can be reconstructed just
by acting on B. More precisely:

Theorem 2.1. The following conditions are equivalent

1. I(A : C|B)ρ = 0

2. There exists a quantum channel TB→BC such that

IA ⊗ TB→BC(ρAB) = ρABC (21)

A state satisfying this property is called a quantum Markov chain. Petz [19] showed that the map

TB→BC can be taken to be TB→BC(XB) = ρ
1/2
BC(ρ

−1/2
B XBρ

−1/2
B ⊗ idC)ρ

1/2
BC .
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3. The Hilbert space B can be decomposed into B =
⊕

j b
L
j ⊗ bRj such that

ρABC =
⊕
j

qjρ
j

AbLj
⊗ ρj

bRj C
, (22)

where qj is a probability distribution and ρj
AbLj

and ρj
bRj C

are density operators on A⊗bLj and bRj ⊗C.

Corollary 2.2. If I(A : C|B)ρ = 0, then ρAC is separable. Conversely, if ρAC is separable, then there
exists an extension ρABC such that I(A : C|B) = 0.

Proof.

trB

⊕
j

qjρ
j

AbLj
⊗ ρj

bRj C

 =
∑
j

qjtrB(ρj
AbLj
⊗ ρj

bRj C
) =

∑
j

qjρ
j
A ⊗ ρ

j
C . (23)

For the converse, write ρAC =
∑
j qjρ

j
A ⊗ ρ

j
C . Then ρACJ =

∑
j qjρ

j
A ⊗ ρ

j
C ⊗ |j〉〈j| satisfies I(A : C|J) =

0.

2.1 Approximate Markov chains

A natural question that is very relevant for applications is to characterise states for which the conditional
mutual information is approximately zero, i.e., for which it is guaranteed that I(A : C|B) ≤ ε for some
ε > 0. In applications involving n systems A1, . . . , An, such a guarantee is often obtained from an upper
bound on the total conditional mutual information I(A1 . . . An : C|B) ≤ c (which can even be the trivial
bound 2 log2 dimC). The chain rule mentioned above then implies that, on average over i, we have
I(Ai : C|BA1 . . . Ai−1) ≤ c/n.

One first candidate conjecture is the following

I(A : C|B)ρ ≤ ε ⇒ ρABC ≈f(ε) σABC with σ a quantum Markov chain . (24)

The authors of [12] gave evidence for the difficulty of characterising such states in the quantum
setting by finding states for which the conditional mutual information is small whereas their distance to
any Markov chain is large (see also [8] for more extreme examples). We will see such an example when
we mention applications to quantifying entanglement.

Recent works by [26, 13, 27] made the important observation that instead of considering the distance
to a (perfect) Markov chain, another possibly more appropriate measure would be the accuracy with
which Eq. 21 is satisfied.

I(A : C|B)ρ ≤ ε ⇒ ρABC ≈f(ε) IA ⊗ TB→BC(ρAB) . (25)

It was conjectured in [13] that the conditional mutual information is lower bounded by the trace distance
between the two sides of Eq. 21 for a specific form for the map TB→BC known sometimes as the Petz

map, which is defined as T (XB) = ρ
1/2
BC(ρ

−1/2
B XBρ

−1/2
B ⊗ idC)ρ

1/2
BC . Later, in the context of studying

Rényi generalisations of the conditional mutual information, the authors of [2] refined this conjecture
by replacing the trace distance with the negative logarithm of the fidelity (see also [20]). The fidelity
between two states is defined as

F (ρ, σ) = ‖√ρ
√
σ‖1 . (26)

Such an inequality was recently shown in [10].

Theorem 2.3. For any state ρABC , there exists a recovery map T : B → BC

I(A : C|B)ρ ≥ −2 logF (ρABC , TB→BC(ρAB)) . (27)
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Trace distance In terms of the trace distance, it can be written as

1

ln 2
∆(ρABC , σABC)2 ≤ I(A : C|B)ρ . (28)

It is tight up to a logarithmic factor in the dimension of A.

I(A : C|B)ρ ≤ 7 log2(dimA)
√

∆(ρABC , σABC) . (29)

Recovery map The map TB→BC is not fully explicit, we know that the best map works, but we don’t
know about the Petz map. We can rewrite the inequality as

I(A : C|B)ρ ≥ min
T :B→BC

−2 logF (ρABC , TB→BC(ρAB)) . (30)

The quantity on the right is often called fidelity of recovery and seems like a quantity of interest. We
actually do have some structure on the map, we can assume it has the form of a rotated Petz map:

TB→BC(XB) = UBCρ
1/2
BCρ

−1/2
B UBXBU

†
Bρ
−1/2
B ρ

1/2
BCU

†
BC . (31)

Combining with subsequent work, one can even show that the unitaries commute with the corresponding
marginal [21], see also [24].

Strenghtenings There are multiple strengthenings of this result by now: either giving a better lower
bound

I(A : C|B)ρ ≥ min
T :B→BC

DM(ρABC‖TB→BC(ρAB)) , (32)

or also having a more general statement as a remainder term for the monotonicity of the relative entropy

D(ρ‖σ)−D(W(ρ)‖W(σ)) ≥ −2 logF (ρ,Rσ,W(W(ρ))) . (33)

See [1, 24, 22].

Proofs All the currently known proofs [10, 4, 3, 22] have the following rough pattern of considering n
copies of the state ρ⊗nABC , except for one [24]. The intuition behind the usefulness of this is that states of
the form ρ⊗nABC have marginals that are close to flat. This parts usually takes the following form.

Lemma 2.4.

I(A : C|B)ρ ≥ lim
n→∞

1

n
min

T :Bn→BnCn
D(ρ⊗nABC‖T (ρ⊗nAB)) (34)

≥ lim
n→∞

1

n
min

T :Bn→BnCn
−2 logF (ρ⊗nABC‖T (ρ⊗nAB)) . (35)

The second inequality follows from the fact that −2 logF = D1/2 is a sandwiched Renyi
divergence [18, 25] of order 1/2 and we know that Dα is an increasing function of α.

The second step is to obtain from TBn→BnCn a map on just one copy.

Lemma 2.5.

lim
n→∞

1

n
min

T :Bn→BnCn
−2 logF (ρ⊗nABC‖T (ρ⊗nAB)) = min

T :B→BC
−2 logF (ρABC‖T (ρAB)) . (36)

Go to the board and draw diagram of the different proof strategies.
Let us now proceed to the proof of some of these claims.
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Proof of Lemma 2.4. This proof is due to Sutter, Tomamichel and Harrow [22]. We are going to construct
a particular map TBn→BnCn that satisfies the inequality with a correction factor that vanishes as n grows.
To define this map, we first define the picking map Pσ for a state σ. Let σ =

∑
λ∈spec(σ) λΠλ, with Πλ

the projector on the eigenspace λ, then

Pσ(X) =
∑

λ∈spec(σ)

ΠλXΠλ . (37)

The map P is clearly CPTP. The reason the pinching map is so useful is that for any X we have that
Pσ(X) commutes with σ. In fact∑

λ∈spec(σ)

ΠλXΠλσ =
∑

λ∈spec(σ)

ΠλXΠλλΠλ =
∑

λ∈spec(σ)

σΠλXΠλ . (38)

Moreover, the map P conserves some of the properties of X in the following sense: for any X ≥ 0,
Pσ(X) ≥ 1

|spec(σ)|X. To see this, let m = |spec(σ)| and we label the projectors Pλ arbitrarily from x = 0

to m− 1 and define Uy =
∑
x∈[m] e

2πixy/mPx. Then we have

1

m

∑
y∈[m]

UyXU
†
y =

1

m

∑
y

∑
x,x′

e2π(x−x
′)y/mPxXPx′ = Pσ(X) . (39)

But now given that U0 = id and that UyXU
†
y ≥ 0, we have Pσ(X) ≥ X/m (this argument is from [23]).

Let us now define our recovery map:

TBn→BnCn(XBn) = Pρ⊗n
BC

(
(ρ⊗nBC)1/2(ρ⊗nB )−1/2Pρ⊗n

B
(XBn)(ρ⊗nB )−1/2(ρ⊗nBC)1/2

)
. (40)

This is clearly a CPTP map as a composition of CPTP maps.
Now, we write

D(ρ⊗n‖TBn→BnCn(ρ⊗nAB)) (41)

= −nH(ABC)ρ − tr(ρ⊗nABC log idAn ⊗ ρ⊗nBC)− tr
(
ρ⊗nABC logPρ⊗n

BC

(
(ρ⊗nB )−1/2Pρ⊗n

B
(ρ⊗nAB)(ρ⊗nB )−1/2

))
(42)

= −nH(ABC)ρ + nH(BC)ρ − tr
(
ρ⊗nABC logPρ⊗n

BC

(
(ρ⊗nB )−1/2Pρ⊗n

B
(ρ⊗nAB)(ρ⊗nB )−1/2

))
. (43)

We now use the second property of the pinching map. We have

Pρ⊗n
BC

(XBC) ≥ 1

spec(ρ⊗nBC)
XBC ≥

1

ndBC
XBC . (44)

Combining this with the operator monotonicity of the log function, we have

− tr
(
ρ⊗nABC logPρ⊗n

BC

(
(ρ⊗nB )−1/2Pρ⊗n

B
(ρ⊗nAB)(ρ⊗nB )−1/2

))
(45)

≤ −tr
(
ρ⊗nABC log

(
(ρ⊗nB )−1/2Pρ⊗n

B
(ρ⊗nAB)(ρ⊗nB )−1/2

))
+O(log n) (46)

= −tr(ρ⊗nABC log(ρ⊗nB )−1)− tr(ρ⊗nABC logPρ⊗n
B

(ρ⊗nAB)) +O(log n) (47)

≤ −nH(B)ρ − tr(ρ⊗nABC log ρ⊗nAB) +O(log n) . (48)

Putting everything together, we get

D(ρ⊗n‖TBn→BnCn(ρ⊗nAB)) ≤ nI(A : C|B) +O(log n) . (49)
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For the second part, where we get back again to just one copy of the state, there are two approaches.
The first one (historically) was to use some specific structure of the map TBn→BnCn that is constructed,

namely that it is invariant under permutation of the systems. Then one uses a de Finetti type theorem
to say that it is not too far from an iid channel.

Corollary 2.6. Let D and E be Hilbert spaces. Then there exists a probability measure dτ on the set of
completely positive trace-preserving maps τD→E such that1

WDn→En ≤ (n+ 1)d
2−1

∫
τ⊗nD→Edτ (50)

holds for any n ∈ N, any completely positive trace-preserving mapWDn→En that is permutation-invariant
(i.e., W ◦ π = π ◦W for all permutations π), and d = dim(D) dim(E)2.

The proof of this is based on some Schur-Weyl duality. Then it takes a little bit of work to get to the
desired statement, purify everything, then the fidelity is nice and can then take the best map. In fact,
this was not exactly the way the first argument was done, in some sense the de Finetti was applied to
directly replace the type projectors by product unitaries instead of just globally to the map.

Later, it was realised by Berta and Tomamichel [3] that in fact one does not need to use any structure
of the map. In fact, for the fidelity, the optimal map TBn→BnCn has product form. More precisely

Theorem 2.7. For any ρ1A1B1C1
, ρ2A2B2C2

, we have

min
T :B1B2→B1B2C1C2

−2 logF (ρ1A1B1C1
⊗ ρ2A2B2C2

, T (ρ1A1B1
⊗ ρ2A2B2

)) (51)

= min
T :B1→B1C1

−2 logF (ρ1A1B1C1
, T (ρ1A1B1

)) + min
T :B2→B2C2

−2 logF (ρ2A2B2C2
, T (ρ2A2B2

)) . (52)

Proof sketch. First, the inequality ≤ is clear as we can just take TB1B2→B1B2C1C2
= TB1→B1C1

⊗
TB2→B2C1

. For the other inequality, we use semidefinite programming duality. We can write the fidelity
of recovery as a semidefinite program: this is just optimizing a linear function over the intersection of
the positive semidefinite cone and a affine subspace. In particular, this one can be written as

Frec(ρABC) = maximize
X

1

2
tr(X) + tr(X†)

subject to

(
ρABC X
X† ωABC

)
≥ 0

ωABC = trB′((idA ⊗ θB′BC)(idBC ⊗ ρ′AB′))
θB′BC ≥ 0

(53)

where ρTAB′ is just a copy of ρAB with a partial transpose applied on B. This can be solved efficiently on
a computer. Here, the usefulness in writing it as an SDP is that we can use duality theory. In particular,
using strong duality, we may write Frec(ρABC) = minλ dual(ρABC , λ) as a minimization problem instead.

Frec(ρ
1
A1B1C1

⊗ ρ2A2B2C2
) = min

λ12

dual(ρ1A1B1C1
⊗ ρ2A2B2C2

, λ12) (54)

≤ min
λ1,λ2

dual(ρ1A1B1C1
⊗ ρ2A2B2C2

, λ1 ⊗ λ2) (55)

= min
λ1,λ2

dual(ρ1A1B1C1
, λ1) · dual(ρ2A2B2C2

, λ2) (56)

= Frec(ρ
1
A1B1C1

) · Frec(ρ
2
A2B2C2

) . (57)

The key here is in showing that if λ1 and λ2 are dual feasible for ρ1 and ρ2, then λ1 ⊗ λ2 is dual feasible
for ρ1 ⊗ ρ2 and also that the objective value is the product. This is a very useful technique to show
additivity kind of properties.

The same technique can be used with now convex duality to prove the lower bound with the measured
relative entropy.

1The inequality means that the difference between the right hand side and the left hand side is a completely positive
map.
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3 Applications

3.1 Squashed entanglement

As an example for how our result can be applied, we present here an argument proposed by Li and
Winter [26]. Squashed entanglement is a measure of entanglement defined for any bipartite state ρAC as

Esq(ρAC) =
1

2
inf
ρACE

I(A : C|E)ρ , (58)

where the infimum ranges over all non-negative extensions ρACE of ρAC [9].
As an illustration, and also to get the promised counter example to (25), consider the antisymmetric

subspace of Cd⊗Cd. This is the space spanned by |aa′〉−|a′a〉 for a 6= a′. The dimension is das = d(d−1)
2 .

Let Πas be the projector onto the antisymmetric subspace and ρas = Πas/das.

Esq (ρas) = O(1/d) . (59)

In fact, consider the totally antisymmetric subspace on (Cd)m. For each subset {a1, . . . , am} ⊆ [d], we can
define the state 1√

m!

∑
π∈Sm sgn(π)|π(a1) . . . π(am)〉. Let Πm

as be the projector onto the antisymmetric

state on m copies and the dimension is das,m =
(
d
m

)
. One can verify that tr1(ρas,m) = ρas,m. Now

consider ρACE acting on Cd ⊗ Cd ⊗ (Cd)⊗m where A and C are the first and the second copy of Cd and
E is the remaining copies m copies. Then

I(A : C|E)ρ = H(AE) +H(CE)−H(ACE)−H(E) (60)

= log das,1+m + log das,1+m − log das,2+m − log das,m (61)

= log

(
d

1+m

)2(
d
m

)
·
(

d
2+m

) . (62)

We now assume that d is even and set m = d/2− 1. Then the quantity becomes

I(A : C|E)ρas,1+d/2
= 2 log

( (
d
d/2

)(
d

d/2−1
)) = 2 log

d+ 2

d
= O(1/d) . (63)

The state ρas,1+d/2 has a small conditional mutual information. We are now going to show that it is far
from Markov chains. For that recall than any Markov state ρABC , the marginal ρAC is separable. So it
suffices to show that ρas,2 is far from separable states. To see this, let σAC =

∑
i piσ

i
A ⊗ σiC . Then we

have

tr

(
Πas,2

(
ρas,2 −

∑
i

piσ
i
A ⊗ σiC

))
= 1−

∑
i

pitr(Πas,2σ
i
A ⊗ σiC) ≥ 1

2
. (64)

So even though this state has a conditional mutual information of O(1/d), it is a constant away from any
Markov chain. This antisymmetric state is a counterexample for many things you might conjecture, so
good to keep in mind. See [8] for more properties of the antisymmetric state.

Let’s now get back to the properties of squashed entanglement. We are mainly interested in
faithfulness. It is known that squashed entanglement is faithful, i.e., strictly positive for any entangled
state [5, 14]. In other words, Esq(ρAC) = 0 if and only if the state ρAC is separable. Theorem 2.3 implies
a quantitative version of this claim. The main idea is to relate Esq(ρAC) to the distance between ρAC
and the closest state that is k-extendible (a state ρAC is k-extendible is there exists a state ρAC1...Ck

such
that ρACi = ρAC for all 1 ≤ i ≤ k.)

Theorem 3.1 ([15]). For any density operator ρAC on A⊗C and any k ∈ N there exists a k-extendible
density operator ωAC such that

∆(ρAC , ωAC) ≤ (k − 1)

√
ln 2

2
Esq(ρAC) . (65)
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See [15] for a proof.

Lemma 3.2. For any k-extendible density operator ωAC on A⊗ C

inf
σAC∈SA:C

∆(ωAC , σAC) ≤ 2
(dimC)2

k
. (66)

Proof. By definition, there exists a density operator ω̄AC1···Ck
such that ωAC = ω̄ACi for i = 1, . . . , k.

Because this condition still holds if the order of the subsystems C1, . . . , Cn is permuted, one can assume
without loss of generality that ω̄AC1...Ck

is invariant under such permutations. The claim then follows
immediately from Theorem II.7′ of [7].

Corollary 3.3 ([15]). For any density operator ρAC on A⊗ C

inf
σAC∈SA:C

∆(ρAC , σAC) ≤ 2 dimC 4

√
2 ln(2)Esq(ρAC) . (67)

4 Some open questions

1. Can we say something more on the map. For example, does the Petz map satisfy the inequality?
We know that the map can be chosen to be universal, i.e., depending only on the marginal ρBC
and not on the particular correlations we wish to recover [21].

2. Can we strengthen the inequality? We know that

I(A : C|B)ρ ≥ min
T :B→BC

DM(ρABC‖TB→BC(ρAB)) . (68)

But do we have

I(A : C|B)ρ ≥ min
T :B→BC

D(ρABC‖TB→BC(ρAB)) . (69)

3. Can these new inequalities tell us more about states the entanglement in states with small
conditional mutual information. Does I(A : C|B)ρ ≤ ε imply that ρ ≈f(ε) σ where ≈ would
be measured in some other norms (for example restricted norms, SEP, etc...)?
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