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In the companion paper[L. Garrigues et al., submitted to Physics of Plasmas], we have extended the sparse PIC approach
already used in the literature with the offset scheme to reduce the grid-based error. In this study, we demonstrate the
ability of the offset sparse PIC algorithm to model partially magnetized low-temperature plasmas by reducing the grid-
based error. In the context of multi-cusp magnetic field configurations, the offset scheme reduces the error of the current
collected at the walls to less than 5% for more of the plasma conditions encountered in ion source applications. The
formation of a double layer in the sheath region is also captured. In the context of the electron drift instability that
occurs in the Hall thruster, the plasma properties as well as the ion velocity distribution function can be retrieved with
a high enough precision without considering an initial regular grid with a smaller mesh resolution. The results also
highlight the advantage of combining the electric potential at the nodes of the regular grid instead of directly combining
the electric field from the component grids. Compared to the regular PIC algorithm, the typical speed-up factor is about
3 for a number of mesh nodes of 2562 and 5 for 5122.

I. INTRODUCTION

The enhancement of plasma confinement using multi-cusp
magnetic field topology was proposed in the early 1970s1

thanks to the special arrangement of magnetic rods proposed
by Sadowski2 and Yoshikawa et al.3, originally thought to
produce high-energy particles and high current densities for
fusion devices. Later, the multi-cusp magnetic field coupled
with low pressure discharges was used to produce positive and
negative ion beams for ion source applications4. In parallel,
many fundamental studies have been performed to propose
scaling laws for charged particle losses for various plasma pa-
rameters such as magnetic field strength, pressure, ion mass,
etc. (see Ref.5 and references therein). In the literature, this
type of discharge, which includes magnetized electrons and
unmagnetized ions, falls into the category of partially magne-
tized low-temperature plasmas. A 2D particle-in-cell Monte
Carlo collision PIC-MCC model has recently been used to
address the question of particle losses in this context5. The
complex topology of the magnetic field raises the question of
the ability of the sparse PIC approach to recover the solution
obtained with the regular PIC model. The main issue is the
capture (or not) of the electron transport, which is impeded in
the direction perpendicular to the magnetic field, while it is
almost free along the magnetic field, and the grid-based error
associated with the combination technique associated with the
sparse PIC schemes.

Another example of a partially magnetized low-temperature
plasma is the Hall thruster used for satellite propulsion.6–8. In
a Hall thruster, an E×B direction instability occurs in the mm
wavelength and MHz frequency range due to the difference in
charged particle transport, with magnetized and drifting elec-
trons and unmagnetized ions being axially accelerated. The
electron cyclotron drift instability (EDI) resulting from the
coupling between electron Bernstein modes and ion acous-
tic waves was studied by Gary in the early 1970s (see Ref.9)

by resolving the dispersion relation in the linear phase of the
instability. This work has been revisited and applied to the
typical conditions of a Hall thruster to determine the condi-
tions for the existence of unstable modes and the associated
growth rates10–13. Comparisons with existing coherent Thom-
son scattering measurements have been made14–16. 2D PIC
simulations including the azimuthal - E×B - and axial - E -
planes have been performed to go beyond the linear regime
solution and to determine the unstable mode characteristics
and the origin of the saturation mechanism17,18. The typical
conditions of this later work served as a reference for a bench-
mark to evaluate the influence of numerical issues (PIC cy-
cle implementation, programming languages, parallelization
method and its implementation, processor architectures, etc.)
on the results of seven independent PIC codes19. The basis of
this 2D PIC benchmark was later also used for complemen-
tary work to understand the coupling between the EDI and
the ion-ion two-stream instability when multiply charged ions
are considered20,21. The space and time variations of plasma
properties obtained with the regular PIC approach in the con-
text of the EDI have already served to challenge the sparse PIC
algorithm in recent years22. A large grid-based error is intro-
duced when the hierarchy of component grids is constructed
from the same regular grid resolution as the standard PIC ap-
proach for comparisons. One way to reduce the grid-based
error, but at the cost of reducing the speed-up factor, is to con-
struct a hierarchy of component grids from a regular grid with
a higher resolution.

The objectives of this study are focused on the use of the
sparse PIC algorithms (including the offset method) as well
as the effect of the combination technique (in nodal or hier-
archical basis) on the multi-cusp magnetic field configuration
(section II) and the Hall thruster (section III). Throughout the
text, the notations for the sparse PIC methods are the same
as in the companion paper23. In section IV we evaluate the
ability of the sparse PIC algorithms to model other partially
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magnetized low-temperature plasmas. We end with a conclu-
sion (section V).

II. MULTI-CUSP MAGNETIC FIELD CONFIGURATIONS

In section II A we describe the plasma source model includ-
ing the simulation domain and the plasma generation. Simu-
lation results are presented in section II B. A discussion focus-
ing on the potential of sparse PIC approaches to model cusp
magnetic field discharges is also included.

A. Plasma source model description

1. Simulation domain and magnetic field profile

FIG. 1. Computational domain.

The 2D PIC simulation domain is square with a length of
Lx = Ly = 40 mm (see Fig.1). It contains four magnets with
a distance d equal to 10 mm along the y direction, periodic
boundary conditions are used to simulate an infinite sequence
of magnetic rods. The magnets are alternately oriented south-
north and north-south to achieve a cusp field profile. The mag-
nets are 40 mm apart along the x direction. The left and right
walls are dielectrics with an equal flow of ions and electrons
in the steady state regime.

The magnetic field profile is taken from the work of Lieber-
man and Lichtenberg24. Assuming that the width of the mag-
net is smaller than the distance between the magnets, the mag-
netic field components along the x and y directions, denoted
Bx and By respectively, are given by

x < xm

Bx(x,y) = B0sin(πy/d)e−πx/d

By(x,y) =−B0cos(πy/d)e−πx/d

x ≥ xm

Bx(x,y) =−B0sin(πy/d)e−π(Lx−x)/d

By(x,y) =−B0cos(πy/d)e−π(Lx−x)/d

(1)

where xm is the mid-plane along x and B0 is the maximum
magnetic field strength. Note that the width of the magnet
only affects the maximum magnetic field, which is included
in our definition in B0. We also assume that the self-induced
magnetic field is negligible, since the current driven by the
charged particles of the plasma remains very small.

The magnetic field strength, defined as B(x,y) =√
Bx(x,y)2 +By(x,y)2 around a magnet, is shown in Fig.2.

The magnetic field strength decreases exponentially from the
magnet to the center of the plasma discharge along the x di-
rection with a length equal to d/π , but it does not depend on
y. The magnetic field lines are also shown in Fig.2. The mag-
netic field lines are almost perpendicular to the walls at the
location of the magnet (cusp field region), while they become
divergent when moving along the y direction. In all of these
studies, the magnetic field strength is small enough to trap
only the electrons. The electrons that wrap around the mag-
netic field lines are reflected by the strong magnetic field at the
location of the magnet (mirror effect) or lost at the wall sur-
face, depending on the ratio of the parallel to the perpendic-
ular velocity component (loss cone angle25). The maximum
of the magnetic field strength B0 is considered as a variable
parameter.
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FIG. 2. Magnetic field strength normalized by the maximum B0
(color scale) and magnetic field lines (black lines) close to a mag-
net.
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TABLE I. Physical and initial numerical parameters for the cusp
field benchmark.

Simulation domain

wall distance along x, Lx (mm) 40

plane distance along y, Ly (mm) 40

left injection plane position, x1 (mm) 16

right injection plane position, x2 (mm) 24

Physical parameters

electron mass me (10−31 kg) 9.11

ion mass mi (10−26 kg) 6.683

Initial conditions

plasma density n0 (1015 m−3) 1

electron temperature Te (eV) 2

thermalization temperature Th (eV) 2

thermalization frequency νh (s−1) 1.5×109

ion temperature Ti (eV) 0.2

neutral density N variable

neutral temperature TN (K) 300

magnet distance d (mm) 10

magnetic field strength B0 variable

Initial parameters

regular PIC, grid cell number 2562

regular PIC, grid spacing ∆x = ∆y Lx/256 = Ly/256

time step ∆t 0.2/ωp

initial number of particles per cell Npc 50

Boundary conditions

left wall dielectric

right wall dielectric

top wall periodic

bottom wall periodic

2. Plasma generation and collisions

Unlike the previous benchmark comparison in the context
of dual-frequency capacitive discharges, where the plasma is
self-consistently maintained by the ionization events23, the
plasma generation in this study is treated in a different manner.
First, a plasma density with an equal number of ions and elec-
trons is injected. To simulate the ionization processes, each
time an ion is lost on the dielectrics, an electron-ion pair with a
Maxwellian initial distribution (but with different initial tem-
perature) is randomly injected into a given region in the center
of the plasma discharge (slab region between x1 and x2 along
the x direction). Electrons escaping from the dielectric walls
are eliminated and not replaced in the simulation. This keeps
the total number of ions in the simulation constant and a fixed
averaged plasma density equal to the initial one. This also

speeds up the time to reach the steady state solution and has
been used successfully in previous studies5,23,26–28. This last
advantage of decoupling the plasma generation from the neu-
tral pressure (or density for a fixed neutral temperature, as in
this study) is to perform parametric studies for different neu-
tral pressures while keeping the plasma density the same.

Because high-energy electrons are lost at the walls, the
tail of the distribution is depleted and the electron temper-
ature is lower than the imposed electron temperature in the
plasma bulk. To maintain a constant electron temperature and
a Maxwellian distribution of electrons in the plasma bulk, a
thermalization process is used5,23,27–29. It consists in isotropi-
cally refreshing the velocity components of the electrons with
a Maxwellian distribution at a temperature Th = Te in a given
region at a constant frequency νh. Obviously, this "additional"
collision process releases the electrons. As long as this pro-
cess takes place far away from the cusp field region, in the re-
gion of low magnetic field, this "fictitious" induced transport
does not modify the electron transport in the zone of interest
(magnet region). The thermalization region is the same as the
bulk plasma injection region. The thermalized frequency is
set to 1.5× 109 s−1. For electrons with a Maxwellian distri-
bution at a temperature of 2 eV, the electrons are thermalized
on average ∼ 6 times. Charged particles crossing the top or
bottom planes are re-emitted at the opposite plane at the same
axial position with the same velocity components.

The gas is argon. In the electron neutral collision cross
sections we have considered only the momentum process,
which is the dominant process for electron neutral scattering.
The cross section data are taken from the database of A. V.
Phelps30. As already mentioned, the neutral density is consid-
ered as a parameter. For the typical range of ion energies,
the main process of ion-neutral collisions is backscattering
(charge exchange). For a cross section in the range of 3 to 4
×10−19 m−2 (Ref. 31), and for a pressure varying from 0.01
to a few mTorr, the ion-neutral mean free path is larger than
the simulation domain. Since the ions are not magnetized, the
contribution of the ion-neutral collisions is negligible (this has
been confirmed in the work of Jiang et al.5).

All input parameters of the simulations are listed in the ta-
ble I. The implementation of the periodic boundary conditions
is the same as in the companion paper (see Ref.23 for more
details). The approximate method that models the charging
walls (dielectric) with a capacitance is given in Jiang et al.5.

To meet the stability criteria, in the regular PIC model
the number of grid cells is set to resolve the electron Debye
length, while the time step used for both electrons and ions is
a fraction of the reciprocal of the electron plasma frequency.
No subcycling is performed. Typically, 2562 grid cells are
used for the regular PIC approach. For the sparse algorithms
we performed the calculations with a regular grid 2I × 2J with
I = J = n = 8 and with l0 varying from 0 (standard sparse ap-
proach) to 4 (offset sparse algorithms), keeping l1 = 1 (see
Ref.23 for notations). The two methods for calculating the
electric field at the particle location (using the hierarchical or
nodal approaches, labeled HSg and NSg, respectively) were
also tested.
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B. Simulation results and discussion

Comparisons between the regular and sparse PIC methods
have been performed for the conditions of Table I. All cal-
culations were performed on the Laplace supercomputer, 2
× Skylake per node (Intel Xeon Gold 6226R, 2.90 GHz, 16
cores), using Intel compiler version 2021.2.0 and IntelMPI
version 2021.2. A typical ion density profile is shown in Fig.3
for the regular PIC approach (denoted by the notation PIC -
Fig. 3a) and the sparse approach for the nodal basis approach,
with the notation PIC-NSg (with l0 = 0 and l1 = 0, standard
method) and PIC-ONSg (with l0 = 4 and l1 = 1, offset ap-
proach), in Fig. 3b and Fig. 3c, respectively. The pressure is
fixed at 0.1 mTorr and the maximum magnetic field strength
is B0 = 400 G. The magnets are located at y = 5, 15, 25 and
35 mm.The profile shown is representative of the ion density
variations we can expect in a cusp field discharge. The max-
imum density is localized in the injection and thermalization
region in the center of the simulation domain with an almost
constant density profile. In front of the magnets, the density
decreases as the ions are accelerated in the pre-sheath at the
end of the injection region. A sheath is formed in front of the
magnet as in unmagnetized plasmas. In the region between
the cusps, in order to maintain quasineutrality, the ion den-
sity profile is almost parallel to the walls as the magnetic field
lines, since the electron motion in the direction perpendicular
to the magnetic field is impeded. A sharp gradient of ion den-
sity takes place in this region, as we see in Fig.3, induced by
the reduced electron transport through the magnetic field. The
current loss is mainly concentrated in the region of charged
particle losses (in the cusp region), while it is negligible be-
tween the cusps. We note that while the standard sparse PIC
approach (see Fig.3b) is able to qualitatively capture the ion
density profile, especially the region of maximum plasma den-
sity established and controlled by injection and thermaliza-
tion processes, there are differences outside this region. The
method reproduces the shape of the ion density in the region
of high magnetic field strength, but with a certain error that
leads to a smoothing of the density gradient along both x and
y directions. This is a clear signature of the grid-based error
associated with the combination technique when the dominant
terms in the error are along the mixed directions (see Refs.
23, 32–34). The advantage of the offset method23,34, which
consists in reducing the coarser resolution of the component
grids and excluding the more anisotropic ones, is clearly vis-
ible in Fig.3c. The ion density profile is now captured more
accurately. The main drawback of the offset method is the in-
crease in the number of cells in the component grids as shown
in our companion paper23. Accordingly, the total number of
particles NT increases to maintain the same number of par-
ticles per cell (same statistical error). Strictly speaking, NT
goes from 3.3×105 to 9.2×105 as l0 goes from 0 to 4.

We show in Fig. 4 a one dimensional profile of the ion den-
sity along the y direction close to the left wall at x = 3 mm
for the standard and sparse PIC methods, gradually increasing
the l0 parameters from 0 (standard sparse PIC, labeled PIC-
NSg) to 4, keeping l1 = 1 as in Fig. 3. It is interesting to
note that the effect of the grid-based error is to smooth the ion
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FIG. 3. Two dimensional ion density profile for different PIC algo-
rithms, (a) standard PIC (maximum of 1.36× 1015 m−3, the total
number of particles NT is 3.3× 106), (b) PIC-NSg with l0 = 0 and
l1 = 0 (maximum of 1.43×1015 m−3, NT = 3.3×105) and (c) PIC-
ONSg with l0 = 4 and l1 = 1 (maximum of 1.36× 1015 m−3, NT =
9.2×105). The maximum magnetic field strength is B0 = 400 G and
the pressure is 0.1 mTorr.
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FIG. 4. One dimensional ion density profile along the y direction at a
position x = 3 mm for different PIC algorithms (log scale). Calcula-
tions are performed with the standard and offset sparse methods with
different l0 parameters are shown keeping l1 = 1. The results also
illustrate the nodal and the hierarchical approaches. Same conditions
than Fig.3.

density profile. As expected, as l0 increases, the grid-based
error decreases and the profile computed with the sparse ap-
proach becomes closer and closer to that of the standard PIC.
For l0, ≥ 3, the error for the 2D profiles of the electron and ion
densities is less than 5 % (see table II). The calculations were
carried out mainly with the nodal approach. We recall that it
consists in using the nodal basis to recombine the electric po-
tential on the regular Cartesian grid, then differentiating the
electric field on the Cartesian grid and finally calculating the
electric field at the particle location. In the hierarchical algo-
rithm, the electric field at the particle location is calculated on
each of the component grids and the combination technique
is used to calculate the electric field at the particle location.
Simulations of dual-frequency RF discharges have shown a
reduced error when the nodal approach is used23. The com-
parison between the two approaches for the same parameters
leads to the same conclusion when comparing the one dimen-
sional ion density profiles of Fig.3 and the calculation error of
Table II.

An interesting phenomenon has been highlighted in the
work of Jiang et al.5 for high magnetic field strength regimes
with the appearance of a double sheath layer. We have tested
the ability of the sparse PIC with the offset algorithm to cap-
ture this effect. For the same pressure as in Fig.3, in Fig.5 we
show one-dimensional profiles in front of the magnet at y = 5
mm near the left wall for two magnetic field strengths B0. In
Fig.5a, at relatively low B0, a classical unmagnetized sheath
occurs close to the wall surface with an ion density greater
than the electron density, while the situation changes when B0
exceeds a certain limit (see Fig.5b). The reason is attributed
to the mirror effect35. As the maximum of the magnetic field
strength increases, it becomes more and more difficult for the
electrons to reach the magnet and a negative sheath region
(excess of negative charges) appears between the standard ion
sheath and the plasma core5. It should be noted that this par-
ticular behavior is captured at high magnetic field strength
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FIG. 5. One dimensional ion and electron densities profiles along the
x direction at a position y = 5 mm for different PIC algorithms, (a)
B0 = 100 G, (b) B0 = 400 G. Calculations with the sparse algorithm
are made in the nodal basis with the offset method with l0 = 4 and l1

= 1. The pressure is 0.1 mTorr.

with the sparse PIC method.
We conclude this section by calculating the error (L2-

norm23,36) on the current collected at the walls for a wide
range of parameters, keeping l0 = 4 and l1 = 1 (see table II).
The results are shown in Fig.6. A deficiency in the capture of
the plasma properties associated with the grid-based error has
consequences for the current collected at the wall surfaces. An
estimate of the precision error in the calculation of this quan-
tity is one way of determining the limit of the sparse method.
The error remains (less than 5 %) independent of the pressure
for B0 ≤ 400 G. For very low pressure and high magnetic field
strength, the error becomes larger than 25 %. Increasing l0 to
a value higher than 4 would obviously reduce the error in the
current and plasma properties, but with the drawback of re-
ducing the computational gain due to the increase in the total
number of particles to maintain the same statistical error. This
is confirmed by the calculation of the execution acceleration
time factor, which decreases from 5.6 to 3.1 (see the last line
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FIG. 6. Calculation in % of the error on the current collected at
the walls (maximum 27 %) as a function of pressure and magnetic
field strength. Calculations with the sparse algorithm are made in the
nodal basis with the offset method with l0 = 4 and l1 = 1.

TABLE II. Calculation of the error (%) on the profiles of the electron
and ion densities and execution time acceleration factor. The condi-
tions are the same than Fig.3.

PIC-ONSg, l0 = 0 1 2 3 4 PIC-OHSg , l0 = 4

ni 7.2 6.9 5.3 4.9 4.6 5.0

ne 7.6 7.1 5.4 4.9 4.6 5.0

speed up factor 5.6 7.9 6.1 4.9 3.1 2.7

of table II). The high acceleration factor l0 = 1 is simply con-
sistent with the decrease in the total number of particles for
this very specific configuration (when l0 = l1). Interestingly,
for l0 = 2, the total number of particles has increased com-
pared to l0 = 0, and so has the acceleration factor. This is cer-
tainly due to the smaller number of component grids coupled
with the specific arrangement of the number of cores taken in
this study. We leave the optimization of the sparse PIC algo-
rithms using the combined OpenMP and MPI parallelization
techniques for future studies, but this highlights the degree of
margin to reduce the speedup we still have for higher l0 and l1

factors. The use of the PIC-OHSg algorithms also reduces the
speedup factor (as already mentioned in ref. 23).

FIG. 7. Computational domain. The parameters x1, x2, and xc refer
to left and right injection planes and the axial position of the cathode.
The charged particle fluxes averaged along the y direction Γea, Γia,
Γec, Γec1, Γec2, and Γic stands for electron and ion fluxes at the anode,
through the cathode, and through the exhaust planes, respectively.
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III. HALL THRUSTER

A. Plasma model description and initial conditions

The simulation domain is in two dimensions (axial x and
azimuthal y directions, whose lengths are denoted Lx and Ly,
respectively) using Cartesian coordinates. The physical and
initial numerical parameters for this study are given in table
III. We start the simulation with a constant plasma density
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TABLE III. Physical and initial numerical parameters for the Hall
thruster benchmark.

Simulation domain

axial length x, Lx (cm) 2.5

azimuthal length y, Ly (cm) 2.5

voltage, Ud (V) 200

current density, JM (A/m2) 150

left injection plane position, x1 (cm) 0.25

right injection plane position, x2 (cm) 1

axial position of the cathode, xc (cm) 2.4

maximum magnetic field, BM (G) 75

axial position of maximum magnetic field, xB (cm) 0.75

Physical parameters

electron mass me (10−31 kg) 9.11

ion mass mi (10−25 kg) 2.1887

Initial conditions

plasma density n0 (1016 m−3) 8

electron temperature Te (eV) 10

ion temperature Ti (eV) 0.5

Initial parameters

regular PIC, grid cell number 5122

regular PIC, grid spacing ∆x = ∆y Lx/512 = Ly/512

time step ∆t (s) 10−11

initial number of particles per cell Npc 400

Boundary conditions

left wall electrode, Ud

right wall electrode, 0 V

top wall periodic

bottom wall periodic

with the same number of xenon ions and electrons, assuming
Maxwellian distributions with different temperatures. At each
time step, a certain number of charged particles is injected
into a region called the ionization region (see the gray region
in Fig.7 and the profile shown in Fig.8). A given amount of
electrons (whose flux is noted Γec) is injected into the cathode
plane at a position noted xc. The number of electrons to be
injected is determined by the current conservation equation.
The difference between the electron and ion flux at the anode,
called Γea and Γia respectively, is calculated at each time step.
If Γea > Γia, the difference Γec = Γea - Γia is injected at xc, oth-
erwise no electrons are injected. A fraction of Γec, indicated
as Γec1 in Fig.7, goes to the x = 0 plane, while the other frac-
tion Γec2 neutralizes the ion beam crossing the x = Lx plane
Γic2. Obviously, at steady state, Γec2 = Γic2. The magnetic
profile is perpendicular to the simulation domain and its pro-
file is shown in Fig.8. The magnetic field strength makes the

effect of the magnetic field on the ions negligible. To reduce
the computational time, only a fraction of the azimuthal cir-
cumference (y direction) is modeled, periodic boundary con-
ditions are used on the top and bottom planes, while Dirichlet
boundary conditions are used on the left and right planes with
a potential fixed at Ud and 0, respectively. Charged particles
moving through the periodic planes are reinjected through the
opposite plane, while those crossing the left and right planes
are removed from the system. More information about the
model description can be found elsewhere, in particular the
analytical formula of the magnetic field and ionization source
term profiles are given17,19,22. The electron Debye length λde
for maximum plasma densities on the order of 2× 1017 m−3

and an electron temperature of 50 eV is about 100 µm. The
explicit PIC scheme requires 5122 cells, while maintaining
some latitude in the resolution of the grid spacing. Also, the
resolution of the reciprocal of the electron plasma frequency
imposes a time step ∆t of 10−11 s. All simulations were per-
formed on the Calmip Olympe supercomputer with 5 × Sky-
lake nodes (Intel Xeon Gold 6140 bi-processors at 2.30 GHz
with 18 cores each), using the Intel Compiler version 18.2.199
and IntelMPI version 18.2.

B. Simulation results and discussions

This section provides detailed comparisons between the
regular PIC and sparse PIC approaches. For the sparse al-
gorithms, we performed the computations on a regular 2I ×
2J grid with I = J = n = 9 and with l0 = 0 (standard sparse
approach) and l0 = 3 (offset sparse algorithms), keeping l1 =
1 (see Ref. 23 for notation). The two methods for calculating
the electric field at the particle location (using the hierarchi-
cal or nodal approaches, labeled HSg and NSg, respectively)
were also tested. The initial number of particles Npc is fixed
to 400 and the total number of particles (for one species) is
NT = 1× 108. Applying the formula for the total number of
particles given in Garrigues et al.23, for the standard sparse
PIC approach, NT = 5× 106, and for the offset sparse PIC
algorithm, NT = 1.1×107.

In Fig.9 we show the time and azimuthally averaged axial
profiles of the electron properties (density and rms fluctua-
tions, temperature) as well as the axial electric field profiles.
The time averaging is done after convergence (physical time
of 40 µs) to 4 µs with Mt = 160 equally spaced time shots.
The rms axial profile of the electron density is calculated ac-
cording to the following formula.

δne,rms(x) =

1
Mt

Mt

∑
k=1

 1
My

My

∑
j=1

n2
e(x,y j, tk)−

(
1

My

My

∑
j=1

ne(x,y j, tk)

)2
 1

2 (2)

where My is the number of nodes along the y direction, y j
corresponds to a given node position along the y direction, and
tk corresponds to a given time. In 2, the computations for the
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PIC approach are performed with the standard bilinear pro-
jection, while the combination technique23 at the coincident
point of the regular grid is used for the series of sparse PIC
computations.
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FIG. 9. Axial profiles of (a) electron density, (b) axial electric field,
(c) electron temperature and (d) rms electron density fluctuations for
the PIC and Sparse-PIC approaches (standard and offset methods for
l0 = 3 and l1 = 1). The implementation of the two different methods
to calculate the electric force acting on particles is also illustrated.

Taking the case with the regular PIC approach (indicated
as PIC in Fig. 9), the standard sparse PIC algorithm with the
hierarchical approach (PIC-HSg) shows a shift of the axial
profiles of a few millimeters downstream of the peak of the
solution obtained with the standard PIC algorithm, especially
for the axial electric field and the electron temperature, which
makes sense since the heating of the electron is controlled by
the electric field. Very interestingly, the solution obtained with
the nodal basis approach (PIC-NSg) is able to retrieve the pro-
file of the plasma parameters with a good enough precision.
This is due to the fact that the error associated with the re-
combination of the electric potential calculated on the regular
grid nodes instead of the electric field calculated on the com-
ponent grids directly at the particle location is reduced. The
same conclusion was reached in the companion paper, but
with much less effect23. Considering the calculations using
the offset algorithms, the solutions become closer to the re-
sults of the standard PIC method. Even if the electron density
is slightly underestimated, the use of the nodal sparse PIC al-
gorithm (PIC-ONSg) again agrees better with the PIC results.
Error calculations with the method presented in Ref.23 show
an average error of 7 %, 32 %, 8 %, and 28 % for the electron
density, rms fluctuations of the electron density, electron tem-
perature, and axial electric field, respectively. Note that the
same calculations for the electric field without the sheath re-
gions show an error of about 10 %, in the same order of mag-
nitude as the error calculations for the electron density and
temperature. These error magnitudes are in the same range
as the calculations without using the offset approach, but in-
creasing n to 12, which corresponds to a regular grid of 40962

(see Ref. 22, but with the main drawback of almost no gain
in computational speed). One way to assess the ability of the
sparse method to properly recover the output of the standard
PIC algorithm is to calculate the contribution of the injected
current IM from the source term to the ion beam current Iic and
the anode ion current Iia, since IM = Iia + Iic. We compare the
results for the different methods in table IV. The Iia/IM and
Iic/IM ratios are affected by the relative position of the source
term (which is fixed) and the axial electric field profiles. The
closest results to the standard PIC results are obtained with
the nodal basis method and the best convergence for the PIC-
ONSg algorithm.

The 2D profiles at a given time step are plotted in Fig. 10
for the PIC, PIC-HSg, PIC-NSg and PIC-ONSg methods for
the same number of particles per cell. For the sparse PIC
methods, the combination technique was used to calculate the
ion density at the same grid nodes as the sparse PIC calcula-
tions. Comparing the 2D profiles of Fig.10a and b, the wave-
length is different. From the spectrum integrated between x =
0.4 cm and x = 0.6 cm, the dominant mode measured by the
Fast Fourier Transform is ky = 9×103 rad/m and ky = 5×103

rad/m, for the PIC and PIC-HSg, respectively. Also, the wave
direction downstream of the magnetic field maximum seems
to be in the +y direction (opposite to the drift velocity as in
Fig.10a). We have postulated in our previous work (see Gar-
rigues et al.22) that the sparse approach acts as a kind of low-
pass filter that is not able to fully recover the EDI instabil-
ity observed in Hall thrusters with PIC simulations17,19. To
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FIG. 10. 2D ion density profiles with the (a) PIC, (b) PIC-HSg,(c) PIC-NSg, and (d) PIC-ONSg algorithms. The maximum is 2×1017 m−3,
2.2×1017 m−3, 2.1×1017 m−3 and 1.7×1017 m−3, respectively. Same conditions than Fig. 9.

reduce the grid-based error, the solution adopted was to in-
crease the n level to 12, as already mentioned. In this way,
the coarser resolution of the cells in the component grids is
reduced and the spectrum of the instability tends to the one
computed with the PIC model (with a dominant mode of ky

= 7.5×103 rad/m). The interesting conclusion of this study
is that another factor can modify the solution of the problem
and the signal of the spectrum. The quantity computed with
the combination technique on the initial Cartesian grid for the
electric potential or the electric field on the component grids
has a strong effect on the results. This was not so obvious
in our previous study23. This can be clearly seen by compar-
ing the ion density profiles plotted in Figs. 10b and c with the
PIC-HSg and PIC-NSg algorithms. The shape of the spectrum
is different and the dominant mode changes from ky = 5×103

rad/m to ky = 104 rad/m. Using the offset method tends to
reduce the error. This is illustrated in Fig.10d with the PIC-
ONSg algorithm. The shape of the ion density profile agrees
with the PIC results of Fig.10a with the orientation of the EDI
instability in the -y direction (with a dominant mode of ky =
5.5×103 rad/m, which is slightly less than expected from the
standard PIC simulations). It seems also that the choice in
the quantity used for the combination technique is less critical
when the offset method is used, the ion density profile with the
PIC-OHSg algorithm is very similar to the one of the Fig.10d.

The saturation mechanism of the instability is related to ion
wave trapping. It has been extensively documented in the
literature11,12,18. One indication of such a mechanism is the
broadening of the azimuthal ion velocity distribution function
(IVDF) in the azimuthal direction. We show in Fig.11 the
IVDF at two locations, one in the region of the appearance of
the instability in the injection region and the other downstream
where the instability is convected by the ions. The shape of
the IVDF has already been analyzed in detail11,12,18,22. Here
we want to highlight the effect of the sparse PIC algorithms
on the ability to capture the IVDF. As expected, the error is
largest with the PIC-HSg approach, the use of the offset sparse
PIC algorithms is able to recover the tail of the IVDF with a
population of ions corresponding to three orders less than the
distribution peak.

We finish with the calculations of the acceleration fac-
tor, keeping the same number of particles per cell. The re-
sults are shown in the tableV. The gain obtained depends on
the sparse PIC method used (standard or offset algorithms)
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FIG. 11. Time-averaged azimuthal ion velocity distribution function
at two axial different locations (a) x = 0.75 ± 0.1 cm, and (b) x = 1.7
± 0.1 cm.

and the combination approaches (nodal or hierarchical). The
higher speed-up factor is obtained with the PIC-HSg method,
but the main drawback is the large error in the obtained solu-
tion. The most interesting result is that when comparing PIC-
NSg and PIC-ONSg methods, the speed-up is almost iden-
tical. Of course, this cannot be generalized and is certainly
related to the number of cores chosen. Nevertheless, it shows
that the speed-up factor can be kept high by reducing the so-
lution error. We need to understand this with a more refined
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TABLE IV. Iia/IM and Iic/IM current ratio for the standard and
sparse PIC algorithms

CASE Iia/IM Iic/IM

PIC 0.07 0.93

PIC-HSg 0.27 0.73

PIC-NSg 0.09 0.91

PIC-OHSg 0.16 0.84

PIC-ONSg 0.08 0.92

TABLE V. Speed up factor

CASE factor

PIC-HSg 5.6

PIC-NSg 4.8

PIC-OHSg 3.2

PIC-ONSg 4.9

analysis.

IV. DISCUSSION

We want to emphasize that the calculations made for the
cusp-type magnetic field benchmark are typically in the range
of parameters encountered for most plasma source applica-
tions, but not for all. The typical Kaufman ion source used
for gridded ion engines is below 100 G and pressures in the
range of 1-10 mTorr37. In magnetron type discharges, espe-
cially for high power pulse configuration for sputtering, the
rod of magnets are typically separated by a few centimeters,
the pressure is still in the range of 1 to 10 mTorr, but the
magnetic field strength can vary from 200 G38 to more than
1500 G39 depending on the applications. When magnetic field
reaches higher value than in this study, the use of higher l0 pa-
rameter is certainly the solution. For higher plasma region,
and increase of n level is necessary (which is also the case
for the regular PIC method to maintain the resolution of the
electron Debye length). However, the very extensive studies
of magnetron discharges (DC and HiPIMS regimes) have re-
vealed the existence of a number of instabilities and structures
at small scales/MHz wave range40 and large scales/kHz wave
range39,41 that can also be coupled40. Dedicated PIC simu-
lations have been carried out to investigate the origin of these
instabilities42,43. The first step would be to reproduce these re-
sults with the sparse PIC algorithm. In a second time, the use
of the sparse PIC approach would be interesting for example
to study 3D effects.

In electron cyclotron resonance (ECR) discharge, together
with the cusp magnetic field configuration, a microwave is
injected to continuously heat the electrons in a zone called
the resonance zone44. The condition for an efficient electron

heating mechanism in the resonance zone is that the electron
cyclotron pulsation ωce = eB/me (where e is the elementary
charge) must be equal to the wave frequency ω . For a stan-
dard frequency of 2.45 GHz, the resonant magnetic field is
875 G, which remains in the order of magnitude typical of
this study. However, to achieve very high plasma densities,
for example for the production of highly charged ions in ECR
ion sources45, the frequency can be set as high as 10 GHz, and
the resonant magnetic field can reach a very high magnitude
(∼ 3600 G). The self-consistent description of the coupling
of the energy wave with the plasma also requires the resolu-
tion of Maxwell’s equations (electromagnetic PIC scheme),
which is beyond the scope of this study. The applicability of
the sparse approach in combination with electromagnetic PIC
algorithms must first be demonstrated before self-consistent
simulations of ECR plasma sources can be addressed.

In the End-Hall source used for plasma processing, the op-
erating pressure is of the order of 5 mTorr, the maximum of
the magnetic field reaches 800 G (with a topology of magnetic
field lines close to a magnetic field nozzle type expansion46).
The order of magnitude of the plasma density is in the same
range as that of the Hall thruster. Intuitively, we see no diffi-
culty in using the sparse PIC approach with the offset method
to capture the effect of strong anisotropy between parallel vs.
perpendicular electron transport (as far as no occurrence of
instabilities has been reported in the literature). Penning dis-
charges can be operated at very low gas pressures down to 0.1
mTorr (and down to a few mTorr) with typical dimensions of
a few centimeters. The magnetic field is nearly uniform with
a strength of about 100 G47,48 and a direction parallel to the
chamber walls. Plasma densities are still below those of Hall
thrusters. The main issue is the existence of spoke regimes
(large scale and low frequency) responsible for the transport
of charged particles through the magnetic field47. Plasma
columns dedicated to the study of charged particle transport
and whose configuration is similar to a Penning discharge, but
the magnetic field strength can exceed that of a Penning dis-
charge to magnetize the ions, also reveal the appearance of
rotating structures49,50. One of our next steps is to challenge
the sparse PIC approach to these types of magnetized plasmas
before extending its application to very large plasma densities
(and dimensions) such as the tokamak divertor plasma sheath
edge.

V. CONCLUSIONS

We have compared the regular PIC and the sparse PIC algo-
rithms (which are detailed in Ref.23) to check the accuracy of
this later in the modeling of the partially magnetized low tem-
perature plasmas. The analysis of the results shows that the
use of the standard sparse PIC approach qualitatively agrees
well with the regular PIC results, but with a large error. The
combination method used to calculate the electric field at the
location of the charged particles induces a large grid-based
error. This is due to the error in capturing the anisotropic
transport of electrons induced by the magnetic field when the
mesh size of the component grids is too coarse. The use of
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the offset sparse PIC algorithm, which consists in excluding
the more anisotropic grids and reducing the coarser resolu-
tion of the mesh size, minimizes the grid-based error and the
agreement with the results of the regular PIC algorithm is bet-
ter. Another important result is that the grid-based error is
not only influenced by the mesh size of the component grids,
but also by the method used for the combination technique.
After solving Poisson’s equation on each of the component
meshes, we tested two methods. In the first method, the com-
bination technique is used to compute the electric potential at
the regular grid nodes, differentiating the potential to compute
the electric field, then a bi-linear weighting scheme is used to
interpolate the electric field at the particle location (the algo-
rithm is called the nodal algorithm in this study). In the second
method, the electric field at the particle location is calculated
directly from the combination of the electric fields calculated
at the particle location in each of the component grids (this is
the hierarchical algorithm). The results show that in the case
of the Hall thruster EDI instability, the first algorithm reduces
the grid-based error when the standard sparse PIC scheme is
used, while the benefit is less pronounced for the offset sparse
PIC method. The last important result is that the nodal algo-
rithm tends to maintain a large speed-up factor with the off-
set sparse PIC method, which is not obvious since to keep
the same statistic when the total number of cells increases, so
does the total number of particles. This result needs further
analysis.

The benchmark of the multi-cusp magnetic field discharge
has shown the wide range of input parameters (pressure and
magnetic field strength) where the sparse PIC algorithm with
the offset method is able to reproduce the regular PIC cal-
culations with less than 5 % of error. Very interestingly, the
sparse PIC algorithm is able to recover the double-sheath layer
formed in front of the dielectric walls at high magnetic field.
When the pressure is less than 0.1 mTorr and the magnetic
field is greater than 400 G, the solution is to increase the res-
olution by reducing the mesh size of the component grids by
playing with the parameters of the offset sparse PIC method.
Focusing on the Hall thruster benchmark and the EDI insta-
bility, the offset sparse PIC algorithm is again able to retrieve
the plasma properties, including the ion velocity distribution
functions and the ion population heated by the azimuthal in-
stability. We have mentioned several test cases that we plan
to work on. We are currently investigating the case of rotating
spoke structures observed in Penning type discharges.
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