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The use of sparse particle-in-cell (PIC) algorithms to accelerate the standard explicit PIC scheme has recently been
successfully applied in the context of single-frequency capacitively coupled plasma discharges [Garrigues et al., Journal
of Applied Physics 129, 153303 (2021)]. We have extended the sparse PIC scheme to model dual-frequency capacitive
discharges. Comparisons between standard and sparse PIC algorithms show that the plasma properties as well as the
electron and ion distribution functions can be retrieved with a maximum error of 2 %. This work opens the interest
of using the sparse PIC algorithm to perform 2D and 3D simulations under real operating conditions of capacitively
coupled plasma discharges.

I. INTRODUCTION

The use of radio frequency (RF) capacitively coupled plas-
mas (CCP) in the context of processing techniques for the mi-
croelectronics industry (sputtering, etching, deposition, etc.)
has become unavoidable1–3. Such technology has been op-
erating at a single RF frequency fRF (most of the time 13.56
MHz) with difficulties to achieve the technology requirements
with independent control of suitable high-density plasmas and
ion fluxes and ion energies bombarding the substrate. This is
due to the increase of the plasma density which scales with
fRF

2 (Ref.2). As a consequence, the ratio between the ion
transit time and the RF period τion/τRF >> 1, and ion-neutral
collisions such as charge exchange processes reduce the en-
ergy gained by the ions in the sheath and modify the shape
of the ion energy distribution functions with the formation of
peaks at given energies (see e.g. Ref.4). Dual-frequency RF
plasma discharges have been introduced to separately control
ion flux and energy at the wafer surface. They are based on
a much higher frequency than the other and the reason is re-
lated to the separation of the role of electrons and ions in the
discharge. While the higher frequency (and voltage) is cho-
sen to achieve high plasma density by controlling the ioniza-
tion of the gas, the lower frequency is suitable to control the
ion energy5,6. The high frequency is typically in the range
of 13.56 – 160 MHz, while the low frequency is between 0.5
and 13.56 MHz. The RF voltages typically vary between 100
and 600 V with the low frequency voltage being significantly
higher than the high frequency voltage7.

The fluid approach, including its extension to two-
dimensional geometry, has played an important role in the
global understanding of CCP, but it suffers from limitations in
capturing the non-local and non-equilibrium effects in a self-
consistent approach7. In addition, the non-Maxwellian shape
of the electron energy distribution function (EEDF) in CCP
discharges makes the use of the particle-in-cell Monte Carlo
collision (PIC-MCC) approach more appropriate. The elec-
trostatic approximation is used as long as the excitation wave-
length is larger than the electrode radius, which means that

electromagnetic effects are negligible and charge motion only
affects the electrostatic electric field profile solution of Pois-
son’s equation. One-dimensional (1D) approaches to calcu-
late the spatial plasma dependence between the grounded and
RF electrode have been widely used for single5,6,8,9, dual10,11

and both single and dual12 frequencies. To capture the two-
dimensional (2D) effects of the reactor, 2D simulations have
been performed (e.g., Refs.13 and 14 for dual-frequency
CCP). Nevertheless, 2D explicit PIC simulations are time-
consuming, and alternative methods based on the implicit
approach coupled with parallelization techniques have been
employed15,16. Graphic Processing Unit (GPU) machines
have also been used to reduce the computation time17,18.

The PIC scheme couples Lagrangian particles, representing
a discretization of the distribution functions in phase space,
with an Eulerian grid to compute Maxwell’s equations (lim-
ited to Poisson’s equation for CCP discharges). A first cri-
teria to avoid finite-grid instabilities associated with the PIC
algorithms imposes to resolve the electron Debye length. The
explicit formulation of the electrostatic PIC scheme takes ad-
vantage of a simple implementation of the algorithm accom-
panied by a limited memory size for the particle data, but is
requires the need to resolve the reciprocal electron plasma fre-
quency for the time step to conserve a stable and accurate
scheme19–22.

The main source of error associated with PIC approaches
is the statistical error introduced by using a finite number of
numerical particles to sample the distribution functions. The
total number of particles scales as Nd , where N is the num-
ber of unknowns (grid nodes) and d is the dimension. For
large numbers N and d, the total number of particles can reach
very high numbers, which increases the demand on compu-
tational and memory resources. The use of sparse grid al-
gorithms with the so-called combination technique aims to
break this dependency. The advantage of combining sparse
and PIC approaches is the reduction of the total number of
particles for a precision of the same order as in the stan-
dard PIC algorithm23,24. The interest of the method has been
demonstrated for basic test cases in 2D (linear23,24, non-linear
Landau damping24, the Diocotron instability23) and in 3D

mailto:laurent.garrigues@laplace.univ-tlse.fr


Acceleration of Particle-In-Cell Simulations using Sparse Grid Algorithms. I. Application to Dual Frequency Capacitive Discharges 2

(linear25 and non-linear Landau damping23, the Diocotron
instability25,26, the Penning trap27). The implementation of
the sparse PIC method in the context of low temperature plas-
mas has been shown in the work of Garrigues et al.28,29. The
motivation of this paper is to perform benchmark simulations
between standard and sparse electrostatic PIC simulations in
the context of dual-frequency CCP discharges. In the rest of
the paper, we return to sparse PIC approaches in section II.
The dual-frequency RF modeling conditions are introduced in
section III. Section IV is devoted to simulation comparisons
between standard and sparse PIC schemes and discussion. Fi-
nally, section V summarizes the main conclusions.

II. SPARSE-PIC APPROACHES

In this section, we discuss the main sources of error due
to the combination technique when the quantities are recon-
structed on the computational grid, namely the grid-based er-
ror (Section II A). The subgrid constructions, extended to the
case of a rectangular computational domain, are reported in
section II B. The sparse PIC cycle is presented in section II C,
while the strategy of sparse PIC implementation is described
in section II D.

A. Grid based error related to the sparse PIC algorithms

Aside the error due to the time discretization of the motion
equation using the standard Leapfrog algorithm19,20 [O(∆t2)],
the source of errors in PIC algorithms are due to the grid-
based error and the statistical or particle sampling error re-
lated to the mean number of particles per cell used in the
simulations23,24,27. Compared to the standard PIC algorithms,
the introduction of the sparse grid approach offers an undeni-
able interest in the reduction of the statistical error. For the
same average number of particles per cell as in the standard
approach, the reduction of the number of cells accumulated
on each of the subgrids results in a reduction of the total num-
ber of particles. However, the sparse PIC approach suffers
from a larger grid error compared to the standard PIC algo-
rithm. This is due to the anisotropic grids with coarser mesh
resolution23,24,27. The numerical analysis of the grid-based
detailed in ref. 24 and 27 shows that the contribution of the
cross (off-axis) derivative terms can become dominant (with
respect to the axis derivative terms). The reduction of the error
in the mixed derivative terms is accompanied by an increase
in the error for the terms along the axis. However, this error is
still negligible. One can reduce the grid-based error by using
an appropriate coordinate system and grid construction, e.g.
aligned with the magnetic field lines in the case of the study
of magnetized plasmas23. Nevertheless, this method has not
yet been carried out and further analysis is needed regarding
the consequences on the error associated with the statistical
noise.

Muralikrishnan et al.27 have proposed a modification of the
classical sparse PIC algorithm using a truncated approach.
This method aims to use a smaller number of subgrids, but

with a finer mesh resolution, in order to reduce the grid-based
error when combining the solution. This method has been ex-
tended in the work of Deluzet et al.24 with the so-called offset
method, which takes advantage of the truncated method with
a more subtle way to manage the subset of subgrids. How-
ever, as a trade-off, the particle sampling error increases, but it
can be controlled by increasing the total number of particles to
keep the number of particles per cell constant. In practice, two
tuning parameters are used to choose the number of subgrids
and the mesh resolution on each of the subgrids.Very impor-
tantly, like the classical sparse PIC approach, momentum con-
servation is preserved with the offset sparse PIC approach24.
We illustrate the construction of the subgrids with the off-
set method in a simple 2D case in section II B. The classical
sparse PIC algorithm is obtained by setting these two param-
eters to zero. Finally, the algorithm in the offset sparse PIC
methods is very similar to the classical sparse PIC, making its
implementation very easy. The potential of the truncated and
offset methods has been demonstrated in the studies of the
diocotron instability in 2D24,27 and 3D25, and the 3D Penning
trap27.

B. Component grids construction and combination
technique with the offset method

We illustrate in a 2D example the construction of sparse
grids when the offset method is used. We have adopted the
terminology of component grid proposed by Deluzet et al.25

to define the anisotropic subgrids with coarser resolution. The
initial Cartesian grid with a constant mesh width is called the
regular grid. We illustrate the construction of the sub-grids for
a regular grid with a number of nodes equal to 2n +1 in each
direction and with a uniform mesh width in both directions
hx = hy = h = 2−n for n = 4. The grid-based error is handled
by the integer parameters l0 and l1. While the l0 parameter is
used to control the grid-based error in off-axis directions, the
l1 parameter controls the number of anisotropic grids to dis-
card for a better approximation in the combination technique.
The construction of the component grids for the offset method
can be generalized from the work of e.g. Ref. 23 and 28. Let k
and m be the row and column indices of the component grids.
There are two sets of component grids for 2D sparse methods.
A component grid is defined by a pair (k,m) whose integers
satisfy k+m =n+ l0 − l1 + 1 for a positive contribution and
k +m =n+ l0 − l1 for a negative contribution to the recon-
struction of the solution by the recombination technique, and
with (k,m)> l0.

This is illustrated in Fig.1 for the offset and classical ap-
proaches. The number of component grids is 2(n− l0 − l1)−
1. When l0 = 0 and l1 = 0 (at the bottom of Fig.1), the com-
ponent grids are the same as those ones given by the classical
sparse PIC approach. Note the strong anisotropy of the com-
ponent grids G41, G14, G31, and G13. When the truncated
method is used, for l0 = 1, while keeping l1 = 0 (center of
Fig.1), the number of the components grids is reduced and the
mesh width in both directions is thinner, reducing the grid-
based error in off-axis directions. If both l0 and l1 are set to 1
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FIG. 1. Component grids construction for a regular grid 2I × 2J with I = J = n = 4, for the (top) offset with l0 = l1 = 1, (center) offset with l0

= 1 and l1 = 0 and, (bottom) classical (l0 = l1 = 0) sparse PIC approaches. Each of the component grid is noticed Gk,m where k and m are tow
integers.

(top of Fig.1), the grids with largest anisotropy are discarded.
When considering the truncated method, the total number

of cells, which is the sum of all the cells of the component
grids, is larger. To maintain the same statistical error, the total
number of particles NOS

p must be increased. Noting that Pc is
the number of particles per cell and Np is the total number in
all cells, Deluzet et al.24 generalized the calculation of Pc for
the classical sparse PIC algorithm given by Ricketson et al.23

including the offset method:

NOS
p = NS

p
2N2(3N1 −1)

2n(3n−1)
(1)

where the total number of particles in the standard sparse
PIC is noticed NS

p, and N2 and N1 are given by N2 = n+ l0− l1

and N1 = n− l0− l1. For the same Np, the number of particles
per cell increases with l0.

We define i and j the indices of the row and column of the
nodes of the regular grid. For any set U computed for any

k and m of the components grids, the approximation of the
same set at the position defined by i and j on the regular grid
is given by the so-called combination technique introduced in
the context of sparse PIC simulation, first by Ricketson et al.23

and extended with the offset method by Deluzet et al.24.

Ui, j = ∑
k+m=N2+1

Uk,m − ∑
k+m=N2

Uk,m (2)

We have extended the construction of the component grids
for a rectangular regular grid in the case of the classical sparse
approach but it can be easily generalized to the offset method.
In the example shown in Figure 2, we have taken the example
of the domain of 2n1 × 2n2 with n1 = 3 and n2 = 4 (the mesh
width is still uniform but with a larger distance along the y
direction, n2 > n1). The component grids are now constructed
such that, for any pair of coordinates (k,m), the first set of
grids are given by k+m = n2 +1 and the second set of grids
is given by k+m = n2 with m > n2−n1. In this configuration,
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the grid error is decomposed into a dominant off-axis deriva-
tive term scaling as O(n2h2

n2
) and two negligible axis deriva-

tive terms scaling as O(h2
n1
) and O(h2

n2
), where hn1 = 2−n1 and

hn2 = 2−n2 . The off-axis derivative term scaling as O(n1h2
n1
)

is negligible compared to O(n2h2
n2
) because (n1 < n2). For

an equal number of Pc (and equal statistical error) between
the standard and sparse PIC algorithms, the calculation of the
total number of particles NS

p with the sparse approach (when
n2 > n1) is given by:

NS
p = Np

(3n2 −7)
2n1

(3)

Finally, the relation for the combination technique is still
given by Eq. (2).

FIG. 2. Component grids construction for a rectangular regular grid
2I × 2J with I = n1 = 3 and J = n2 = 4, for the classical sparse PIC
approach (l0 = l1 = 0).

C. PIC cycle revisited for sparse algorithms

As in the standard PIC approach19,30,31, the sparse PIC al-
gorithm can be subdivided into different tasks. In figure 3 we
show the PIC cycle rewritten for the sparse approach. The in-
tegration of the charged particle trajectories to update veloci-
ties and positions is done with the standard leapfrog scheme32.
The injection and loss processes for the particles at the bound-
aries and/or in the volume when a source term is imposed are

the same as in the standard PIC approach. Collisions, if any,
are treated using the Monte Carlo null-collision technique. An
estimate of the maximum collision frequency at the beginning
of the simulation leads to the calculation of a fictive collision
frequency that is constant and independent of the charged par-
ticle velocities. This method is convenient because the col-
lision frequency in low-temperature plasmas is much smaller
than the inverse of the plasma frequency. The collisions are
performed once per PIC cycle. This method has been effi-
ciently adapted to PIC simulations by reducing the sampling
of charged particles potentially colliding during a time step
from the estimate of the fictive collision frequency31. Random
generator processes are then used to determine the probability
of real events, new velocities, and the eventual generation of
particles when ionization processes take place.

The changes to the standard PIC algorithm start with the
assignment of the charged densities at the nodes to compute
the electric potential profile. In the Sparse PIC algorithms, the
charged densities at each of the nodes of each of the compo-
nent meshes are computed using the common bi-linear (cloud-
in-cell) weighting scheme19,20. The calculation of the electric
potential can now be done in several ways. One can use the
combination technique to compute the charge densities on the
initial Cartesian grid and then compute the electric potential
on the initial computational domain24,27 (not shown in Fig.3).
In this approach, the sparse technique serves only to filter the
noise, reducing the statistical error in the calculation of the
charged particle densities. We did not consider this option for
two reasons. The first is that the detailed numerical analysis
has shown that the recombination of the charged densities is
not guaranteed to be positive (although no real problem has
been pointed out by Muralikrishnan et al.27, but further anal-
ysis is needed).

The second and most important point is that resolving Pois-
son’s equation on the Cartesian grid (as in the standard PIC al-
gorithms) is expensive. We have chosen to deposit the charges
on each of the nodes of each of the component grids and to
solve Poisson’s equation on each of them. This approach sig-
nificantly reduces the computational time, with a gain that is
roughly proportional to the ratio between the total number of
grid nodes on the uniform Cartesian grid compared to the total
number of grid nodes on all the component grids. In addition,
the charge densities computed at each of the component grid
nodes are positive by construction. For the rest of the PIC cy-
cle, we have implemented two algorithms from the literature.

In the first algorithm (left path of Fig.3), called PIC-HSg
for sparse PIC discretized on the hierarchical component
grids23,24 (and PIC-OHSg for the offset sparse PIC method),
after solving Poisson’s equation on each of the component
grids, the electric field at each node of each of the compo-
nent grids is calculated from the electric potential profile with
a second-order differential scheme as in the standard PIC ap-
proach. The bi-linear weighting scheme is used to interpolate
the electric field at the particle location on each of the com-
ponent grids, and after applying the combination technique
[eq.(2)], it gives the calculation of the electric force at the par-
ticle locations. The scheme conserves the total charge and mo-
mentum, as in the standard PIC approach24. However, this ap-
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proach requires a large number of operations, especially when
using the bi-linear weighting scheme on each of the subgrids
for all particles.

The second algorithm (right path of Fig.3) refers to the
so-called nodal basis Sparse-PIC (noticed PIC-NSg in the
literature24,25 and in the rest of the study). By coherence, the
use of this algorithm with the offset method will be noted PIC-
ONSg. After calculating the electric potential on all the nodes
of each of the component grids, the potential on all the nodes
of the Cartesian grid is calculated using the combination tech-
nique [eq.(2)]. The electric field profile at the nodes of the
Cartesian grid is computed using a second-order differential
scheme. Finally, the electric force acting on the motion of
the charged particles is interpolated at the particle positions
with the bi-linear weighting scheme. However, this method
loses the conservation of momentum property. The bi-linear
weighting scheme used to assign the particle sources to the
nodes of each of the component grids is not the same as the
one used to perform the interpolation of the electric field at
the particle positions. Applying this algorithm to the condi-
tions of nonlinear Landau damping has shown that this error
remains small and bounded, which is not a critical issue24.
An extremely efficient method based on the hierarchical de-
composition of the basis functions leads to a reduction in the
complexity of the combination operations, reducing the com-
putational time required to perform these operations25. This
method is equivalent to the recombination of the electric po-
tential profile from the profiles calculated on the component
grids, but takes advantage of the reduction in the number of
operations performed.

FIG. 3. Sparse PIC cycle with the PIC-HSg and PIC-NSg schemes.

D. Implementation strategy

The strategies for optimization and parallelization are the
same as those used in the previous works of Garrigues et al.
(see 28 and 29 and references therein). In summary, the com-
mon part of the PIC cycle between standard and sparse PIC

methods is based on 1) hybrid parallelization (using message
passing interface (MPI) libraries between nodes and shared
memory - using Open Multi-Processing (OpenMP) program-
ming with FORTRAN) between cores, and 2) the particle de-
composition technique, where the entire computational do-
mains of the component grid (whose memory footprint is rel-
atively small, see below) are seen by the threads of each core,
each of which carries a subset of the initial distribution of par-
ticles. This strategy has demonstrated its strong speed-up scal-
ing capability for 2D simulations.

Focusing on the specific steps related to the sparse PIC al-
gorithm, Poisson’s equations are solved in parallel on each
of the OpenMP threads. The solution of Poisson’s equation
does not require much computational effort (see in ref. 28 and
29). Now, special attention was paid to the strategy for as-
signing the sources to the grid nodes of the component grids
(and also the interpolation of the electric field at the particle
location for the PIC-HSg algorithm) for the memory manage-
ment policies. Deluzet et al.25 have implemented and tested
two methods. In the first method, the contribution of a particle
to each of the component grids is made before proceeding to
the next particle. The second method does the opposite, mak-
ing the contributions of all particles with one component grid
before moving onto the next. For 3D simulations on shared
memory architectures (both for CPU25 and GPU26), the sec-
ond method shows a quasi ideal scalability (due to the array
size of the component grids that enters the cash level mem-
ory, allowing fast memory accesses). Accordingly, we imple-
mented the second strategy.

III. DUAL FREQUENCY RF MODELING CONDITIONS

In the low-frequency power supply, the voltage varies from
400 to 600 V and the frequency is fixed at 2 MHz, while a
variable high-frequency power supply is supplied, varying the
frequency for a voltage in the range of 200-450 V. The overall
sinusoidal waveform can be expressed as follows

VT (t) =VHF sin(2π fHF t)+VLF sin(2π fLF t) (4)

where the subscripts HF and LF stand for high and low fre-
quencies, respectively. Two configurations (cases) and asso-
ciated computational domains have been tested, keeping the
grid spacing along the x and y directions constant. Quasi-one
dimensional simulations have been performed using periodic
boundary conditions along the y direction. The inter-electrode
gap is filled with the helium gas at a temperature of 300 K.
The neutral density varies from 7 × 1020 m−3 to 2 × 1021

m−3 depending on the initial conditions and is kept constant
during the simulations. The choice of the initial neutral den-
sity has been made to obtain plasma densities in the order of
1015 m−3 to perform simulations with a spatial resolution that
guarantees the electron Debye length resolution with a max-
imum number of grid nodes of 256 for a length of 6.67 cm,
while keeping acceptable computational times. Using the no-
tations introduced in section II B, the sparse PIC simulations
correspond to n = 8.
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At time zero, a plasma density n0 is prescribed, consist-
ing of an equal number of electrons and singly charged ions.
Particle positions are randomly initialized in the simulation
domain. The initial velocities are sampled from Maxwellian
distributions at given temperatures, 3 eV for the electrons and
0.026 eV for the ions. The left and right walls along the
x direction are electrodes, the left one is grounded and the
right one is supplied with the RF voltage according to Eq. 4
(Dirichlet boundary conditions). Along the y direction, peri-
odic boundary conditions are applied. All charged particles
colliding with the electrode walls are absorbed and the sec-
ondary electron emission processes are not considered. When
periodic boundary conditions are applied, the particles that
pass through the top (or bottom) plane are reinjected at the
bottom (or top) with the same velocity components.

We assume that the plasma density is small enough (less
than a few times 1017 m−3) to neglect Coulomb collisions.
Both electron-neutral and ion-neutral collision processes are
considered with a limited number of reactions. For the
electron-neutral collisions, the data set is taken from Biagi
v7.133 considering elastic, one ionization and two excitation
levels. Note that the appendix of Ref. 34 provides a complete
set of tabulated cross sections. As in Refs. 28 and 34, the
residual energy after an ionization event is shared equally be-
tween the primary and secondary electrons. The post-collision
velocities are assumed to be isotropic in the center of mass.
As in the formulation of Phelps35, the ion-neutral collisions
are approximated with an isotropic scattering process plus an
anisotropic backscattering process (in the center of mass). The
time step ∆t is chosen to resolve the reciprocal electron plasma
frequency. The frequencies used correspond to typical etching
conditions7 and VHF < VLF . The pressure range in the calcu-
lations varies from 5 to 60 Pa. The table I summarizes the
input parameters used in the simulations.

IV. RESULTS AND DISCUSSIONS

This section compares the different algorithms, namely the
standard PIC (PIC), the sparse grid with the hierarchical (PIC-
HSg) and the nodal (PIC-NSg) combination techniques, for
the three cases defined in the table I. For CASES A & B, the
number of grid nodes is 2562 for the standard PIC approach.
For the sparse grid calculations, the level is n = 8. The exten-
sion of the PIC-HSg algorithm with the offset method (PIC-
OHSg) is also shown for l0 = 3 and l1 = 1. For all calculations,
the simulation time is 400 LF cycles and the averaging time
is 20 LF cycles for CASE A and 40 LF cycles for CASE B.
We conclude this section with a discussion focusing on error
computation and the advantages of sparse PIC approaches for
reducing computation time.

A. CASE A

For each computational case, the number of particles per
cell is Npc = 130 and the total number NT is 8.52 × 106, 8.52
× 105, 8.52 × 105, and 1.67 × 106 for the PIC, PIC-HSg,

TABLE I. Physical and initial numerical parameters for the bench-
mark.

Physical parameters CASE A CASE B

wall distance along x, Lx (cm) 6.7 6.7

wall distance along y, Ly (cm) 6.7 6.7

neutral density N (1021 m−3) 2 0.73

neutral temperature TN (K) 300 300

HF frequency fHF (MHz) 20 60

HF voltage VHF (V) 450 200

LF frequency fLF (MHz) 2 2

LF voltage VLF (V) 600 400

Physical constants CASE A CASE B

electron mass me (10−31 kg) 9.11 9.11

ion mass mi (10−27 kg) 6.69 6.69

Initial conditions CASE A CASE B

plasma density n0 (1014 m−3) 6.4 10.5

electron temperature Te (K) 35 000 35 000

ion temperature Ti (K) 300 300

Initial parameters CASE A CASE B

grid spacing ∆x Lx/256 Lx/256

grid spacing ∆y Ly/256 Ly/256

time step ∆t (s) (800fHF )
−1 (800fHF )

−1

initial number of particles per cell Npc 130 130

Boundary conditions CASE A CASE B

left wall grounded grounded

right wall RF RF

top wall periodic periodic

bottom wall periodic periodic

PIC-NSg, and PIC-OHSg algorithms, respectively. In Fig.4a
we show the time averaged profiles along x at the mid-distance
along y of the charged particle densities. Regardless of the
sparse PIC method, the profiles of the charged particle densi-
ties are identical to those of the PIC approach. In the context
of dual-frequency capacitive discharges, the sparse PIC algo-
rithm is able to correctly capture the sheaths in front of the
electrodes. More interestingly, the electron energy distribu-
tion function (EEDF) averaged in both time and space and
normalized such that a Maxwellian distribution would be a
straight line is plotted in Fig.4b. Again, the EEDF profile is
captured with a high precision of more than 6 orders of mag-
nitude. The deviation between the standard and sparse PIC
approaches appears at extremely high electron energies (tail
of the distribution) for a very small number of particles. This
is due to the reduced total number of particles used in sparse
PIC. However, it does not affect the discharge characteristics.
We notice that the shape deviates from a pure straight line and
exhibits a super-thermal high energy tail. This has been at-
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tributed to the non-local (stochastic) electron heating during
the sheath oscillation36–39.

One can estimate whether the non-local effect is respon-
sible for the tail at high electron energies by comparing the
electron-neutral collisions νen, the HF angular frequency ωHF ,
and the transit time frequency of the electrons in the region of
the potential drop (approximated by the sheath thickness - Ls)
ftrans. For an electron velocity ve, the latter can be approx-
imated by ftrans ∼ ve / Ls. If ftrans < νen , ωHF , electrons
heated during the RF cycle dissipate their energy locally in
collisions, on the contrary, if ftrans > νen , ωHF , electrons are
heated by a given numbers of the RF cycles before colliding
with the neutral atoms. The average electron energy is conse-
quently higher compared to the previous situation. For CASE
A conditions, νen ∼ 1.5 × 108 s−1 (almost constant), ωHF ∼ 2
× 108 rad.s−1. For a sheath thickness of 2 cm (see below), the
simple reasoning above shows that the non-local effects dom-
inate for electron energies above 20 eV, which is consistent
with the change in slope seen in Fig.4b.

It is rather instructive to plot the ionization source term, the
number of electron-ion pairs per unit volume and time, as a
function of time and space (on an LF cycle). Figures 5a and
5b show a comparison between standard and sparse PIC ap-
proaches. Note that only the PIC-HSg method is shown, the
profile of the ionization source term for the PIC-NSg algo-
rithm is the same. We have also superimposed the sheath edge
in white on the same plot. As expected, the sheath edge varies
under the influence of both frequencies. However, the thick-
ness of the sheath is not constant for each RF oscillation and
typically varies from 0 to 3 cm. The profile of the ionization
source term is captured with very high accuracy by the sparse
PIC algorithms. Almost no ionization takes place in the sheath
and the maximum of ionization is concentrated in the center
of the discharge and is almost constant in time. It is useful to
remember that no secondary electron emission from the elec-
trode surfaces under ion impact is included in the calculations.
We probably miss the ionization events at the sheath edge un-
der the acceleration of the secondary electrons in the sheaths
(see the works of Waskoenig and Gans40).

The effect on the ion energy distribution function IEDF at
the RF electrode is shown in Fig.5c. Again, the agreement be-
tween the standard and the different sparse PIC algorithms is
very good. In a collisionless RF regime, the shape of the IEDF
depends on the ratio of two parameters, namely the ion transit
time τion (the time the ions spend in the discharge before being
extracted) and the period of the RF field τRF (see 41 and refer-
ences therein). For dual-frequency capacitive discharges, τRF
is associated with τLF. The ion-neutral collisions can modify
the IEDF shape, especially when the time between two col-
lisions is τcoll < τLF, as in CASE A. Fig.5c shows a shape
with different peaks at specific energies. The same results
have already been reported and analyzed in the literature42.
The reason is that the time for the ions to reach the electrodes
is greater than the inverse of the ion-neutral charge-exchange
collision frequency12. The anisotropic backscattering process
that dominates the ion-neutral collision mechanisms in the
sheath induces a reduction of the energy of the primary ions
to almost zero. They are accelerated again, but do not experi-

ence the full potential drop before reaching the electrodes. It
is found that the number of peaks is roughly proportional to
τion/τRF

43. By increasing the RF voltage to reduce the time
for the ions to reach the electrodes, while keeping all other
parameters fixed, Donko et al. in Ref.12 has shown a reduc-
tion in the number and amplitude of the peaks (a numerical
study and a refined analysis of the influence of pressure and
frequency on the IEDF but for a single frequency can be found
in Ref. 44).
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FIG. 4. Comparison of four algorithm results for CASE A. (a) Time-
averaged axial profiles of electron and ion densities at mid-distance
along y, (b) Time-and space-averaged electron energy probability
function normalized such that

∫
∞

0
√

ε fe(ε)dε = 1 (semi-log scale).
Standard PIC results correspond to 2562 grid nodes. Sparse PIC re-
sults correspond to the level n = 8, the results of the offset method
corresponds to l0 = 3, and l1 = 1.

B. CASE B

We have performed calculations for a higher HF frequency.
By increasing the high frequency component fHF , the heat-
ing mechanism of the electrons becomes more efficient. We
have reduced the HF and LF excitation voltages and the neu-
tral density to maintain a plasma density on the order of that
of CASE A. This is a way to compare the standard and sparse
PIC approaches also under conditions where the sheath oscil-
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FIG. 5. CASE A. Axial and time (one LF cycle reconstructed after
averaging over 60 LF cycles results after convergence) profiles of the
ionization source term and sheath edge for (a) PIC and (b) PIC-HSg
algorithms, (c) Time averaged ion energy probability function at the
RF electrode normalized such that

∫
∞

0 fi(ε)dε = 1. The maximum
of the ionization source term is 1.6 × 1020 m−3 s−1. Standard PIC
results correspond to 2562 grid nodes. Sparse PIC results correspond
to n = 8, the results of the offset method corresponds to l0 = 3, and
l1 = 1.

lations take place on a shorter time. For each calculation case,
the number of particles per cell is Npc = 130 and the total num-
ber NT is 8.4 × 106, 8.4 × 105, 8.4 × 105, and 1.66 × 106 for
the PIC, PIC-HSg, PIC-NSg, and PIC-OHSg schemes, respec-
tively. The figure 6a shows the time averaged profiles along x
at the mid distance along y of the charged particle densities.
Again, the agreement between the PIC-HSg, PIC-NSg, and
PIC-OHSg methods is excellent. The use of the offset algo-
rithm for the hierarchical algorithm does not reduce the error,
which is very small. The comparison of the EEDF in the same
format as for CASE A is also very good (see Fig.6b). The
shape of the EEDF is more complex than the previous case
and the reasons for this are due to complicated and coupled
mechanisms. In short, the non-local mechanism responsible
for the heating of the electrons and the existence of a super-tail
of high-energy electrons is still present, but for higher electron
energies. For electron energies in the range of 30 – 70 eV, the
inelastic processes play a role (this is visible at intermediate
electron energies with the depression of the EEDF).

The space and time profiles of the ionization source and the
sheath edge are shown in Fig.7a and 7b for the PIC and PIC-
NSg algorithms. The modulation of the sheath edge and the
ionization profile are following the fast component of the RF
frequency, while the variations of the sheath thickness are of
the same order as in the previous case. Again, the agreement
between the two methods is very good.

The figure 7 c shows the IEDF displayed at the RF elec-
trode and integrated over time. The very complex shape
with two main peaks of large amplitude as well as the peaks
of smaller amplitude are well captured with the sparse PIC
schemes. The conditions of CASE B correspond to what the
authors of the literature call an "intermediate" regime between
a purely capacitive (τion/τLF >> 1) and a purely resistive
(τion/τLF << 1) regime6. These special conditions result from
the reduction of both HF and LF voltages and the increase of
LF. The ion transit time is shorter than the reciprocal LF pe-
riod. As the ions cross the sheath, they also feel the influence
of the HF potential. The resulting effect of both frequencies
shows a high energy peak close to eVLF and a low energy peak
a few tens of V below eVHF (averaged sheath potential during
an RF cycle). The secondary peaks of smaller amplitude are
due to ion-neutral collisions. The same trends have been re-
ported and extensively studied by numerical simulations6,12,14

and experiments45–47.

C. Discussion

According to Refs. 23, 25, and 28, the accuracy of the so-
lutions obtained with the sparse PIC approaches is estimated
by the L2-norm error quantities given by:

ε(ϕ) =
∥ϕ −ϕref∥L2

∥ϕref∥L2
=

√∫
|ϕ −ϕref|2du∫
|ϕref|2du

(5)

In (5), ϕ and ϕref are quantities (densities and distribution
functions) referring to the sparse and standard PIC schemes,
respectively. The integrals are taken along the x direction for
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FIG. 6. Comparison of four algorithm results for CASE B. (a) Time-
averaged axial profiles of electron and ion densities at mid-distance
along y, (b) Time-and space-averaged electron energy probability
function normalized such that

∫
∞

0
√

ε fe(ε)dε = 1 (semi-log scale).
Standard PIC results correspond to 2562 grid nodes. Sparse PIC re-
sults correspond to the level n = 8, the results of the offset method
corresponds to l0 = 3, and l1 = 1.

one-dimensional profiles and along the x and y directions for
2D results, and over energies for distribution functions. The
error calculation for all calculation cases is summarized in the
table II.

For CASE A, the excellent agreement observed when com-
paring the profiles between standard and sparse PIC schemes
is confirmed when calculating the error, which is less than 0.5
%. The error is slightly reduced with the PIC-NSg algorithm,
which consists of using the nodal basis to recombine the elec-
tric potential on the regular Cartesian grid, then differentiating
the electric field on the Cartesian grid, and finally calculating
the electric field at the particle location as in the standard PIC
algorithm (rather than recombining the electric field at the par-
ticle location without any calculations on the Cartesian grid
for the PIC-HSg scheme). According to the numerical anal-
ysis detailed in Refs. 22 and 46, the off-axis contribution of
the grid error is reduced by differentiating the electric field (or
solving the Poisson equation) on the Cartesian grid instead of
the component grids, especially for configurations where the
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FIG. 7. CASE B. Axial and time (one LF cycle reconstructed after
averaging over 60 LF cycles results after convergence) profiles of the
ionization source term and sheath edge for (a) PIC and (b) PIC-NSg
algorithms, (c) Time averaged ion energy probability function at the
RF electrode normalized such that

∫
∞

0 fi(ε)dε = 1. The maximum
of the ionization source term is 3.4 × 1020 m−3 s−1. Standard PIC
results correspond to 2562 grid nodes. Sparse PIC results correspond
to n = 8, the results of the offset method corresponds to l0 = 3, and
l1 = 1.
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gradients of the solution are strong. We note that the use of
the offset method does not have a strong effect on the results.

The error is slightly larger for CASE B regardless of the
sparse PIC scheme, but it remains less than 1 %. We have per-
formed longer computations, averaging the results over 100
cycles, and the results remain the same. As for CASE A, the
benefit of using the offset method is marginal. We have also
tested the sparse PIC algorithm when a rectangular computa-
tional domain is employed, as illustrated in Fig. 2. We have
considered a simulation domain with Ly = 4 Lx correspond-
ing to a number of grid nodes of 256× 1024 in the standard
PIC algorithm (with n1 = 8 and n2 = 10 in the sparse PIC ap-
proach). Conditions are very close to CASE A. We obtain a
a small increase in the error, but the results are still in good
agreement with the standard PIC approach (2 % of error).

A general observation is that electron and ion density pro-
files are computed using recombination techniques (and the
associated grid-based error), while the charged particle distri-
bution functions are computed directly from the phase space
of the particles, and no approximation is made to compute
them. Very interestingly, the ability of sparse PIC approaches,
whatever the method and conditions, to capture the complex
shape of the distribution functions, both for electrons and ions,
is clearly demonstrated (the error is always very small, less
than a few %).

Another important result is the different statistical error
when using the same number of particles per cell in standard
and sparse PIC schemes. We see that the level fluctuations are
higher for the standard PIC approach (comparing for exam-
ple the time-averaged profiles of the ionization source term
of Figs.5ab and 7ab). This implies that a lower number of
particles per cell can certainly be used for the sparse PIC al-
gorithms for the same particle sampling error. This result is
consistent with the recent work of Guillet48. This means that
keeping the same number of particles per cell in the sparse PIC
algorithms compared to standard PIC approach guarantees an
upper bound on the statistical error.

We conclude this section by comparing the execution times
for the different sparse PIC schemes. All computations were
performed on the CALMIP supercomputer on the Olympe
machine, 2 × Skylake processors per node (Intel Xeon Gold
6140, 2.30 GHz, 18 cores), with Intel compiler version
18.2.199 and IntelMPI version 18.2. The speed-up factor is
listed in the table III. The advantage of using the PIC-NSg al-
gorithm can be seen when comparing CASE A and CASE B
due to the efficient method used to switch from hierarchical to
nodal basis (and vice versa) to recombine the potential profile
from the calculation on the component grids. The use of the
offset method improves the results but increases the computa-
tional time because the total number of particles increases for
the same statistics. The reduction of the execution time factor
for CASE B is partly due to the time spent in the Monte Carlo
procedure to handle collisions (20 % compared to 12 %). We
also note that the PIC-HSg method is now more efficient in
terms of computational time due to the strategy of using more
cores. We leave the optimization of the number of cores and
processors for future studies.

TABLE II. Error calculation (%).

PIC-HSg PIC-NSg PIC-OHSg

CASE A

ion density ni 0.5 0.22 0.45

electron density ne 0.45 0.27 0.43

EEDF 0.03 0.09 0.03

IEDF 0.14 0.11 0.1

CASE B

ion density ni 1 0.5 0.9

electron density ne 1 0.4 0.9

EEDF 0.08 0.08 0.06

IEDF 0.15 0.1 0.1

TABLE III. Execution time acceleration factor (ratio of time using
the standard PIC to the sparse PIC schemes)

.

PIC-HSg PIC-NSg PIC-OHSg

CASE A (72 cores) 1.8 1.9 1.6

CASE B (72 cores) 1.6 1.8 1.4

V. CONCLUSIONS

In this paper we have used a method recently introduced in
the literature whose advantage is to reduce the computational
cost of PIC simulations based on sparse grids. From the ini-
tial regular grid with a constant mesh width, a given number
of anisotropic subgrids with coarser resolution, called compo-
nent grid, is first introduced. For any macroscopic unknown,
by combining the solution from the partial solution of each of
the component grids, one can approximate the unknown with
a marginal increase in the grid-based error associated with the
discretization. The advantage of this method is the reduction
of the statistical error, which leads to a reduction of the total
number of particles for the same statistical noise as the stan-
dard PIC scheme. Also, the number of nodes is reduced and
the computation time to solve the Poisson’s equation is re-
duced, accordingly. In the literature, this algorithm has been
derived for a square Cartesian grid with the same number of
grid nodes in all directions. We have proposed an extension
of the algorithm to include the case of a rectangular compu-
tational domain with different numbers of grid nodes in each
direction (while maintaining a constant mesh width).

We have tested two algorithms based on a different way to
interpolate the electric field at the particle location. In both
algorithms, the charged particle densities are assigned to the
component grid nodes and Poisson’s equation is solved on
each of the component grids. In PIC-HSg, for the hierarchi-
cal sparse PIC scheme, the electric field is computed at the
grid nodes of each of the component grids and interpolated
at the particle location using the so-called combination tech-
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nique. In PIC-NSg, for the nodal sparse PIC scheme, the com-
bination technique is used to calculate the electric potential at
the regular grid nodes from the electric potential calculated at
each of the component grids. The electric field at the particle
location is then interpolated from the electric field computed
at the nodes of the regular grid. We have also revisited the
offset scheme that has been proposed to reduce the error as-
sociated with the non-full cancellation of the error when ap-
plying the combination technique (grid-based error). The off-
set scheme can potentially be applied to both hierarchical and
nodal sparse PIC algorithms.

The goal of this work was to demonstrate the ability of
sparse PIC schemes to capture the complex and rich physics
in the domain of low-temperature plasma discharges. The
dual-frequency capacitive discharges provide a perfect con-
text to test the sparse PIC schemes because the sheath and
the associated charged particle density gradients vary in both
space and time. We have modeled various input conditions
and show that the solution is very close to the standard PIC
approach (with an error of less than 2.5%). The PIC-HSg pro-
vides a slightly degraded solution. For this particular scheme,
we tested the offset approach (PIC-OHSg). This scheme im-
proves the accuracy of the solution but with a very small gain.
Very interestingly, the sparse PIC approaches were able to re-
produce the complex shape of the charged particle distribu-
tion functions with a very high accuracy. This work reinforces
the previous study of Garrigues et al.28 and the interest in the
method.

These results open new perspectives. We have limited our
conditions to typical plasma densities on the order of 1015

m−3 to keep the number of grid nodes small enough to run
simulations for reasonable computational times. Nothing in
the method prevents working with higher plasma densities.
On the contrary, the higher the number of grid points in the
regular Cartesian grid, the higher the reduction in the number
of grid points in the component grids and particles23,24,28 for
the same statistical error, and the acceleration factor for the
execution time would certainly be greater than the factor of 2
seen in the simulations of this study. Also, the use of more
suitable gases for the applications and the effect of secondary
electron emission under ion impacts on the electrodes49 as
well as more complex RF voltage waveforms50 can be intro-
duced in sparse PIC schemes without any additional complex-
ity.
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