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#/Two-speed branching Brownian motion
#

. 1) Definition and main result

The two-speed BBT is defined in terms of thee
new parameters :

be(0 . 1) , NEO such that b + +22 (1-b) = 1.

Informal definition : For a

given
him horizon to

, we consider a BBT where particles
lin to a Brownian motion with variance r on 10 , bl] and withmore accord

I
variance + on [bb

,

b].

Remark
: If (BsIsso is a standard Brownian motion

,

then (UBsIso and (Brus)sao
are Brownian motions with variance +?

Formal definition
:
We start with the marked tree (2

. (rulvee , Muluze)
defined as before : in t the reproduction occurs according to the law of Land
given
2

. (Julvee we ind Exple) and (Tolnee are ind Brownian motions (variance 1).
The novelly appears

here : for a time horizon 10
,

we define Xn(s) as follows
ifv = $ ,Use(0 .t) ,

FrEN
,
Febt

,
XCs) =[ + reYn(s-bu) if u + 0.

if subh
,
Xb) = [YbbYolbh-b) if boat

if br > bl
.

As before
,

for vEMr and se(01)
,

we wrile Xils) = Xils) where w is the

unique
ancestor ofo alive at times .

Remark : The definition is not consistent for all himes
anymore

: for each

Lime horizon b O
,

we
have a different

process .

Our interest will be to

describe the maximum athime I and see the influence of the line-inhomogeneity.
Lemma (Mary-to-one) : Let F : (((0

.2)-R be measurable and eithers
,

O or
bounded.

Then ELEF((X(s)) se ,4)] = enh EIF((55)seon)] ,

where (B) seto,l) is

a Brownian motion with variance +?? on 10
,
bl) and r on (bt , 1] ,

i
.e.

S for sefo . bl) withB a standard BM.-GBs + r(Bs - BbL) For st(bh , 1)



Ramah : Another useful
way

to define (B)seos with the same distribution is

if sbtB = By(s) where 4(s) = (Weevilobl) if sc.
bL

Check it ! ) .

i
Proof: Some as for the usual BBT : First condition on (2

. (rolveve) :

# [E F((X(s))se.4)/2 .Lovee] = So F(FIs)/2 ,Coolvee]
given (2 , (Wolvere) ,

this is distributed as 1554se10
, 2)

= #MXIE/E)(Bsens)]
and the we use that ENL) = eih. E

Ranah :
The assumption rb + 52(1-b) = 1 implies that Br .

Indeed :

Vo(52) = Va (r+ (b + r2((- Bb)) = reVar(Bbr) + r Var (Br - Bbr) = rbt+ r (1 -b) =
t.

independent
So

given It . Iolve) ,
the variables (X(H)reups are N0

.
1- distributed,

as in the standard BBL : this makes the
comparison

more meaningful.

Leana (Mary-ho-two) : Let F : (((0
·2)-R be measurable and eithers , O or

bounded.

Then ES -EeF(X(s)) F(Xs)se)
= ElLi-1]" ent--EF(B(on)F(5seco.nz] do

itswhere for : Ede .23 , Ehi B if end
with 540

,

The
.

This independent will the same law as 5 Mr
arr

Proof: Some as for the usual BBM :
first more that conditionally on (2

. (rulvee ,
for UFOEMs

,

the law of (X(s)
, Xels))seol is the some as the

Law of (ht ,
draw

, Shadows Crecall draw is the death him



ofune the most recent common ancestor ofu and v)
This shows that

ES[ F((X(s))seo
.
4) F((X(s)) seco .

4) 12 . (ovlvere) =Eve G(drawlVerEN

where G(r) = E(F()" (son) F((5 secon]]-
The

,
we have seen : EC venti G(dam)) = ELIL-el] So enuh-meGlu) dr.

Our goal in this chapter is describe the behavior of M =mac
Xl

Theorem (Fang-Zeitouni 2012 , Bovier-Hartung 2014) :

On the survival event
,
Er = in + Op(1) as hers where

S
:= Sch-flagh if resu ,

= 5
, <175

- = my := St-log if U = uy, = un = 1 =1

b
.
(br + (1 - b)wa)t - 3) Lagt ifw

Remarks :

· The case U = U2 ,

which implies In = Fz = 1
,

is the standard case
.

We have

not Fully proved this result (Ollglogh) instead of OH) in the
upper bound)

· In the case 5
, 682 ,

we recover the same behavior it as in the case

· eat independent Brownian motions
.
So the correlation structure plays no

significant role here !

· In the use U D2 ,
even the first order differs : the speed is shickly

smaller than Je because br. (l-brz < 1 if be(0
.
1) andE (check it

!)
So huge impact of the correlation structure !

When r.bl (so 291 simultaneously) ,
this speed converges

to de
,

but

the coefficient for the logh herm approaches -Glogh ,
so there isa

disconduity for this coefficient on
both sides.



#V
. 2) Some heuristics

Recall the maximum ofe' independent copies of By behaves like it - OpH),
with in = Jat-Blogh I we use have that By Bul.

First question : Typically ,

where is an hime bt
a particles ending above mo ?

Recall What (Bseos = (Becal secon ,

which
gives

in particula
(5.5i1 (Brib ,

Br).
But we have seen that

,

when BK- mr . (Based hypically behaves as

a Brownian motion with drift b. (by Girsanou) so we especto
have Bribe = J

,
ribl + 0(5) · -

!
Exercise 1 :

Check /his propely by proving the following results
-/2t1 Prove that PlBimil site as I-

2) Fix K30 and let Ink = (barbl-K , berbl + KE] .
Prove that

-/It K/Irbr(1-b)P(BC,r . BEInk) ~ se Su
/rbr(1- b)
- as-

2) for 20
, prove

that there exists Ks0 such that
a
limit P(BFL-

1-2

Solution to the exercise :

1) Already done before (consequence of the hall of Mo ,
11).

2 We have (Br . B) = (Z
,
En + E2) with zeN0 , wbl) and

zz MO
,
Willeb)t)

,
so integrating first writ . Zu we get :

P(BC, . BeIr) = (Ir P(zz- i - x) e

- xribt
da

(2πr2bl
Then

, uniformly in a EIr
,

we have



PlEnh- mr-x) = P(c(0 .1)(2) 3,(1 -22b)2
1 - 52b = r(1 -b)

~ JcJt(1- b) t
(wz(1- b)t

- (so we can use

1
~

beizrice-bir ep(e) Gaussian Wail)

So P(BC, in . BEIc) ~
1 1

6
.
25th /ribrisb) do

=?

Lucbu =((obs) I
because rib + 5? (1-bl = 1=

rbr23(1- b)

= z13) (2x +]
= In-b)((-ribribu+ in]

= re(1 - b) i
(x- ribur)2

I Itrbrc-b) we see here that It is

appropriatelyentered !

↑(c, Fr . BeIc) ~
1 1

ite(bb) de6
,
2πh Jribr(1 - b)

x-reburof
k/rbrz(1 - b)

set
y

=

Vribr(1-b)t -Hribrisb eq(Zribr(1-blt dy
2) Simply choose K large enough

auch that Mobilea 1-2Su
We now come

back to heurishics :

Case Te = Uz = 1 :

Recall briefly the heurishics we have already seen

A bajectory going
to the hop at hime I cannot be anywhere in

In = (bbh-KF
,
Jabh + KE] at live bt ,

because the maximum at lime b

is smaller than Jabb . Applying the same reasoning
of other intermediate

Lines sto
. h) ,

we see that the hejedory going to the lop has ho slay
below the line swed.th .

The cost of this results in a different

coefficient for the logmithmic correction of the maximum
.



Case +< 1 <W :

A brajectory going
to me wouldhypically be at Jeribb + OCF) if behaving

without the constraints doe to the correlations.

But athime bt
,

the maximum is al
"

= position
of

Fema = Vedabl (we use here that up
to

Live bt
,

our Boe has constant wineonso it behaves like rex usual BBM)
This means that the trajectory going to the top aparticlegoingo

a

is for from the maximum of the BBM alhermediate limes

(for example ,
al hime bt

,
it is at rdable OI) Ebabt because o 1) .

So the constraint
appearing

in the case we =in is
not love

,

and this

explains that we find the same behavior as in the ind case.

the trajectoryEBs)
CaseL1W : D sloper. /

given mr

Now 0
.

11 so rid, bl T
,
babt. ·

remantma

Sohejg!
above the position of the maximum at live bt. wahabjedog goingoh is
The constraind is much stronger than in the usual BBr (need to change
path at a linear order) which explains thad the speed of the marine-

is strictly smaller.

Moreover in suggests that the best strategy to
go

as high as possible al love
is to

go
as high as possible al love bt ,

which is NMbL .

From there the

highest particle gives birth to a BBM with variance &2 of Length (1-b)L
so its maximum is Tempest .

This explains the formul for
my ,

which

equals 5 Mbh + 52 Mibl + OH) in that case.



#
. 3) The case 5

.
3 We

IV .

3
. 1) Lower bound

We
prove

it in the case PIL = O = 0 (so P(survival) = 1).
Let E30.

By the lower bound for usual BBR
,
there exists

you
such that,

for ↓ large enough Plant in -y) > 1-5.

Now let of decote the highest particle oftime bt .

We have

↳
ma
X

=b) +

m
X -Xl

n

by the branching properly !this is indep .

of XalbL)
and retr-bL

So P(TT, F
. (mba -y) + wa (mass -y)

↳ PP(Xo (bH)2 Velmb-y) ,

maX-Xbrual
= IP(Mb- wal-y) =(Mr-b24masi -y)
↳ 11-8th for h large enough

This
proves

the lower bound
,
because in = FMb1 + Nemse-b+ Cyb + Elg(- b)

so with z = (r + +2) y+ Lyb + Eg(-b) ,
we proved :

PLuth- -z)11-a" for h large enough #

Exercise 2 : Prove it in the case P(L = 0) > 0.


