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additive martingales 20/12/2024
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Remark : Wi = e- Nr

Proposition : (Wilso is an Filomahingale ,
called additive martingale.
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So ElWis(Fr) =Ee-E ⑮

Consequence : WP En Ws . (positive marlingale
!)

Proposition : Let
q

= P(Fh
,
NIC, 1) be the probability of survival.

For
any
JER

,
P(WEco) -40 , 93.

=> either W30 as. on
survival

,
or Wa = 0 a

.s.

Proof (similar to the case J = 0 !)

At the first branching him to ,

there
are I children each one starts an

independent BB ,

write W
. -...
Wit their associated limit of additive

marlingales .

Then
,
W = 0 El Vieht .... 23 .

W = o

So P(WS = 0) = ElP(WS = 04 hence it is a fixed point of f(s) = ElsY



The two find points off are 1.9 and 1. #

Last Line we saw a theorem
saying
FIDE

,
(Wi) is uniformly legable.

The proof was based on a
2 moment calculation for

a
truncated version of WY

.

->
we will see today a stronger result using

a different proof :

Theorem (Never 1988) : Assume ELL2] < a.

-

· If 161E
,

then Wi- Ws in 20 for
any pe(1 . 2]c (1 . 2)

and in particular WS30 a.s. on survival.

· If 13K, En
,

then W = 0 a . s .

Luna (von Bahr-Essern 1963) : Let 22.1
, pe [1 ,

2] ·

Let X . - XeELP be independent
uteed v.

.

The EllX] = 2 ELIXIP].

Roof : see Exercise 3 at the end of the file if
you

are curious.

Remak : This is clearly have for
p

= 1 and
p

= 2 (with constant 1 instead of 2).

Proof of the theorem :

· Case IKEm : Recall Wi =Ery edXal-E- [
and

, by the branching property , conditionally on E. I
Chess edKoltes)-Xw()-relst . u,

~

=: We ,H
the Wit for eEN) are independent (he additive markingale for the BBM

and have the same law as WS.
stacking from eat time H)

The Wits-W =
[

So by the kamma :

~ewiLedg
E)IW! -Wi /Fil =a ElledXM-E-W5(w .

H - 11) Fr]
=( edX(-E

+(i) (123-110]
=-Grup(1-110)

has expectation 1



Taking the expectation : ELIWES
-Wilder /IWS-11)

Now Lake LEN and s = 1.
Co because<I

Jensen

Note What ElIW-11 % CELIW! -11* -

> C(p) (check it with the many-ho-two)
s IIWin-Will is sommable and (Wile is bounded in LP.

Then
, (Wilso is bounded in 10 :

ElIWiG/IE(WlFi1]ElE/WriPlET] = EllWriK] bounded
.

So (Wilk
, o marlinga 20

↳
Jensen

d

· Case Ik Em : Takings-ers in the decomposition of Wis above
,

weget
WE ,

e-EW(l) wheW=W Casliil

21 p- (0 . 1) .

Note that ElIWEP] < o because WStL" by Falor (= Elws] => 1) .

By subadditivity of
meat,

here
So E/(WGP] = 0 and WS = 0 a . S.

· Case 16) = 2m : see exercise at the end of the file. T

#.3) Back to the number of particles
For set and 10. Let Nr(x)= H EX
Reminder : We have seen that EINiCall]~em for a

and that Fat(0
, Fal ,

IP(Nulat=1) 1.

Cor even in exercise P(NiCat,et)o 1.)
Theorem

: For

any
at 10

,) ,

areNolall Wi.

Remark
: The

convergence actually
holds as .

but this is harder to
prove

.

See Louis Chataigner's master thesis for details.



hamma : Letalso be such that- as I-e.
F

The/Ni)]-washe , uniformly in x,

Proof: By the many-boome EIN(z)] = e

*
P(BK, a) = eP(B)

and P(Baty)reer as

yo
A

Proof of the theorem : The strategy is the following : consider somelime s =s()-

such that sa as honers. Then we will
prove

① are IN , Call IFs] fe Ws if s = o(N) .

② e-tr (NnCall-EINCal)IFs)) =10 for pettic) if it -o

This implies the result by choosing for example s =
1"4
:

&① : Nolat =nu)x(-Xat-Xrl)
Wiring Y( ,

2) = ElNiCal] and using
the branching properly

EINiCallIEs]=Estah-Xorls estimate this we restrict ourselves to
an event where IXr(s)) is bounded deterministically

Let Es = [VvEN(s) , (uls)/[Ems] ·
Recall that IPCEs) -1 as se .

On Es
, uniformly in wEs)

,
Chee the error

here can be bounded deterministically)
(1 +o(1)4(6-s

, al-Xer(s)= "laExls1)" ep/m/h-s) - Cah-Xwl by the lea abor an

↳= aXw(s) + 0(4=o(1)

EaXw(s) + o(1)

using
soluted

-
1+o(1)

esp (m(t - s) = =(b+s) + aXw(s)
a Eith

Therefore
,

on Es . EINiCallIEs]=emax- -

s
Since PCEs)-1 ,

this shows Q.
=W W



&② : Recall No Call =E Ma with To= *
X-1at

u? ~

So Nill-EINCLIFs]= enteredv

By von Bahr-Essen inequality (applied given Fs) : for
any pe (1 ,

2),

E/INiCall-EIN,CLIFs]1P/Fs] =EisELIa-ECtrlFs]1/Es]
IX-1E(x]10 -

> 2 ((XIP + E(1X1]P)
so ElIX-ElX]10] = ZE((X(P] ⑦2Ens ElIMu(/Fs]

But VacER
, Exal deall

so MrE eax-at axm[-X)-(m
-e

Er(t)
ube ne

Choose
p

> Z ,

then (Wilso is bounded in Lo = WS(e . ) (W
,

a

so ElIdeEs] = <epXv() + (m-ph-cm24ps

E/INiCall-EINiCaHIFs]1P/Fs] < ICelm-hmos-Gps ya

Taking the expectation :

Ellie-tr(NnCall-EIN , Call (Fs])10] < 2CLP1 ecotuls
-> O

becauseto+ + 5



Exercise 1 : Back to Never's theore

We
prove

here the case 161 = En land give a new proof of the case 16K En).

1 Prove that W =
eMold-Eulty (W8+ ... +WS)

,

where (Wilize are

i'd with the some law as W and independent of (Tp . Xp(ta) . (a)

1) For pe(O . 1) ,

show that El(W +... + W5()p] = (1 + p(z +u) - #) E/(WS) %]

2) ForA ,

deduce that W = 0 a . s .

# Show What El(WE +... + W5(p] = (m-1) ElWS (WE + .. . + W.(p
- 1)

5. Combining 2
.
and 4

.

and lookingot the derivative at p = 1-
, prove

that

(m+ 1) E(W= Ly (W8 +... + W5) = (n - E2)(/Wb)
Wil

6) ForA ,

deduce that W = 0 a . s -

Exercise 2 : Optimality of the p
in Never's there for 131 En

Wh 161 > Em
. Using question I of exercise 1

, prove
that

,

forp EIWP] = + 0.

Exercise 3 : vo-Bahr-Esseen inequality
Let pe [1 ,

2].

1.%.

For 240
, prove

that 2 ((x( + 1) - (x - 1(P - (x + 1940.

1.) For c
,y
+R

, prove
that ly + (x-y(P = 2((sulP +1y19)

1 For X
.
TELP independent with Y symmetric , prove

that ELIX + Y10] ->/(x1) + E(MY1

2. For X .
YELP such that ElYIX] =

0
, prove

thatElIX1] = ElIX+T1)
3) Prove von Bahr-Esseen inequality.
# : Use 3

.a .

Lo get EllX] =EllX + Xn-Xi10] where Xi is

independent of (e-Xe) and has the same law as Xe


