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ABSTRACT. This paper is about the rigidity of compact group actions in the
Poisson context. The main result is that Hamiltonian actions of compact
semisimple type are rigid. We prove it via a Nash-Moser normal form theorem
for closed subgroups of SCI-type. This Nash-Moser normal form has other
applications to stability results that we will explore in a future paper. We also
review some classical rigidity results for differentiable actions of compact Lie
groups and export it to the case of symplectic actions of compact Lie groups
on symplectic manifolds.
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1. INTRODUCTION

In this paper we prove rigidity results for Hamiltonian actions of compact Lie
groups on Poisson manifolds.

One of the main concerns in the study of the geometry of group actions on a
differentiable manifold it to understand their structural stability properties. When
the group is compact, the classical technique of averaging allows to prove a “stabil-
ity” property in a neighbourhood of a fixed point: Any group action is equivalent
under conjugation to the linearized action. This result is due to Bochner [4]. As a
consequence, any two “close” actions of a compact Lie group are equivalent. This
phenomenon is known as local rigidity for compact group actions.

The question of global rigidity of compact group actions is a harder matter.
Differentiable actions of compact Lie groups on compact manifolds are known to be
rigid thanks to the work of Palais [27]. This result uses a Mostow-Palais embedding
theorem.

When the manifold is endowed with additional geometrical structures one is
interested in obtaining rigidity results for the group actions preserving those geo-
metrical structures. This means that we also require that there exists a diffeomor-
phism that conjugates the two actions and that preserves the additional geometrical
structure.

In the case the manifold is symplectic, the equivariant version of Darboux the-
orem [30] can be seen as a local rigidity for symplectic compact group ations. The
main ingredients in proving this rigidity are Moser’s path method and averaging.
These techniques allow to prove global ridigity for compact symplectic group ac-
tions on compact symplectic manifolds. For the sake of completeness, we include a
proof of this fact in the first section of this paper.

When the manifold is Poisson, the equivariant version of Weinstein’s splitting
theorem would entail local rigidity for compact group actions which preserve the
Poisson structure. This equivariant version was obtained by Miranda and Zung in
[24] under a mild additional condition of homological type on the Poisson structure
which was called tameness of the Poisson structure. Roughly speaking, this tame-
ness condition allows the path method to work in the Poisson context. There are
other instances in the literature were the path method has been used in Poisson
geometry (see for instance [2], [3], [15]) in all these examples the tameness condition
is implicitly assumed.

In the global case of compact group actions on compact Poisson manifolds, it was
Viktor Ginzburg who proved rigidity by deformations in [14]. However, Ginzburg’s
result does not imply rigidity because, a priori, Poisson manifolds do not form
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a tame Fréchet space ([14] and [18]) and hence we cannot use the “infinitesimal
rigidity implies rigidity” argument.

In any event, it is still interesting to explore whether there is an “infinitesimal
stability” result given by the vanishing of a cohomology group attached to the geo-
metric problem. Any rigidity problem can be viewed as a problem about openness
of orbits in an appropriate setting. For example, a group action can be viewed as
a morphism from the Lie group to the group of diffeomorphisms of the manifold.
Then two close actions are equivalent if they are conjugated by a diffeomorphism
and, therefore, if they are on the same orbit of the group of diffeomorphisms act-
ing on the set of actions. In the case the actions preserve an additional structure,
we can require that this diffeomorphism and the actions in question also respect
this given structure. This associated first cohomology group has coefficients in an
infinite-dimensional space (usually the set of vector fields respecting the given ad-
ditional structure) and it morally stands for the quotient of the “tangent space”
to the variety of actions and the “tangent space” to the orbit. If the “set of ac-
tions” has good properties (either manifolds or tame Fréchet spaces), we can deduce
stability from infinitesimal stability via an inverse function theorem (Nash-Moser
inverse function in the case of tame Fréchet spaces). An inverse function theorem
of Nash-Moser type was laid down by Richard Hamilton in his foundational pa-
per [20]. Many examples and useful criteria to determine whether a set is a tame
Fréchet manifold are given in [20]. However it is difficult to apply these criteria in
order to prove that a certain given set is tame Fréchet. For instance, in the Poisson
case, as observed by Ginzburg in [14], it is difficult to establish whether the set of
Poisson vector fields constitute a Fréchet tame space. If this were the case, we could
apply Nash-Moser inverse theorem straightaway to conclude structural stability or
rigidity from infinitesimal stability. When the criteria given by Hamilton are hard
or impossible to apply, we may still be able to apply Newton’s iteration method
used by Hamilton in [20] if the sets considered still satisfy some appropriate prop-
erties (SCI spaces and SCI actions). This infinitesimal stability result then leads
to a stability result even if the “tameness” condition is hard to explore for the set
of vector fields preserving the given structure.

We follow this philosophy to prove a rigidity result for Hamiltonian compact
group actions on Poisson manifolds and the proof is based on the Nash-Moser
method and cohomological considerations.

When M is a Poisson manifold, a Hamiltonian action of a Lie group G is given by
a momentum map u : M — g* where g is the Lie algebra of G and p is a Poisson
map with respect to the standard Poisson structure on g*. When G is semisimple
and compact, we call those actions, Hamiltonian actions of compact semisimple
type. In order to prove the rigidity result for Hamiltonian actions, we first prove
an infinitesimal stability result which lies on the vanishing of the first cohomology
group of the Chevalley-Eilenberg complex associated to the representation of g on
the set of smooth functions given by the momentum map. Our proof of infinitesimal
stability is based on the techniques used by Conn [10] and [11] to prove linearization
of Poisson structures whose linear part is semisimple of compact type. We can then
prove rigidity using an iteration process similar to that used by Conn in [11];in
turn, this iterative process is inspired by Newton’s fast convergence method used
by Hamilton to prove Moser’s-Nash theorem [20]. Proving convergence of this
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iteration requires to have a close look at many estimates and carefully check out
all the steps. Instead, we propose here a proof that smartly hides this iteration
process via a Nash-Moser normal form theorem. This Normal form theorem is a
refinement of a previous normal form theorem established by the two last authors
of this paper in [25]. The condition on the Lie algebra to be semisimple of compact
type is essential for the proof to work. Examples of non-linearizability (and in
particular non-rigidity) for semisimple actions of non-compact type were already
given by Guillemin and Sternberg [16]. Recently the Hamiltonian case has been
considered by the first author of this paper in a short note [21].

The Nash-Moser normal form theorem used in the proof of the results of this
paper seems to have many applications to structural stability problems concerning
other geometrical structures (foliations, group actions, etc...). We plan to explore
these applications in a future work.

Organization of this paper In Section 2 we recall some basic facts about rigid-
ity of group actions and we give a proof for rigidity of compact symplectic group
actions on a compact symplectic manifold which uses the path method. In the
section 3 we review some known facts about rigidity in the Poisson case: infinitesi-
mal rigidity, rigidity by deformations and local rigidity for tame Poisson structures.
In section 4 we state the main results of this paper: local and global rigidity for
Hamiltonian actions of semisimple actions of compact type. The semilocal result
also holds when we replace a fixed point for the action by an invariant compact
neighbourhood and we replace the norms by distance to the invariant manifold. In
section 5 we prove an infinitesimal rigidity result for Poisson actions. In order to
prove this result we prove the vanishing of a first Chevalley-Eilenberg cohomology
group associated to a Hamiltonian action. In section 6 we give the proofs for local,
semilocal and global rigidity for Hamiltonian actions of compact semisimple type.
The proof uses a Nash-Moser normal form theorem (Theorem 6.8) for SCI-spaces
and SCl-actions that we state and explain here. In the first appendix we prove
the Nash-Moser normal form theorem for SCI spaces . In the second appendix we
prove some technical lemmas needed in the proof of the main rigidity theorems in
this paper (essentially to verify that our spaces fulfill the technical assumptions
established in the Nash-Moser type theorem 6.8).

Acknowledgements: We are thankful to the referee for useful insights and
comments. We also thank the financial support by Université de Toulouse IIT and
Centre de Recerca Matematica during the Special Programme “Geometric Flows.
Equivariant problems in Symplectic Geometry”. The first author thanks Romero
Solha for detecting some misprints in a previous version of this paper.

2. THE SYMPLECTIC CASE

Let G be a Lie group and let p: G x M — M be a smooth action on a smooth
manifold M. For each g € G, we denote by p(g) the diffeomorphism defined by

p(9)(x) :== p(g, ),z € M.

Definition 2.1. Given two group actions, pg and p;, we say that they are C*-
equivalent if there exists of a C*-diffeomorphism conjugating the two actions, i.e,

po(g) o ¢ = ¢opi(g).
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In the case when we are given a local smooth action, p, and a fixed point p for
the action we can define the linearized action, p*) in a neighbourhood of p by the
formula p™) (g, 2) = d,(p(g))(x) for g € G and z € M.

For compact Lie groups we have the following two equivalence results in the local
and global settings:

Theorem 2.2 (Bochner [4]). A local smooth action with a fized point is locally
equivalent to the linearized action.

Theorem 2.3 (Palais [27]). Two C*-close group actions (k > 1) of a compact Lie
group on a compact manifold are equivalent by a diffeomorphism of class C* which
belongs to the arc-connected component of the identity.

We also have the following “global” linearization theorem due to Mostow-Palais
for compact manifolds (which is also valid for neighbourhoods of compact invariant
submanifolds).

Theorem 2.4 (Mostow-Palais, [26] [27]). Let p be an action of a compact Lie group
G act on a compact manifold M then there exists an equivariant embedding of M
on a finite-dimensional vector space E such that via the embedding the the action
of p on M becomes part of a linear action py on E.

Now assume that we are given a symplectic manifold (M,w) and a symplec-
tic group action p. We can prove ridigity (local and global) imposing that the
equivalence also preserves w.

The first result in this direction is equivariant Darboux theorem ([29] and [5]).
For a complete proof of equivariant Darboux theorem we refer either to the book
by M. Chaperon [5] or to Appendix A in the book [12].

We can use the same ideas to prove the following global rigidity result. This
proof was already included in the short note [23]. We include it here for the sake
of completeness.

Theorem 2.5. Let py and p; be two C?-close symplectic actions of a compact
Lie group G on a compact symplectic manifold (M,w). Then they can be made
equivalent by conjugation via a symplectomorphism.

Proof. Let ¢ be the diffeomorphism (given by Palais’ Theorem) that takes the
action pg to p1. We denote by wy the symplectic structure w and by w1, w1 = ¢*(wp).
It remains to show that we can take w; to wg in an invariant way with respect to
the pp-action.

Since ¢ belongs to the arc-connected component of the Identity, we can indeed
construct an homotopy ¢, such that ¢; = ¢ and g = id.

We can use this homotopy to define a de Rham homotopy operator:

1
Qw:/ 05 (1y,w)dt
0

where v; is the t-dependent vector field defined by the isotopy ;.

Via this formula, we can prove (see for instance pages 110 and 111 of the book
by Guillemin-Sternberg [17]) that w; belongs to the same cohomology class as wy
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and we can write w1 = wp + da for a 1-form « (indeed o = Qw where @ is the de
Rham homotopy operator).

We first consider the linear path of symplectic structures
wp = twy + (1 — Hwo, te[0,1].

It is a path of symplectic structures since wg and w; are close. Let X; be the vector
field,

Ix,Wp = —Q.

Now we consider the averaged vector field with respect to a Haar measure on G:

XtG:/Gp(g)*(Xt)du-

Since the diffeomorphism ¢ conjugates the actions pg and p; which both preserve
the initial symplectic form wy, then the path of symplectic forms w; is pg-invariant.
This vector field satisfies the equation,

ixowr = — /G p(g)" (a)dp.

The new invariant 1-form ag = [, p(g)"(a)dp fulfills the cohomological equation
w1 = wo + dag due to pp-invariance of the forms wy.

Let ¢¢ be defined by the equation,

GG d¢f
(2.1) X (0:7(q) = ——(a)-
ot
Observe that there is a loss of one degree of differentiability with respect to the
degree of differentiability of ¢. Therefore, in order to be able to guarantee the
existence of ¢;, we need degree of differentiability at least 1 and therefore we need
@ to be of degree at least 2. Palais theorem guarantees that if the initial to action
are C2-close the conjugating diffeomorphism ¢ is of class C?.

The compactness of M guarantees the existence of ¢¢, Vt € [0,1]. Then ¢{
commutes with the action of G given by py and satisfies (Z)G: (wi) = wo.

Therefore the time-1-map ¢; of X takes w; to wp in an equivariant way.
O

Remark 2.6. The path method also works very well for contact structures [13].
Indeed in the local case a linearization result for compact contact group actions
was already established by Marc Chaperon [5]. In the global case, we can use the
techniques of Gray [13] and reproduce the same ideas of the proof of the symplectic
case.

Remark 2.7. This proof uses the path method to conclude and therefore requires
C2-closeness of the initial two actions pg and p;. However, we do not know any
example of close C''-symplectic actions which can be shown that are not equivalent.
The theorem might still hold for C''-close actions but this method of proof is not
powerful enough to guarantee this (current methods in symplectic topology could
be useful to this end).
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3. RIGIDITY BY DEFORMATIONS AND LINEARIZATION

Let (P,1I) stand for a Poisson manifold and let p stand for a Poisson action of a
compact Lie group G.

Ginzburg proved in [14] that Poisson actions are rigid by deformations.

Theorem 3.1 (Ginzburg). Let p; be a family of M-preserving actions smoothly
parameterized by t € [0,1]. Then there exists a family of Poisson diffeomorphisms
¢y : M — M which sends po to p; such that py(9)x = ¢i(po(g)d; *(x)) for all
reM, ge G and ¢po = Id.

Remark 3.2. In [14] it was first proved that they are infinitesimally rigid (here
meaning vanishing of certain cohomology group associated to a group representa-
tion) and then used the homotopy method to prove rigidity by deformations.

In the Poisson case the phenomenon “infinitesimal rigidity implies rigidity by
deformations” is observed. However, if we would like to prove “infinitesimal rigidity
implies rigidity” we would need to check that the space of G-Poisson actions is “tame
Fréchet” (as observed by Ginzburg on [14]) but this seems out of reach.

In the case when we are not given a path of actions connecting the two actions,
the first attempt is to try to use Moser’s path method as we did for symplectic
actions.

Unlike the symplectic case, the path method does not seem to work so well for
Poisson structures. We need to impose additional hypothesis.

We recall the definition of tameness given in [24]:

Definition 3.3. Let (P™,II) be a smooth Poisson manifold and p a point in P. We
will say that I is tame at p if for any pair X;, Y; of germs of smooth Poisson vector
fields near p which are tangent to the symplectic foliation of (P™,II) and which
may depend smoothly on a (multi-dimensional) parameter ¢, then the function
II-1(X;,Y;) is smooth and depends smoothly on t.

Note that in this definition, the term TI71(X;,Y;) is well-defined because on a
leaf of the symplectic foliation, the Poisson structure corresponds to a symplectic
form.

In [24] this tameness condition is studied several examples of tameness and non-
tameness are given. In particular, all 2 and 3-dimensional Lie algebras are tame
Poisson structures and all semisimple Lie algebras of compact type are tame.

For these Poisson structures, we have the following theorem (see [24]) which is
an equivariant version of Weinstein’s splitting theorem [30].

Theorem 3.4 (Miranda-Zung). Let (P™,II) be a smooth Poisson manifold, p a
point of P, 2k = rank II(p), and G a compact Lie group which acts on P in such
a way that the action preserves II and fixes the point p. Assume that the Poisson
structure 11 is tame at p. Then there is a smooth canonical local coordinate system
(T1,Y1, -, Thy Yk, 21y« -+, 2n—2k) Near p, in which the Poisson structure II can be
written as

ko Kl
i=1 " g
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with f;;(0) =0, and in which the action of G is linear and preserves the subspaces
{z1=y1=... 2k =y =0} and {z1 = ... = z,_2r = 0}.

This result implies local rigidity for compact Poisson group actions.

By using Conn’s linearization theorem [11] for semisimple Lie algebra’s of com-
pact type, we can prove an equivariant linearization theorem also contained in [24].

Theorem 3.5 (Miranda-Zung). Let (P™,II) be a smooth Poisson manifold, p a
point of P, 2r = rank II(p), and G a compact Lie group which acts on P in
such a way that the action preserves Il and fizes the point p. Assume that the
linear part of transverse Poisson structure of Il at p corresponds to a semisimple
compact Lie algebra €. Then there is a smooth canonical local coordinate system

(T1, Y1y -y Ty Yry 215 - -y Znar) Near p, in which the Poisson structure I1 can be
written as
(3.2) M= Z i1 Z i Ao
ox; 6y2 3 J 8z]
where cfj are structural constants of €, and in which the action of G is linear and

preserves the subspaces {x1 =y = ...x. =y, =0} and {z1 = ... = 2,9, = 0}.

In the paper [24], we also asserted that in the case of Hamiltonian actions, we
could use Nash-Moser techniques to prove the existence of an equivariant splitting
Weinstein theorem regardless of the “tameness condition” on the Poisson structure.
This result is a corollary of our local rigidity theorem for the semisimple actions of
compact type.

4. RIGIDITY OF HAMILTONIAN GROUP ACTIONS ON POISSON MANIFOLDS

In this paper, we will show that if two Hamiltonian group actions of compact
semisimple type on a Poisson manifold are close then they are equivalent. We do
it in the following settings:

e Local: For two close Hamiltonian actions of a compact Lie group in the
neighbourhood of a fixed point.

e Semilocal: For two close Hamiltonian actions in a neighbourhood of an
invariant compact manifold.

e Global: For two close Hamiltonian actions in a compact manifold.

4.1. Norms in the space of actions. In this section, we clarify what we mean
in this paper by “close”.

An action p : G x M — M of a Lie group G on a manifold M is a morphism
from G to the group of diffeomorphisms Dif f(M). In particular, we can view this
action as an element in Map(G x M, M) and use the C*-topology there.

In this paper we consider Hamiltonian actions so we can define the topology by
using the associated momentum maps: If two momentum maps pp : M — g* and
o : M — g* are close then the two Hamiltonian actions are close.

In the local case, the manifold is M = (R™,0). For each positive number r > 0,
denote by B, the closed ball of radius r in R™ centered at 0. In order to make
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estimates, we will use the following norms on the vector space of smooth functions
on B,:

(4.1) 1F]

k= sup sup |[D¥F(z)]
|a| <k z€B.

for each smooth function F' : B, — R, where the sup runs over all partial deriva-

tives of degree || at most k. More generally, if F' = (Fy,...,F,,) is a smooth
mapping from B, to R™ we can define
(4.2) [ £|,r == sup sup sup |[D*Fi(2)].

i |a|<k z€B,
Similarly, for a vector field X = Y"1, X;8/0z; on B, we put
(4.3) [ X |k, :=sup sup sup [D*X;(z)|.

2 \a|§k z€B,

Finally, let us fix a basis {{1,...,&n} of g. If @ B, — g* is a momentum map
(with respect to some Poisson structure) then the map &; o p is a smooth function
on B, for each i. We then define the CF-norms of won B, as

(4.4) 2]

o 1= max{lJg o il }-

In the global case we use, for all k, a norm || ||z which give the standard C*-
topology in the space of mappings (see [1]).

In the semilocal case: Let N be the compact invariant submanifold of M, we
can consider a tubular neighbourhood of the submanifold N in the manifold M,
U (N)={x € M,d(z,N) < e}, where d(x, N) is the distance between a given point
to the manifold with respect to some fixed Riemannian metric on M. To define a
topology in the set of Hamiltonian actions that have N as invariant manifold, it
suffices to replace the ball by a e-tubular neighbourhood,

That is to say: For each positive number € > 0, we consider the following norms:

(4.5) |Fllke = sup sup |DYF(z)].
|| <k zeld, (V)

We will also need Sobolev norms (to be defined below) which turn our spaces
into (pre)Hilbert-spaces.

4.2. The results. In this section we state the main theorems of this paper. These
theorems are rigidity results for Hamiltonian actions in the local, semilocal and
global setting respectively.

4.2.1. Local Rigidity. When we consider two close Hamiltonian actions in a neigh-
bourhood of a fixed point, we can prove the following:

Theorem 4.1. Consider a Poisson structure {, } defined on a neighbourhood U
of 0 in R™ containing a closed ball Br of radius R > 0 and an Hamiltonian action
of a Lie group G on U for which 0 is a fized point. Suppose that the Lie algebra
g of G is semisimple of compact type and the Hamiltonian action is defined by the
momentum map A : U — g*.
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There exist a positive integer | and two positive real numbers o and 8 (with
B <1 < «) such that, if p is another momentum map on U with respect to the
same Poisson structure and Lie algebra, satisfying

(4.6) IAN=pllzicir <a and A= plir < B

then, there exists a diffeomorphism 1 of class C*, for all k > 1, on the closed ball
Br/2 such that pop = A.

Remark 4.2. One may think that the two conditions ||A — p|l2—1,r < a and ||A —
w1, < B can be compressed, just keeping the first one. In fact, these two conditions
(and the two constants « and ) don’t have the same interpretation. The constant
5 has to be small because we want the two moment maps A and p to be close with
respect to the C!-topology (small degree of differentiability) whereas the constant
a can be large (not too much) because we just want to have a kind of control of the
differentiability. This difference is more explicit when we look at the inequalities in
Lemma 7.1 where ¢(f?) plays somehow the same role as the difference p — A.

Remark 4.3. The integer [ can be determined from some inequalities in the proof
of the iteration process, see (7.3) and (7.4) .

Remark 4.4. Tt is possible to state a CP-version of this theorem, assuming that A
is of class C?P~1 (2p — 1> 21 —1).

As a corollary we obtain an equivariant Weinstein’s splitting theorem for Hamil-
tonian actions of compact semisimple type which doesn’t need the tameness con-
dition but which requires the Poisson action to be Hamiltonian (compare with
Theorem 3.4).

Theorem 4.5. Let (P™,1I) be a smooth Poisson manifold, p a point of P, 2k =
rank II(p), and G a semisimple compact Lie group which acts on P in a Hamiltonian
way fizing the point p. Then there is a smooth canonical local coordinate system

(T1,Y1, -, Thy Yk, 21y -+, 2n—2k) Near p, in which the Poisson structure II can be
written as

k

0 0 0 0

4.7 II= A — ii(2)=— N =—
( ) ; 8331' 3%‘ + %: f” (2) 8zz 8zj ’
with f;;(0) =0, and in which the action of G is linear and preserves the subspaces
{z1=y1=... 2k =y =0} and {z1 = ... = z,_or = 0}.

Proof. Let S be the symplectic leaf through the point p. Since the action fixes the
point p and is Poisson, the symplectic leaf S is invariant under the action of G.
Since S is an invariant submanifold, there exists an invariant submanifold NV of P
which is transversal to S at p (use for instance a G-invariant Riemannian metric
and the orthogonal to S will define a local transversal which is G-invariant). On
this transversal N the restriction of the Poisson structure is the transverse Poisson
structure and the Poisson structure can be written in local coordinates in “splitted”
form with respect to S and N.

The restriction of the action of G on S is clearly Hamiltonian. Using the equi-
variant version of Darboux’s theorem ([5], [29]) we can find local coordinates in
which it is linear. The Poisson structure can be written in local coordinates in a
splitted form with a Darboux-like “symplectic” part as follows,
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k
0 0 0 0

We can use for instance Dirac’s formula (see proposition 1.6.2 in page 22 in the
book [12]) to prove that the restriction of the action on N is still Hamiltonian and,
using Bochner’s theorem (stated as Theorem 2.2 in this paper), we can assume that
this action is linear.

At this point, we have two actions: our initial action p which is Hamiltonian and
linear along S and N and a new action p; which is the linear action defined as the
linear extension (diagonal action) of the restricted actions py and pg and which is
clearly Hamiltonian (since the restrictions are Hamiltonian).

This linear Hamiltonian action p; of G is close to the initial Hamiltonian action
p. We can conclude using Theorem 4.1. |

4.2.2. Semilocal Rigidity: Hamiltonian actions on Poisson manifolds in the neigh-
bourhood of a compact invariant submanifold. We prove the following theorem in
the semilocal case:

Theorem 4.6. Consider a Poisson manifold (M,{, }) and a compact submanifold
N of M. Suppose that we have a Hamiltonian action of a Lie group G defined on
a given G-invariant neighbourhood U of N containing a tubular neighbourhood of
type U(N) (e > 0). Suppose that the Hamiltonian action is given by a momentum
map A : U — g* where g is a semisimple Lie algebra of compact type.

There exist a positive integer 1 and two positive real numbers a and B (with
B <1 < «) such that, if p is another momentum map on U with respect to the
same Poisson structure and Lie algebra which also has N as an invariant set,
satisfying

(4.9) IN—=plla—1e < and  [IX—pllie <8

then, there exists a diffeomorphism 1 of class C*, for allk > 1, on the neighbourhood
U, /2(N) such that pop = A

4.2.3. Global Rigidity: Hamiltonian actions on compact Poisson manifolds of com-
pact semisimple type. We prove the following,

Theorem 4.7. Consider a compact Poisson manifold (M,{, }) and a Hamiltonian
action on M given by the momentum map \ : M — g* where g is a semisimple
Lie algebra of compact type.

There exist a positive integer 1 and two positive real numbers a and B (with
B <1 < «) such that, if p is another momentum map on M with respect to the
same Poisson structure and Lie algebra, satisfying

(4.10) IA=pllor-1 < and AN —pl <B
then, there exists a diffeomorphism 1 of class C*, for all k > 1, on M such that
pop=A.

Remark 4.8. For regular Poisson manifolds (even if they are not compact) with
a symplectic foliation with compact leaves, we can prove this result directly via
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Moser’s theorem under some homotopical constraints on the symplectic foliation.
We would first prove leafwise equivalence by carefully applying the path method
leafwise as we did in the symplectic case. There are some conditions on the sym-
plectic foliation specified in [7] (pages 126-127) under which we can easily extend
this leaf-wise equivalence to the Poisson manifold since the leaves are symplectically
embedded (the conditions on the foliation entail that the manifold is Lie-Dirac).

In the case that our Poisson manifold is not compact but it is a Poisson manifold
of compact type (see [9]) (that is, its symplectic groupoid is compact), we may try to
work directly on the symplectic groupoid. However, it seems that the only examples
known so far are regular [9] and we could try to apply the strategy explained above.

5. INFINITESIMAL RIGIDITY OF HAMILTONIAN ACTIONS

The introduction of this section follows the spirit of Guillemin, Ginzburg and
Karshon in [18] which views the step of infinitesimal rigidity implies rigidity as an
application of the inverse function in the appropriate setting following the guidelines
of Kuranishi for deformation of complex structures.

Following [18], an action of a compact Lie group p : GXx M € M can be considered
like a group morphism to the group of diffeomorphisms « : G — Dif f(M).

In the case of Poisson actions, it can be considered as a morphism in the group
of Poisson diffeomorphisms, Dif f(M,II).

Two actions are equivalent if there exist an element ¢ in the corresponding
diffeomorphism group, say G, such that ¢ conjugates both actions. Let M stand
for M = Hom(G, G), we may as well consider the action,

(5.1) B: GxM — M
' (¢,0) = doaoed™!

Then two actions p; and ps are equivalent if they are on the same orbit by the
new action 8. Then the rigidity result that we want to prove in the corresponding
category boils down to proving that the orbits of the action 8 are open. If the a
priori, infinite dimensional set M was a manifold and the tangent space to the orbits
equals the tangent space to the whole space, then a straightforward application of
the inverse function theorem would entail that the orbit is an open set inside the
manifold. In other words, the orbits would be open in M and therefore the actions
would be rigid.

As it is clearly explained in [18], in the Palais case, the measure of the tangent
to the orbits to fail to be equal the tangent to the whole space is given by the
first cohomology group of the “group cohomology” associated to the action with
coefficients in the space of smooth vector fields.

In the case that the actions we are comparing are Hamiltonian on a given Poisson
manifold, we have a natural representation of g on the set of smooth functions
which naturally leads to a Chevalley-Eilenberg complex. This is the Lie algebra
cohomology that we will consider (instead of the group cohomology considered in
18)).
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The substitute for the inverse function theorem for infinite-dimensional sets is the
Nash-Moser theorem. The sets considered have to fulfill some conditions explained
in the foundational paper by Hamilton [20]. The sets are required to be tame
Fréchet manifolds and the considered mappings to be tame. In the Poisson case
we would need to check that the set of Poisson vector fields satisfies the conditions
explained by Hamilton. This seems a difficult endeavour. Our strategy would be
based rather on applying the method of proof in [20] which is inspired by Newton’s
iterative method.

This is why we compute the first cohomology group of the Lie algebra cohomology
associated to a Hamiltonian action in this section.

5.1. Chevalley-Eilenberg complex associated to a Hamiltonian action. In
this subsection (M,II) stands for a Poisson manifold that can either be a ball of
radius 7, an e-neighbourhood of a compact submanifold inside a Poisson manifold
or a compact Poisson manifold.

Let A : (M,II) — g* be a momentum map with component functions p =
(A1,-..,An). Pick an orthonormal basis &1, ...,&, of g.

The Lie algebra g defines a representation p of g on C*°(M) defined on the base
as pe, (h) == {\i, h}, Vi.

The set C*°(M) can be then viewed as a g-module and we can introduce the
corresponding Chevalley-Eilenberg complex [6].

The space of cochains is defined as follows:

For ¢ € N, C%(g,C>(M)) = Hom(\? g,C>*(M)) is the space of alternating g-
linear maps from g to C>° (M), with the convention C°(g,C>(M)) = C>(M). The
associated differential is denoted by J;.

Let us give an explicit expression for &g, 61 and s since they will show up in the
proof of the main theorem of this paper.

o (M) —2> € (g, € (M) —> C2(g,C (M)
So(F)(E1) = per (f),  f € C(M)

d1(@)(&1 A &) = pe, (a(&2)) — pe; (&) — a([61, &), a € CF(g,C™(M))

852(B)(E1NNE) = Y pesiry (Blo@Neo3))+B(En)MEo(3) S, B € C2(g,C (M)

oE€A3

where §1a§2a§3 €g.

As proved by Chevalley-Eilenberg the differential satisfies §;09;_1 = 0. Therefore
we can define the quotients

H'(g,C®(M)) = ker(8;)/Im(5;_1) Vi€ N.
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This complex was used in the abelian case for instance in [22] to construct a
deformation complex for integrable systems on symplectic manifolds. A similar
complex was used by Conn in [11] and [10]. This complex was associated to the
infinitesimal version of the adjoint representation of the Lie algebra associated to
the linear part of the Poisson structure.

Remark 5.1. Geometrical interpretation of H'(g,C%(M)).

The first cohomology group can be interpreted as infinitesimal deformations of
the Hamiltonian action modulo trivial deformations.

In the compact semisimple case, it is known that the first and second cohomology
groups vanish. Namely,

Lemma 5.2. Let g be semisimple of compact type and let V' be a Fréchet space
then H(g,V) = H?*(g,V) =0

This lemma can be seen as an infinite-dimensional version of Whitehead’s lemma,
(for a proof see [14]). Note that the set V = C>° (M) is a Fréchet space.

Therefore we know that there exist homotopy operators h; satisfying,
0;0h;+hip106;41 = /l:dC'i+1(97Coo(M))
for i =0,1.

8 s
Co(M) === C'(g,C>(M)) == C*(g,C>(M))
ho hl
We will use these homotopy operators in the proof of the main theorem and
we will need to control and bound the norms and we will need to control their
regularity properties. We spell this in the next subsection.

5.2. Estimates for homotopy operators in the compact semisimple case.
Regularity properties of the homotopy operators are well-known for Sobolev spaces.
That is why, following the spirit of Conn’s proof in [11], we first need to consider the
extended Chevalley-Eilenberg complex which comes from considering the induced
representation on the set of complex-valued functions on closed balls (in the local
case), which will be denoted in the sequel by C2°(B;), and consider the Sobolev
norm there. However, a main point in the proof of Conn is that those Sobolev norms
are invariant by the action of the group which is linear (in his case the coadjoint
representation of G in g). Since the action is linear we can really use projections
to decompose the Hilbert space into invariant spaces.

In our case, we have a Hamiltonian action which is semisimple of compact type.
Since the action is of semisimple type and the support is compact there exists a
compact Lie group action integrating the Lie algebra action. Thanks to Bochner’s
theorem [4] in the local case and to Mostow-Palais theorem ([26], [27]) in the global
case and semilocal ! case, we can assume that this action is linear (by using an ap-
propriate G-equivariant embedding). By virtue of these results we can even assume

lthe semilocal case for compact invariant N can be easily inferred from the proof given by
Mostow in his detailed paper [26]. Indeed, the theorem of Mostow-Palais is valid in full generality
for separable metric spaces and his proof starts by constructing equivariant embeddings of neigh-
bourhood of orbits. Our invariant compact manifold NN is just a union of orbits. So because of the
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that G is a subgroup of the orthogonal group of the ambient finite-dimensional
euclidian vector space.

By using an orthonormal basis in the vector space E for this action we can define
the corresponding Sobolev norms in the ambient spaces given by Mostow-Palais :

52 welo= [ () (5E0) (526) e,

B || <Kk

We denote by || ||z, (B,) the corresponding norms.

Remark 5.3. In the global case we consider the corresponding Sobolev norms by
integrating on the manifold:

e remt= [ (M) (500) (Gae) we),

|| <k

Remark 5.4. In the semilocal case we consider the corresponding Sobolev norms
by integrating on closed tubular neighbourhoods:

(5.4) (Fy, Fo)i! / p> <|Z!'> (a;;f ! (z)) (al;f 2 (z)> du(z),
L) |52

From now on, we just check all the assertions for the local norms for the sake of
simplicity. The semilocal and global case can be treated in the same way.

Since these Sobolev norms are expressed in an orthonormal basis for the linear
action. The norm H; , = (Fy, F2)# o fB z)du(z) is invariant by G (be-
cause of standard change of variable Z = pg( ) and the fact that the modulus of
the determinant of this change is 1).

Now the chain rule yields invariance of the other norms by the linear group
action.

For the sake of simplicity, we just include here explicit propositions and theorems
only in the local case. Of course, all the estimates hold in the global and semilocal
cases, replacing the C* norms on closed balls B, by the C* norms on M in the global
case and considering the e-neighbourhood topology in the tubular neighbourhood
of N as we spelled out in the preceding section.

We now proceed to study the regularity properties of the homotopy operators
with respect to these Sobolev norms and then deduce regularity properties of the
initial norms by looking at the real part.

From now on we will closely follow notation and results contained in [11].

The set C°(B;) can be considered naturally as a g-module after considering the
representation defined on an orthonormal basis & of g by pe, (h) := {\;, h}, Vi. To
this representation we can associate a Chevalley-Eilenberg complex and define the
differential operator d as we did in the previous subsection.

We will need the following lemma :

compactness of N, we can find a finite covering from a given covering of this “basic” Mostow-orbit
neighbourhoods to find the equivariant embedding.
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Lemma 5.5. In the Chevalley-Filenberg complex associated to p:

Ce(B,) —2> C'(g,C(B,)) —> C2(g,CX(B,))

there exists a chain of homotopy operators

C(EO(BT) T c! (g7C€O(BT)) T Cz(gvc(%o(Br»

such that

b0 0 ho + h1 0 b1 = idcr(g.ceo(B,))

and

610h1 + hyody =idcigc(B,)) -

Moreover, there exists a real constant C' > 0 which is independent of the radius
r of B, such that

(5.5) 17 () e,y < CUSIHK(B), 5 =10,1,2
for all S € Cit1(g,C(B,)) and k > 0. These mappings h; are real operators.

This lemma was used, and proved, in [11] by Conn with respect to a represen-
tation p of a Lie algebra g associated to a linear Poisson structure, on the spaces
C>(By)). This representation can be written pg, (f) = > C?jxk% (X1,..., 2 Is &

coordinate system in a neighbourhood of 0 in R"™).

In our case, the representation is associated to a momentum map and is linear
after applying the Mostow-Palais embedding. Therefore, Conn’s Proposition 2.1 in
page 576 in [11] still holds in our case.

Since the operators h; are real operators we can use this bound to obtain bounds
for the initial representation on C*°(B,)) instead of C2°(B,)). In [11] the bounds in
the lemma before are reinterpreted for the ||.||5, of C*-differentiability on the ball
B, using the Sobolev lemma.

We recall the arguments contained in [11] page 580.

Because of the definition of Sobolev norms, the following inequality holds (n is
the dimension : B, C R") :

£,y < 72VH2(0+ 1R f

k,r» vk > 07

where V is the volume of the unit ball in R™. Furthermore, a weak version of
Sobolev lemma implies that there exists a constant M > 0 such that Vk > 0 and
0 < r <1 the following inequality holds:

1F Ik < ="M F s (8,95
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where s = [n/2] + 1 ([n/2] is the integer part of n/2). Combining those two
inequalities with the lemma above we obtain :

Lemma 5.6. In the Chevalley-FEilenberg complex associated to p:

C(B,) —2> C(g,C™(B,)) —> C(g,C(B,))

there exists a chain of homotopy operators

C*(By) <5— C'(8,C(B;)) <— C*(9,C>(B,))

such that

dpohg+hiod = idCl(g,Cm(Br))

and

(51 O hl + h2 o 52 == idCl(g,COO(BT)) .

Moreover, for each k, there exists a real constant Cy > 0 which is independent
of the radius r of B, such that

(5.6) 175 (). < Crl[Sllkgs,rs 5 =0,1,2

for all S € CI+1(g,C>(B,))

Remark 5.7. This lemma gives bounds on the norms of the homotopy operators.
Unfortunately, the estimate (5.6) introduces a loss of differentiability (the small
shift +s) which is accumulated when we use this estimate in an iterative process. In
order to overcome this loss of differentiability one needs to use smoothing operators
as defined by Hamilton in [20]. These smoothing operators were used by Conn in
his proof of normal forms of Poisson structures and we will also use them in the
proof of theorem 6.8 that is needed to conclude the rigidity result.

Remark 5.8. Instead of using the cohomology associated to the Lie algebra rep-
resentation, we could try to use the group cohomology (since the semisimple Lie
algebra of compact type integrates to a group action) and the operators associ-
ated to it. One might guess that via the Chevalley-Eilenberg complex associated
to the group representation, rather than the Lie algebra representation, we could
guarantee a regularity result and therefore skip the hard techniques required from
geometrical analysis.

In fact, we can use Hodge decomposition to try to write explicit formulas for the
homotopy operators. Then the problem amounts to finding explicit formulas for
the Green operators associated to the harmonic forms. However, we have not been
able to obtain those explicit formulas that guarantee the necessary regularity.
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6. PROOF OF THE MAIN THEOREMS

In this section we prove Theorems 4.1, 4.6 and 4.7, modulo a Nash-Moser type
normal form theorem which will be proved in Appendix 6.2.

As we mentioned in section 5, infinitesimal rigidity suggests that the “tangent
space” to the orbit of the action defined in 5.1 and the tangent space to the space
of G-actions on the group of Poisson diffeomorphisms coincide.

If those manifolds were smooth or tame Fréchet we would be able to apply the
inverse function theorem or Nash-Moser theorem to find the conjugating diffeo-
morphism. However, a priori, our sets are not known to be tame by any of the
criteria proposed by Hamilton in [20]. The plan B would be to attack the problem
by reproducing an iterative fast converging method used by Hamilton in his proof
of the Nash-Moser theorem.

6.1. Idea of the proof. As we will see later, the proof of the results consists of
applying a general and abstract normal form theorem that we give in the next
subsection and prove in Appendix 1.

In fact, the proof of this normal form theorem, and then the proof of our results,
is just an iterative process inspired by Newton’s fast convergence method.

Let A and p be two close momentum maps. The idea is to construct a sequence
of momentum maps (pq) ., defined on closed balls B, ((r4) > is an appropriate
decreasing sequence of positive numbers which has a strictly positive limit) which
are equivalent, with pg = p and such that pg tends to A when d tends to 4oc0.

Let us explain how to construct pig41 from pg :

e We define the following 1-cochain fq : g — C*°(B,,) for the Chevalley-
Eilenberg complex associated to the action of g on C*°(B,,) defined in the
previous section :

(6.1) Ja© = €0 (pa—N) =Eopg—Eox  forall € €g.

e Even if f; is not a 1-cocycle (i.e. df4 # 0), we will apply to it the homotopy
operator h introduced in Lemma 5.6. We then define the Hamiltonian
vector field Xq = X, (n(s,)) associated to the smooth function Sy, (h(fa))
with respect to our Poisson structure, where S;, is a smoothing operator
(with a well chosen t4). Denote by

(6.2) Ya =@k, =Id+ xa

the time-1 flow of Xj.
e Finally, pg41 is defined as

(6.3) Hd41 = [id © Pd -
We then can check that we have, grosso modo,
(64) ||Md+1 - )‘||k,7“d+1 < H/J“d - )‘H%,rd for all k € N.

The reason why we use the smoothing operators is that the estimate of the
homotopy operator h in Lemma 5.6 introduces a loss of differentiability.



RIGIDITY FOR HAMILTONIAN ACTIONS 19

Of course, one has to check the convergence (with respect to each C*-norms) of
the sequence of Poisson diffeomorphisms @, defined by &5 = g o...o0 ¢, which is
the hard part of this work. 2

However this is not the proof we are going to implement here even if this is the
leit-motif for it (this is why this section is called idea of the proof). Instead of
checking convergence of this sequence of Poisson diffeomorphisms we are going to
evoke a more general theorem that works in other settings too.

6.2. An abstract normal form theorem. In this subsection, we state a Nash-
Moser normal form theorem that we use to prove the rigidity of Hamiltonian actions
(Theorems 4.1, 4.6 and 4.7).

We prove this theorem in full detail in Appendix 1 (Appendix 2 is then devoted
to technical lemmas that let us conclude that our problem satisfies the hypothesis
of this Nash-Moser normal form theorem.) Of course, sooner or later, we will need
to struggle to find hard estimates to prove convergence but this will happen in
Appendix 1.

6.2.1. The setting. Grosso modo, the situation is as follows: we have a group G
(say of diffeomorphisms) which acts on a set S (of structures). Inside S there is
a subset N (of structures in normal form). We want to show that, under some
appropriate conditions, each structure can be put into normal form, i.e. for each
element f € S there is an element ¢ € G such that ¢.f € N. We will assume that
S is a subset of a linear space T (a space of tensors) on which G acts, and N is
the intersection of & with a linear subspace F of 7. To formalize the situation
involving smooth local structures (defined in a neighborhood of something), let us
introduce the following notions of SCI-spaces and SCI-groups. Here SCI stands for
scaled C'*° type. Our aim here is not to create a very general setting, but just a
setting which works and which can hopefully be adjusted to various situations. So
our definitions below (especially the inequalities appearing in them) are probably
not “optimal”, and can be improved, relaxed, etc.

SCI-spaces. An SCI-space H is a collection of Banach spaces (Hg,p, || ||x,p) With
O0<p<land keZ;=1{0,1,2,...} (pis called the radius parameter, k is called
the smoothness parameter; we say that f € H if f € Hy , for some k and p, and
in that case we say that f is k-smooth and defined in radius p) which satisfies the
following properties:

o If k < k', then for any 0 < p < 1, Hy , is a linear subspace of Hy ,:
'Hkgp C ’Hk,p.

e If 0 < p' < p <1, then for each k € Z,, there is a given linear map, called
the projection map, or radius restriction map,

Tpp' * Hip = Hipr-

These projections don’t depend on k and satisfy the natural commutativity
condition 7, ,v = T, 0Ty . If f € Hy p and p’ < p, then by abuse of

2We gave here the idea of the guideline of proof in the local case. The same construction still
works for the semilocal and global cases. In the semilocal case, we may replace the sets C*°(B;;)
by the set of functions of type C'>° (U, (N)), where we recall that U, (N) stands of an r4-closed
neighbourhood of the invariant manifold N. In the global case, we work with the set of smooth
functions C*° (M) on a compact manifold M.
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language we will still denote by f its projection to Hy, ,» (when this notation
does not lead to confusions).
e For any f in H we have

(6.5) /]

In the above inequality, if f is not in Hy , then we put || f||x,, = +o0, and
if f is in Hy, , then the right hand side means the norm of the projection
of f to Hy ., of course.

e There is a smoothing operator for each p, which depends continuously on
p. More precisely, for each 0 < p < 1 and each ¢ > 1 there is a linear map,
called the smoothing operator,

k,p > Hf”k’,p’ Vik> klvp > pl~

(6.6) So(t) : Hop — Hoop = | Hrop
k=0

which satisfies the following inequalities: for any p,q € Z,, p > q we have

(6.7) 15 fllpe < Copat” I fllap
1F=Sp@flla < Copat™ I fllpp

where C, , 4 is a positive constant (which does not depend on f nor on t)
and which is continuous with respect to p.

In the same way as for the Fréchet spaces (see for instance [28]), the two proper-
ties (6.7) and (6.8) of the smoothing operator imply the following inequality called
interpolation inequality : for any positive integers p, ¢ and r with p > ¢ > r we
have

(6.9) U lla.0)"™" < Cp g (W f1lrp)P = (U fllp, )"

where C), 4., is a positive constant which is continuous with respect to p and does
not depend on f.

FEzxzample 6.1. The main example that we have in mind is the space of functions in
a neighbourhood of 0 in the Euclidean space R™: here p is the radius and k is the
smoothness class, i.e. Hy,, is the space of C*-functions on the closed ball of radius
p and centered at 0 in R™, together with the maximal norm (of each function and
its partial derivatives up to order k); the projections are restrictions of functions
to balls of smaller radii. In the same way, others basic examples are given by the
differential forms or multivectors defined in a neighbourhood of the origin in R™.

By an SCI-subspace of an SCI-space H, we mean a collection V of subspaces Vy, ,
of Hy,p, which themselves form an SCI-space (under the induced norms, induced
smoothing operators, induced inclusion and radius restriction operators from H -
it is understood that these structural operators preserve V).

By a subset of an SCI-space H, we mean a collection F of subsets Fj, , of Hy, p,
which are invariant under the inclusion and radius restriction maps of H.

Remark 6.2. Of course, if H is an SCl-space then each H , is a tame Fréchet
space.
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The above notion of SCl-spaces generalizes at the same time the notion of tame
Fréchet spaces and the notion of scales of Banach spaces [32]. Evidently, the scale
parameter is introduced to treat local problems. When things are globally defined
(say on a compact manifold), then the scale parameter is not needed, i.e. Hy, , does
not depend on p and we get back to the situation of tame Fréchet spaces, as studied
by Sergeraert [28] and Hamilton [19, 20].

SCI-groups. An SCI-group G consists of elements ¢ which are written as a (formal)
sum

(6.10) ¢=1Id+x

where x belongs to an SCl-space W, together with scaled group laws to be made
more precise below. We will say that G is modelled on W, if x € W, , then we say
that ¢ = Id+ x € G, and x = ¢ — Id (so as a space, G is the same as W, but
shifted by Id), Id = Id + 0 is the neutral element of G.

Scaled composition (product) law. There is a positive constant ¢ (which does not
depend on p or k) such that if 0 < p’ < p <1,k > 1, and ¢ = Id + x € Gi,, and
Y =1d+ ¢ € Gy p such that

(6.11) p'lp<1—clél,

then we can compose ¢ and 1 to get an element ¢ o ¢ with ||¢p o) — Id||x,, < o0,
i.e. ¢ 09 can be considered as an element of Gy, ,» (if p” < p’ then of course ¢ o)
can also be considered as an element of Gy ,», by the restriction of radius from p’
to p”). Of course, we require the composition to be associative (after appropriate
restrictions of radii).

Scaled inversion law. There is a positive constant ¢ (for simplicity, take it to be
the same constant as in Inequality (6.11)) such that if ¢ € Gy, , such that

(6.12) ¢ — Id||y, <1/c
then we can define an element, denoted by ¢! and called the inversion of ¢, in
Gr.pr, where p = (1 — 1c||¢ — Id||1,,)p, which satisfies the following condition: the

compositions ¢po ¢~ and ¢! o ¢ are well-defined in radius p” = (1—cll¢p—Id|1,,)p
and coincide with the neutral element Id there.

Continuity conditions. We require that the above scaled group laws satisfy the
following continuity conditions i), ii) and iii) in order for G to be called an SCI-

group.
i) For each k > 1 there is a polynomial P = P} (of one variable), such that for
any X € Wag—1,, with [|x|]1,, < 1/¢ we have

(6.13) I(d+ )" = Idllir < X0 PIl0) -
where o' = (1 — c]|x||1,,)p-

ii) If (¢m)m>0 is a sequence in Gy, , which converges (with respect to || |
then the sequence (¢

Ld|[1,p)p-

iii) For each k > 1 there are polynomials P, @, R and T (of one variable) such
that if ¢ = Id+ x and ¢ = Id+§ are in Gy, , and if p’ and p satisfy Relation (6.11),
then we have the two inequalities

(6.14) [0t =Pl < €Ik, P(11€

k,p) to (ba
)m>0 also converges to ¢! in Gy, where p’ = (1 —c|¢ —

m

kpQUIE

ko) F IXlE+1,,l€] ko)
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and

(6.15) oty —Idlkp < [I€llk,p RUENR.p) + XNk (X + 1Nk, TCENR,p)) -

Remark 6.3. One could think that (6.15) is a consequence of (6.14). In fact, it is not.
Indeed, if (6.15) was deduced from (6.14) we would have a term |x||x+1,, instead
of ||x|lx,p i-e. aloss of differentiability. Apparently, it does not look important but
actually we will see in Appendix 1 that we use (6.15) repetitively in the proof of
Theorem, which could imply an kind of accumulation of loss of differentiability.

Example 6.4. The main example of a SCI-group is given by the local differentiable
diffeomorphisms in a neighbourhood of 0 in R™. If we have in mind this example,
the relation (6.14) is just a consequence of the mean value theorem. These estimates
are proved in this case for instance in [11] or [25].

SCI-actions. We will say that there is a linear left SCI-action of an SCI-group G
on an SCl-space H if there is a positive integer v (and a positive constant ¢) such
that, for each ¢ = Id+x € Gi, and f € Hy, ,» with p’ = (1 —c¢|x]|1,p)p, the element
¢.f (the image of the action of ¢ on f) is well-defined in Hj, ., the usual axioms
of a left group action modulo appropriate restrictions of radii (so we have scaled
action laws) are satisfied, and the following inequalities expressing some continuity
conditions are also satisfied:

i) For each k there are polynomials @ and R (which depend on k) such that

(6.16)  [(Zd+x) fll2k—1,00 < IFll2=1. (1 + XUk, Q@UUIX N k7.0))
Flxll2k—145.0 I ko RO ht7.0)

ii) There is a polynomial function T of 2 variables such that

(6.17) @ +x)-f =& flles < Ixllktroll flle+r 0TS = Ll ktr.p, Xl k47.0)

In the above inequalities, p’ is related to p by a formula of the type p' =
(I —clxlli,p + ¢ — Id]]1,p)) p. (¢ = Id in the first two inequalities).

Note that a consequence of the property i) is the following inequality, where P
is a polynomial function depending on % :

(6.18) I(Td+ %)« Flliesor < [Fllkp (L4 Ixlrr,0 PUX547.0)) -

Remark 6.5. Of course, we can define in the same way the notion of linear right
SClI-action.

FEzxzample 6.6. The main examples of a SCl-action that we have in mind is the
action of the SCI-group of local diffeomorphisms of (R™,0) on the SCI-space of
local tensors of a given type on (R™,0).

If the tensors are for instance k-vectors fields, like in [11] and [25], we have a left
SClI-action by push-forward. If the tensors are for instance smooth maps, like in
this paper, or differential forms, we get a right SCl-action.

6.2.2. Normal form theorem. Roughly speaking, the following theorem says that
whenever we have a “fast normalizing algorithm” in an SCI setting then it will
lead to the existence of a smooth normalization. “Fast” means that, putting loss
of differentiability aside, one can “quadratize” the error term at each step (going
from “c-small” error to “s2-small” error).
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Remark 6.7. In this technical part, we are going to adopt the following notations
in order to simplify the writing of equations.

e The notation Poly(||f||x,) denotes a polynomial term in | f||x, where the
polynomial has positive coefficients and does not depend on f (it may
depend on k and on r continuously).

e The notation Poly,)(||f|lx,»), where p is a strictly positive integer, denotes
a polynomial term in || f||x,» where the polynomial has positive coefficients
and does not depend on f (it may depend on k and on r continuously) and
which contains terms of degree greater or equal to p.

Theorem 6.8. Let T be a SCI-space, F a SCI-subspace of T, and S a subset of
T. Denote N = FNS. Assume that there is a projection w: T — F (compatible
with restriction and inclusion maps) such that for every f in Ty ,, the element

C(f) = f —n(f) satisfies
(6.19) IS ko < 1 f ko POly([1f (k41 /21.0)
for all k € N (or at least for all k sufficiently large), where [] is the integer part.

Let G be an SCI-group acting on T by a linear left SCl-action and let G° be a
closed subgroup of G formed by elements preserving S.

Let H be a SCI-space and assume that there exist maps H: S — H and O :
H — G° and an integer s € N such that for every 0 < p <1, every f in S and g
in H, and for all k in N (or at least for all k sufficiently large) we have the three
properties :

(6.20) [[H(N)k,e < NS k+s.oPoly((f[l1(h+1)/2)45,0)
S Nets,0 IS 0+1) 72145, PO L Nk41) /20 45,) 5

(6.21) 2(g) — Idllk,pr < lgllk+s.0Poly(lgllirs1)/2145.0)
and

[®(g1) -f = @(g2) -fllkw < g1 — g2llbrspll fllers,pPoly(lgillbrs.p, l192]lk1s.0)
(6.22) k5,0 Poly2) (191l k45,05 19211 k4-5,0)

if p < p(L=cllgll2,p) in (6.21) and p" < p(1 —cllg1]l2,p) and p' < p(1 —cllg2|l2,p) in
(6.22).

Finally, for every f in S denote ¢y = Id+ xy = ®(H(f)) € G° and assume that
there is a positive real number § such that we have the inequality

(6.23)  [16(ds - Dk < IS QU Misips 1t et 1S s, 1 1)

(tf p' < p(1—=c|lx¢ll1,p)) where Q is a polynomial of four variables and whose degree
in the first variable does not depend on k and with positive coefficients.

Then there exist | € N and two positive constants o and B with the following
property: for all p € NU {oco},p > 1, and for all f € Sap_1,r with || fllai—1,r < «
and ||C(f)lli,r < B, there exists i € Qgﬂ/z such that ¢ - f € Np rya.
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Remark 6.9. Of course, this theorem still works if we have a linear right SCI-action
and in facts, as we will see later, the proof in this case is a bit easier.

Remark 6.10. It is necessary to try to explain the role that play all the SCI-spaces
of this theorem.

e T is the space of "tensors” (for instance 2-vectors, smooth maps, differential
forms, etc.).

F is the subspace of normal forms in 7 (for instance linear 2-vectors, etc.).
S is the set of structures (like Poisson structures, momentum maps, etc.).
N is the set of normal forms in S (like linear Poisson structures, etc.).

G represents the group of local diffeomorphisms acting on 7T .

Actually, even if G° is a subgroup of G, it does not need to be an SCI-group ;
but it is important that it is closed.

Finally, the raison d’étre of the SCI-space H is purely technical. Indeed, the
estimates given in the definition of the SCl-actions and in the hypothesis of the
theorem make appear a loss of differentiability. A classical idea to compensate
this loss of differentiability is to use the smoothing operators. But it is not always
possible to apply these smoothing operators directly in the SCI-group ; that is why
we apply them in the intermediary SCI-space H.

Remark 6.11. We can illustrate this theorem with the basic example of linearization
of smooth Poisson structures proved by J. Conn in [11]. In this case, T is the SCI-
space of bivectors fields, F the subspace of linear bivectors, S the subset of Poisson
structures, N the subset of linear Poisson structures. The group G is the group
of local diffeomorphisms (and G° = G) ; the action is given by the push-forward.
The SClI-space H is given by the smooth vector fields and the map H : § — H
is defined by H(w) = h(r — 7)) where h is the homotopy operator defined by
Conn and 71 is the linear part of 7. Finally, the map ® : % — G is defined by
O(X)=Id+ X.

Remark 6.12. The estimates of the theorem come from trying generalizing some
concrete examples of normal forms (linearization of Poisson structures in [11], Levi
decomposition of Poisson structures in [25] and the rigidity of momentum maps in
this paper), that is why they look artificially complicated. There must be a clever
way to present this theorem, we have looked for it but we didn’t find.

The small shift 4+s in the estimates of the theorem is needed to compensate the
loss of differentiability that appears initially in the paper of J. Conn [11] when he
constructs the homotopy operator. In the same way, the shift +v in the axiom of
SClI-actions may appear when writing explicitly the estimates of particular SCI-
actions (see [25]).

In some estimates of this theorem and also in the axiom (6.16) we can no-
tice the presence at the same time of the smoothness degrees k and [(k + 1)/2]
(or k and 2k — 1). We will see later (see Appendix 1) that to show the ||||x-
convergence of the sequence of “diffeomorphisms” (¥,), we need to control their
(2k — 1)-differentiability too.

Remark 6.13. If we forget the radius p in the SCI-formalism and in Theorem 6.8,
we get normal form result for Fréchet spaces that could be used in global cases.
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This result does not seem to be a consequence of the Nash-Moser Implicit Function
Theorem of Hamilton, nor any of his results of this type ([19],[20]).

6.2.3. Affine version of Theorem 6.8. Stated in that way, Theorem 6.8 cannot be
applied directly to our situation of rigidity of momentum maps. In fact, we can
state a kind of affine version of this theorem that we will be able to apply. The
formulation is very close to the original one. The notations are the same but we
pick here an element fo in S (C 7) that will be considered as the origin in T.

Now, the formulation of the affine version of Theorem 6.8 is exactly the same.
We just have to add a term —fp in the norms of elements in 7 (but not for the
elements of G or H !) in some estimates of the theorem.

Namely, (6.19) becomes
(6.24) 1C(f) = follk,, < [If —fo
the estimate (6.20) becomes
BN, < 1€ = follkrs,p Poly([f = follik+1) /2145,0)

ko Poly (|| f = follie+1)/2],0)

(6.25) Hf = follk+s,plIC(f) = follikr1)/2145.0Poly(Lf — folli(kr1)/2145.0) 5
and (6.23) becomes
(6.26)

16(5 - F)=Follkr < NS ~Follitd , QU ~Follkrs.pm X7kt spr 1) —Follkts.po | —Foll.p) -

The two estimates (6.21) and (6.22) are not changed.

The conclusion is then : There exist [ € N and two positive constants a and 3
(B <1< «) with the following property: for all p € NU{oco},p > I, and for all
f € Sop_1,r with || f —foll2i—1,r < a and ||((f) —Tfolli,r < B, there exists i € Qg}R/z
such that v - f € Ny rya-

Remark 6.14. In this affine version, we don’t change the estimates (6.21) and (6.22).
For (6.21), it is natural because it does not involve any element of 7. The justifi-
cation for (6.22) will be given in Remark 7.4 in Appendix 1.

6.3. Proof of Theorem 4.1. The proof of this theorem is just an application of
the general normal form Theorem 6.8. We explain here how we can adapt the
formalism above to our situation. In fact, as we said before, we are going to apply
the affine version of the general normal form theorem, see the subsection 6.2.3.

Recall that we have a Poisson structure {, } in a neighbourhood U of 0 in R", a
semisimple real Lie algebra of compact type g and a momentum map A\ : U — g*.
For each positive real number r, we denote by B, the closed ball of radius r and
center 0.

We first define the SCI-space T by the spaces Ty, of C*-differentiable maps from
the balls B, to g* equipped with the norms ||||s, defined above. The subset S is
given by the momentum maps with respect to the Poisson structure. Of course, we

choose A as the origin (fo in the formulation of the theorem) of the affine space and
F =N ={0} (and m = 0). The estimate (6.24) is then obvious.

The SCI-group G consists of the local C*-diffeomorphisms on the balls B, and
the action is the classical right action : ¢ - p := po ¢ with ¢ € G and p € T.
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One can check the axioms of SCI-action looking at [11], [25] and also in Appendix
2. The closed subgroup G° of G is given by the Poisson diffeomorphisms (i.e.
diffeomorphisms preserving the Poisson structure). It is clear that the elements of
GO preserves S.

We define the SCl-space ‘H by the spaces Hy, of C*-differentiable functions
on the balls B,. The application H : S — H is defined as follows. A Ck-
differentiable map p : B, — g* can be obviously viewed as a 1-cochain in the
Chevalley-Eilenberg complex defined in Section 5.1. The image of p by H is then
just ho(p— A) where hg is the homotopy operator given in Lemma 5.6. The relation
(6.25) is then obvious.

Finally, for every element g of H, we denote by X, the Hamiltonian vector field
associated to g with respect to the Poisson structure (i.e. Xy, = {g, }). We then
define ®(g) = (b%(q the time-1 flow of the vector field X,. Of course, by definition,
the diffeomorphims ®(g) preserves the Poisson structure and the set of momentum
maps S.

Now, we just have to check that the estimates (6.21), (6.22) and (6.26) are
satisfied. These three estimates are direct consequences of the lemmas 8.3, 8.4 and
8.5 given in the Appendix 2. The affine version of Theorem 6.8 (see Section 6.2.3)
then gives the result.

6.4. Proof of Theorems 4.6 and 4.7. In the semilocal case (neighbourhood of
invariant compact submanifold N), we can use exactly the same procedure replacing
balls of radius r by a e-neighbourhood of the compact invariant submanifold N in
the definition of the norms implied. All the technical lemmas 8.3, 8.4 and 8.5 given
in the Appendix 2 work. A quick way to see that is using normal coordinates via the
exponential map and arguing in the same way as in the local case (by considering
balls in the normal fibers to the submanifold N). In particular this proves that the
estimates in (6.21), (6.22) and (6.23) are satisfied for these norms.

Now we can apply exactly the same scheme of proof that we did for the local
case to apply Theorem 6.8 in Section 6.2.

For the global compact case: Indeed this case is easier because we could approach
the initial proof using the iteration. The loss of differentiability is easy to control
in this case since the radius of the ball does not shrink in each step of the iteration.

Alternatively we can also use the SCI theorem. For this we need to check that
estimates are also satisfied with these norms. Out of compassion for the reader, we
just give the general idea of how to do this: the norms we use are defined on the
compact manifold M but can be easily related to the norms ||.||x,s on each ball via
an adequate partition of unity (U;, ¢;) of the manifold M. Therefore, since we have
the estimates for the norms ||.||;,s we also have the estimates in (6.21), (6.22) and
(6.23) for the norms defined on M. We now reproduce exactly the same proof as
we did in the local case and we apply Theorem 6.8.

Remark 6.15. A natural idea in order to prove the rigidity in the global case could
be to use the implicit function theorem or one of the Nash-Moser type results of
Hamilton (see [19] or [20]) or Sergeraert ([28]). We tried to do that but we did not
succeed.
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7. APPENDIX 1 : PROOF OF THEOREM 6.8

We construct, by induction, a sequence (¥4),~; in GO, and then a sequence
f¢ =1y - fin S, which converges to s € QS,R/Z (since G° is closed) and such
that f*° : =Yy - f € Np,R/Q (i.e. C(f>°)=0).

In order to simplify, we can assume that the constant s of the theorem is the
same as the integer v defined by the SCI-action of G on H (see (6.16), (6.17) and
(6.18)). We first fix some parameters. Let A = 8s + 5 (actually, A just has to be
strictly larger than 8s + 4). Recall that 7 and § are introduced in the statement of
Theorem 6.8. We consider a positive real number € < 1 such that

4
(7.1) —(1—5)+A£<—3.
and
(7.2) —6(1—5)<—l
. 0
Finally, we fix a positive integer [ > 65 4+ 1 which satisfies
3s+3
(7.3) lsjl (1+6+7)<e.
and
8 3
(7.4) oAt o2

5 -1 2
The definition of the parameters A, ¢, [ and s by the inequalities above has a purely
technical origin and will be used in the proofs of the two technical lemmas given
later.

The construction of the sequences is the following : Let ¢ty > 1 be a real constant ;
this constant is still not really fixed and will be chosen according to Lemma 7.1.
We then define the sequence (t4) >0 by tg+1 = t‘z/ . We also define the sequence
rg = (1+ ﬁ)R/Z This is a decreasing sequence such that R/2 < ry < R for all
d. Note that we have rq11 = r4(1 — ﬁ) We will see later that, technically,

in order to use the relations (6.21) and (6.22) we have to define an intermediate
sequence of radii : pg := rd(l - %ﬁ) Of course, we have rg41 < pg < rq for

all d.

Let p >l and f in Spp—1,r. We start with fo := f € Spp—1,r. Now, assume that
we have constructed f¢ € Sy, 1., for d > 0. We put ¢4 := <I>(H(fd)) = Id+ x?
and ¢q := ®(S(ta)H(f%)) = Id + Y. Then, 4+ is defined by

(7.5) fHY = a1
Roughly speaking, the idea is that the sequence (f%) 4>0 will satisfy, grosso modo :
(7.6) IS D parass S NS 5k -

For every d > 1, we put ¢4y = éd,l 0...0 éo. We then have to show that we can
choose two positive constants o and 8 such that if || f||—1,r < aand ||[C(f)|li,r < 5
then, the sequence (1q),4~, converges with respect to || ||, z/2. It will follow from
these two technical lemmas that we will prove later :
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Lemma 7.1. There exists a real number to > 1 such that for any f € Fop_1.r,
satisfying the conditions || f*llai-1,ro < o' [C(fO)ll2i-1,r0 < 25" and [|C(FO)lliry <
tal then, with the construction above, we have for all d > 0,

X 5,90 < 7

N < C% where C is a positive constant

(1a)
(24)
(3a) S 2100 < 3
(4a) IS 2t-1,r0 <t
(5a) 1<)

Lemma 7.2. Suppose that for an integer k > 1, there exists a constant Cy and an
integer dj, > 0 such that for any d > dy, we have || f¥|ak—1.r, < Crt, IC(FD)|2k—1.ry <
Cutd, 1 f kg < C’k% and ||[C(fN)||k.ry < City'. Then, there evists a positive
constant Cx41 and an integer di41 > di such that for any d > di41 we have

—1
Lra < td

)%kt 1s,00 < Crpaty?
) I Nker1ma < Crr 33
(i) [ 2kr1rg < Crprty
)

)

—~

i IC(f Y l2ks1,r0 < Crarty
) 1D kg1,mg < Crpaty!

End of the proof of Theorem 6.8 : We choose ty as in Lemma 7.1. According
to (6.19), we have ||C(f)ll2i—1,2 < |fll2i=1,2P (|| fll;,r) where P is a polynomial
with positive coefficients and independent of f. Now, we fix two positive constants
a > 1 and 8 < 1 such that tg‘ > a, tg‘ > aP(1) and tal > B. Now, if f € Fop_1.r
satisfies || fllai—1,.r < @ and ||C(f)|li,r < B then, using Lemma 7.1 and applying
Lemma 7.2 repetitively, we get that for each k& > [ there exists a positive integer dy,
such that for all d > dy,

(7.7) X% ktsp0 < Citg 2.

Actually it is more convenient to prove the convergence of the sequence (1/1(;1) d>1
The point ii) of the continuity conditions in the definition of SCI-group will then
give the convergence of (¥4) ;. Choose, for every d, a radius pj; such that pg1 <
Py < pa(1 = ¢||X%|1,p,)- For all positive integer d, we have ¢, = dylo...o ‘5;11
and we denote ¢! = Id 4 €%. The axiom (6.13) implies (because s > 1) that for
all d > dp,

cd —-1/2
(7.8) 1€ 0, < Myt
where M), is a positive constant independent of d.

Consider the two polynomials (with positive coefficients) R and T of the estimate

(6.15). We know that the product H (1+ T(Mptgl/Q)) converges. Then, using
d>d,

repetitively (6.15), we can say that there exist two positive constants a, and b,

(depending only on p) such that

— —1/2 —1/2 —1/2 —
(7.9) (g = Tdlprrp, < ap(t 2 +t200 + 417 7) + bpllog ! = Id]lpy

The sequence ([[¢; " — Id||p+1’p£l)d20 is then bounded.
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Now, if d > d,, the estimate (6.14) gives then
(7.10)

_ _ —1/2 —1/2 — —1/2 —1/2
gy =07 lone,, < Myt 2 P(Myt ) g = Td]l g, Myt QM1 )

where P and @) are two polynomial with positive coefficients. We can then write

_ _ —1/2
(7.11) gty = 6 prr,, <oty

where ¢, is a positive constant independent of d.

We then obtain the | ||, z/2-convergence of (1/);1)(»1 in G° that is closed. The-
orem 6.8 is then proved. B O

Remark 7.3. Note that in the case of a right SCl-action, it is easier because we
can prove directly the convergence of the sequence (¢q),~,; without working with

(¥3 az1-

Proof of Lemma 7.1 : We prove this lemma by induction. Note that in this
proof, the letter M denotes a positive constant and P denotes a polynomial with
positive real coefficients, which do not depend on d and which vary from inequality
to inequality.

At the step d = 0 the only thing we have to verify is the point (1g) (for the point
(20) we just choose the constant C' such that C' > 2| 9|1, )-

We have, by definition, x° = ®(S(to)H(f°)) — Id. We will see later that we can
assume that ||S(t0)H(f°)||2.,ry < 1—po/ro which allows us to use the estimate (6.21).
Moreover, using the property of the smoothing operator (6.7) with p = ¢ =1+ 2s
or [HST“] + s we get

(7‘12) HXO”Hs,po < ”H(fo)||l+2s,rop(||H(fo)H[(l—&-Qs—O—l)/Q]—O—S,To) .
Then, the estimate (6.20) with the relation [ > 6s+ 1, and the property (6.19) give
(7.13) IX°les,p0 < NHCFO) Nir2s,m0 PULFNlro) < MIEF) 142506

Now we just have to estimate [|[H(f)°|/i4+2s,r-
We use again the estimate (6.20) and the interpolation inequality (6.9) to obtain
IO vzsme < ICE w35 PULF o) + 1O im0 1) o PO ler )

1—3s—1 3s 1—3s—1 35
MICM g™ N1y + 1N IO o 1 CFO)
_1—-3s—1 3s _ 3s
(7.14) < M(tg 1 OTT gty

IN

Finally, by (7.3) and (7.1) we get the estimate [|X°]/14s,0, < Mto" with —p <
—4/5 < —1/2 and, replacing ¢y by a larger number if necessary (independently

of f and d), we have [|[X°|i1s,00 < t81/2. In the same way, we can show that
X itspo < to /2 and [[H(fO)|1r20m < tg*/® (note that, as we said before, it

implies that we can assume that ||S(to)H(f%)||2.re <1 — po/70) -

Now, we suppose that the conditions (14) ... (54) are satisfied for d > 0 and we
study the step d + 1.

l,’!‘o)
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Proof of (1441) : The point (1441) can be proved as above. Moreover, in the same

4/5 —1/2

way as in (1g), we can prove that |[H(f9)||;12s12.y < t, " and ||XdHl+s,pd <t,

Proof of (2a+1) : According to (6.18) with pg < rq, we can write ||f|;,,,, <

. . . . —1/2 N
1 e (14 1500 PAR 145,00)) - Since (180,00 < 15"/ we can assume,

choosing t( large enough, that

1
715 od s.0. P - s S TN Ry
(7.15) X Nit5,0a PUX Nit5,pa) < (d+1)(d+3)
and we get
1 a1 1 '
(7.16) 1f l,d+1<cd+2( Jr(d—‘,—l)(d—l—3))<Cd‘i‘3

Proof of (3a+1) : We have fo+1 = ¢g - f¢ with g = Id + X% = ®(S(ta)H(f%))
thus, (6.16) (with pg < rq) gives
(7.17)

1F 2= traen < 121, PUR N5,p0) + X N2 =145, L.
This gives, by (14) and (24),
(7.18) £ 2t 1o < MU 2= 1, + IR N21-145,00)
Now, using (6.21) with [Z=1F+L] + 5 <+ 25 we have

X 2t-145p0 < ISE)H)l2t- 14260, PUIS E)H D) lir25,r0)

(7.19) < ISR l2t- 126, PUEF ) i26,4) - Dy (6.7).

As we said above, we have the estimate |H(f%)]|;52s., < t;4/5 then, we can write

lra PUR 15.0) -

IR 2-14500 < MISE)H) |20-1425,r
< Mt@|[H(f)|la-1-26, by (6.7)
< Mg (ICUD2i-1-sra P lera)
(7.20) H ot 15, ICED ra PALFNra)) Dy (6.20)
We get ||)Zd||gl,1+s’pd < Mt;?+4s and, consequently,
(7.21) 1F 5 2ot rasy < MG

To finish, since A = 8s+4, we have that ||fd+1||gl,17rd+1 < ‘MtfiB with 0 < B < 3A4/2
thus, replacing ¢y by a larger number if necessary, we get || f3+! l2i=1,ras, < tZA/Z =

A
thy

Proof of (44+1) : We have (see (6.19))
(722) HC(fdJrl)”Ql*lﬂ”dJrl < ||fd+1||21*177’d+1p(||fd+1||l,Td+1) .

Using the estimates of ||f|5_1,,., and || f**!|;,,, given above, we obtain
[CCFH MY 2= 1,000, < Mt53 T, and we conclude as in (3q41).

Proof of (5411) : Recall that we have f4+! = ¢4 f¢ with ¢q = ®(S(ta)H(f?)) =
Id+ % and ¢g = ®(H(f9)) = Id + x.
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We can write

(7.23) C(a- f1) = C(ba- 1) +C(a- [~ da- )
On the one hand, by (6.23) with pg < rq we get
(7.24)

16(8a - S Nrars < NCEDNS QU itsiras X et.p0s I D Nisiras 1 D)

where () is a polynomial whose degree 7 in the first variable does not depend on [
and f. Now, using the interpolation inequality (6.9) with » =1 and p =21 — 1 we
get

(7.25) IS g,
(7.26) and [ fl145,r4

Mt‘lﬁ?l“‘ﬁ
d

Art
Mt T

IN

IN

_a
The inequality (7.25) with (7.1) imply that ||[C(f%)||i4s,re < Mt .

Then, using points (14)...(54) and the estimate || x?||;1s,p, < t;l/Q (see the proof

of (1p)), the inequality (7.24) gives

_ l—s—1 T s
(727) ||<(¢d . fd)||l,rd+1 < Mtd (148) 2= +(+0+7) A2y )
Finally, using the technical conditions (7.3), (7.1) and (7.2), we have
(7.28) 1¢(ha - F D) ira, < MtSH

where —p < —3/2 and, replacing ¢y by a larger number if necessary, we obtain
—-3/2
1C(ba- Furas < 385°%.
On the other hand, using the estimate ||S(ta)H (f)|ixsry < MIHF) 155,00
(see (6.7)) with the inequality (6.22) we get
I6a - f*=¢a- [ llira < ISCHS) = HFDirsrallFNisra PAH Fl5,0)
(7.29) 1 s, Ry I () tsma)
where R() is a polynomial with positive coefficients and which contains only terms
of degree greater or equal to 2. We said in the proof of the point (1441) that
NH(FD) 1454200 < t;4/5 and we saw above (see (7.26)) that || 4|45, < Mtjlj.
Then, we get :

—2x 24 A5
(7.30) 1 Nes,ra By IHH (F D ligs,rg) < Mty 27700
Moreover, the property of the smoothing operator (6.8) gives :
_ B B
(7.31) 1S (ta)H () = H(f D lis,ra < MEZ2IHF stz < Mt~ 7,

which induces

IS

(732) ||S(td)H(fd> - H(fd>||l+s,7‘d ||fd||l+s,rdp(HH(fd)”lJrs,rcz) < Mt;273+Al 3

Finally, the estimate (7.29) gives

~ —2—24 A —2x 2+ A2
(7.33)  lda- S = Ga Flirap, < Mty T 41y ).

With the condition (7.4) we then obtain :
(734) ||(ng'fd7¢d'fd”ly7‘d+l < Mt(;l/
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where —v < —3/2 and, replacing to by a larger number if necessary, we obtain
—3/2
1C(ba - f M) lirass < 8572

As a conclusion, we can write

1 —3/2
(7.35) GG M s < 5t2™2 + 512" =ty
Lemma 7.1 is proved. O
Proof of Lemma 7.2 : As in the proof of the previous lemma, the let-

ter My is a positive constant which does not depend on d and which varies from
inequality to inequality. In the same way, Py is a polynomials with positive real
coefficients, which depends only on k and which varies from inequality to inequality.

Proof of (i) : We follow the same method as in the proof of the point (1) of the
previous lemma. Using the relation k > [ > 6s+ 1 and the interpolation inequality
(6.9) with » = k and p = 2k — 1, we can show that for all d > dj, we have

_k=3s-2 43s41 —14A3stl

(7'36) ”)A(d”k-&-l-‘rs,pd < Mk(td Bt M + td ) < Mkt;'u,

where —p < —4/5 (using (7.1)). Thus, there exists dgy1 > dj such that for all

d > diy1 we have [|Rks145,p, < tgl/Q

prove that [|x[isitspq <ty /> and [[H(f4)|jszsss,m, <ty

Note that in the same way, we can also
4/5

Proof of (i) : For d > dj11, we have by (6.18)

(7.37) 1F Mkt tiran < I Mertra (U4 IR b1 45,00 PAX Nt 15,04)) -

In Point (i) we saw that || {?||x+14s,p0 < t;l/Q

by a larger integer if necessary, that

then, we can assume, replacing dj41

1
7.38 od s o, P(]|%¢ s <
( ) X k1 + Pd X M1+ ,pd) = Wd+1)d 3)>

for all > diy1. Now we Choose a positive constant C’kH (independent of d) such
that || fée+1 g1, T, < Chopr % 735 We then obtaln as in the proof of Point (2)

of the previous lemma, that ||fd||k+1 ras1 < Ck+1 T2 L for any d > dj.1. Note that

Ck+1 is, a priori, not the constant of statement of the lemma. Later in the proof
(see the proof of the point (iii)), we will replace it by a larger one.

Proof of (v) : The proof follows the same idea as the proof of Point (5) in the
previous lemma, that is why we don’t give a lot of details. Consider an integer
d > dg4+1. We write obviously

(7.39) CU) = C(a- 1) = (ba- f9) +C(da- 7= da- [7).
On the one hand, by (6.23), the interpolation inequality (6.9) with r = k and

p = 2k — 1, the condition (7.1), and the estimate ||x¢||x414s,p0 < t;l/Q (see the
proof of (7)), we obtain

—(1+8) B2 (14 +7) A

(7.40) 1¢(@a - fD ket trass < Mity
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(recall that 7 and ¢ are introduced in Theorem 6.8). Then, by (7.3) and (7.1), we
have [|C(¢q + [ lkt1,rar: < Mity" where —u < —3/2 and, replacing dj41 by a

larger integer if necessary, we obtain [|[((¢q - f®)|[k+1,rasy < %t;g/z.

On the other hand, following the same way as in the proof of point (5) in the

previous lemma (with the estimate |[H(f%)|/ks2543.0, < t;4/5 given in (i)), we can

prove that

(7.41) 16(ba - £ = ba fD)ra < Mitg”

with —v < —3/2, and replacing dy11 by a larger integer if necessary, we can write
. 1, _3/2

(7.42) 16a- £ = ba- F)nras < 5t2°°

Finally, we obtain for all d > d1,

(7.43) ICCF D Mkt trars < gt s
which gives the result (replacing actually di41 by dgy1 + 1).

Proof of (iii) and (iv) : We first write, using the inequality (6.19), for all d >
dk+1a

(7.44) IS artrra < N N2kt rma PeCllF N bt1ra) -

Putting Vi1 := max(1, T2k-+1(ék-+1)) (recall that ék+1 was introduced in (i7)), we
obtain by the point (ii),

(7.45) IS M 2kt1ra < Viern | F l2ks 1, -

We will use this inequality at the end of the proof.

In the same way as in the proof of (34) of the previous lemma, we can show that
for all d > dy41 we have

(7.46) 1F T okt rass < ML N 2kt1,m0 + 1K 2041 45000) 5
with

M| SE)H(F) |2111425,00
Mktzsw||H(fd)||2k—1—23,rd by (6.7)
Mt P2 (1S D 2r—1-sa Pe(lf  iira)

(7.47) ok I ra Pl £ lra)) - by (6.20)
tdA+4s+2

||>A<d||2k+1+s,pd

INIA A

We then get the estimate ||{¢||2x+1+45,p0 < Mg

(7.48) P 2kt < Mi(lLf l2rsrirg + 5772,

Now, since A > 8s + 4, replacing diy1 by a larger integer if necessary, we can

assume that for any d > dy41, we have Mkt§+4s+2 < #tZA/z (note that it also

2Vii1
1 AJ2
Wern ty"")

, which gives

implies M}, < . This gives

A/2 1 34,2
td/ 1 2kr1ra + 57—y 2

d+1
T49) 1 ok T

S -
2Vt
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We choose a positive constant Cj41 such that

B kg,
(7.50) Cryr > max (1,C’k+1, o Lt ) .
di+1
We then have || f@++1 “2k+17rdk+1 < CkHtg‘kH and, using (7.49) we obtain by induc-
tion :
d Cri1,4 A
(7.51) 1 ll2k+1,g < mtd < Cr1ly
for all d > dj41.
Now, by (7.45), we have

Ck
IS Dll2rt1,ms < Vit v +
ket 1

ta,
for all d > dj41.
Moreover, the definition of Cj41 completes the proof of the point (i), (ii) and (v).

Lemma 7.2 is proved. u

Remark 7.4. What about the proof of the affine version of Theorem 6.8 (see Section
6.2.3) 7 In fact, we can prove this result exactly in the same way. We just have
to replace in Lemmas 7.1 and 7.2, the terms f¢ and ¢(f?) by f¢—fo and ¢(f%) —fo.

We can explain in this remark why we did not add a term —fg to the estimate
(6.22) in the affine version of Theorem 6.8 as we did for (6.19), (6.20) and (6.23).
If we look at the proof of Lemmas 7.1 and 7.2, the only place where we used the
estimate (6.22) was in the proof of the points (544+1) and (v), writing :

C(da- [ =C(ba- ) +C(ba- [ = a- ).
For the affine version, we have to write
¢(¢a- 1) ~fo = (C(@a- f*) = fo) +¢(a~ !~ a- f7)
We can work with the term ((¢q - f¢) — fo in the same way as in Lemmas 7.1 and
7.2. For the term ((¢q - f4 — ¢q - f4) (without —fo) we use the estimate (6.22).

8. APPENDIX 2 : SOME TECHNICAL RESULTS

This section is devoted to state and prove some technical results we used in the
proof of Theorem 4.1.

8.1. The local diffeomorphisms. As we said in section 6, the proof of Theorem
4.1 consists in checking that our situation is a particular case of the “SCI-context”
given in the Appendix 1. We then need some estimates on local diffeomorphisms
and action of local diffeomorphisms on smooth functions. Most of the properties
of the definition of SCI-spaces, SCI-groups and SCl-actions can be found in [11]
and [25]. In each of the followings lemmas, if p is a positive real number, B, is the
closed ball in R™ of radius p and center 0.

We first recall here the following useful Lemma.
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Lemma 8.1. Let r > 0 and 0 < n < 1 be two positive numbers. Consider two
smooth maps

fiBrasn = RY and x:B, - R"
such that x(0) = 0 and ||x||1,» <n. Then the composition f o (id+ x) is a smooth
map from B, to R™ which satisfies the following inequality:

(8.1) I1f o (id + X) k. < W f ey (T4 Prllxlle,r))

where Py, is a polynomial of degree k with vanishing constant term (and which is
independent of f and x).

Moreover, writing for any x

82)  flz+x(@)+ () = fz+x(2)) :/0 df (z + x(x) + t¢(2)) (¢ () dt

we get :

Lemma 8.2. Letr > 0 and 0 < n < 1 be two positive numbers. Consider three
smooth maps

fiBrayn =R, x and £ : B, — R"”
such that x(0) = £(0) =0 and ||x|l1,» + |€]l1,r <n. Then we have the estimate

8.3) [If o (Id+x+&) = foTd+X) ke < [ le+rratm 1€l RUXN ks [1Ellkr)

where R is a polynomial in two variables (which is independent of f, x and §).

In [25] all the diffeomorphisms we used were of type Id + x where x was directly
defined by the background. Here as we want diffeomorphims preserving a given
Poisson structure, we work with the flows of Hamiltonian vector fields (these vector
fields are “naturally” defined by the context). Even if such a diffeomorphism is
of type Id + x too, we only have information about the vector field X defining it.
Lemma 8.3 allows to use the estimates given above combined with the estimates of
X.

Lemma 8.3. Letr >0 and 0 < ¢ < 1 be two positive numbers. Consider a smooth
vector field X on B,y. vanishing at 0 and ¢t its flow written ¢* = Id + x* with

x'(0) =0.

a) If | X||1,r+e < € then for all t € [0,1],
(8.4) X'l < ClIX]|
where C is a positive constant independent of X and x*.

b) If | X |l1,r+e < € then for all t € [0,1] and all L > 2,
(8.5) IX Nz < IX L rsePr(|X

where Pr, is a polynomial independent of X and x* with positive coefficients, and
l=1[5]41 ( [] denotes the integer part).

1,r4¢€>

Il,r-&-s),

Proof. a) If x is in B, and t € [0, 1], then we can write

t

(5. (@) ='(@) 2= [ X @)ar.
0

It is clear, since || X||1,r4+- < €, that (8.6) gives

(8.7) X llor < X llo,r+e < X1, -
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Now for ¢ and j in {1,...n} we have

o9 [g] < [ 3G ee|gEels

< [ XlgmeellgEel [ gl
< ||x||”+5/2]%

which gives,
an < axk
(89) Z n”XHl r+e o Z ) d7+n||XH1J"+5‘

Now, Gronwall’s Lemma gives

¢
(8.10) S| 26 )| < e X e

for all ¢ € [0; 1]. Using the condition ||X||1,+e < €, the point a) follows (with
C = ne™).

b) To prove this point we write again the trivial relation
t

(811) (@) = d(0) o= [ X(e7(@)dr
0

and then use an induction on L. We first prove that the inequality holds for L = 2.
If x in B,., we write

62X§ T _ /t = 82Xi x))aﬁhz x 3(;5; (m) dT
00 o é)xvaxu Ox; oxy
¢y,
(8.12) / 8xu (2)) Dand,; (z)dr.

It gives by the point a) and the hypothesis 1 X 11,r4e <€,

aQXt
O0x0x

(8.13) ‘

62 T
1+ € + X e [ Z !ax,fgzj e

2 T
Note that in this inequality, we have in fact aik‘gf;j = aikg‘;j . In the same way as

in the proof of a), summing these estimates and using the Gronwall Lemma, we
obtain

n 62¢t
(814) Y|t ()| < nll+ CPX o, ppeem ¥t <

where a is a positive constant. We then get the expected inequality for L = 2.

Now, suppose that L > 2 and that the estimates (8.5) are satisfied for all k =
2,...,L—1. If ais a multiindex in N with |a| = L (|a] is the sum of the components
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of «), we have for all z in B, and i in {1,...,n},
dlelyt  glol (X, o ¢7)

It is easy to show that

l(Xi0g7) _ 5 (awmxi

(8.16) o 57 O ¢")Ap(e7),

1<|BI<SL

where Ag(¢™) is of the type

amlgr omeilgr,
oz T QxYisl

(8.17) Ap(o7) = > Qym

1<m;<n, |v;|>1
[y1l4---+1v g |[=L

where ¢7 is the mi-component of ¢ and the a.,, are nonnegative integers.
mi Y

If { = [£] + 1 then we can write

Al(X; 0 7 ovlx; i elx; i
% = Y (FFedNA@) + Y (S0 7) As(eT)
I<|BI<L 2<|8|<l

n 8X1 . 8\a|x;j
(8.18) +;(833j °¢ )W

When [ < |8] < L, all the |v;| in the sum (8.17) defining Az(¢”) are smaller than

. On the other hand, when 1 < |8] < [, then in each product in the expression
7] pu

(8.17) of Ag(¢7) there is at most one factor aaiﬁ’” with L > |y| > [ (the others

have |y| <1). Therefore, using the point a) with the hypothesis || X||1,,+e < ¢ and

the induction hypothese we obtain, for all = in B,

t

el "o ala‘XJT'
8.19) [ G20 < X et X ) + 1K e [ 3 [ )ar.
j=1

ox«

where ¢ is a polynomial independent of X and x! with positive coefficients. We
then conclude as in the case L = 2 (via Gronwall’s Lemma). g

Finally, we show the following result corresponding to inequality (6.22).

Lemma 8.4. Let r > 0 and 0 < n < 1 be two positive numbers. There exists a
real number a > 0 such that if f, g1 and go are three smooth functions on By.(14y)
verifying ||g1ll2,r+n) < an and ||g2l2,r(14y) < an and if we denote by ¢y (resp.
¢2) the time-1 flow of the Hamiltonian vector field X4, (resp. X,,) of the function
g1 (resp. ga2) with respect to a Poisson structure, then we have the estimate :

[fopr—fodaller < o1 — g2llesirarmlfllrsrrarmPUgillrstrain)
H flkr2r@n By g1 llkr2.rarns 191 lkr2.r14m)

where P and Ry are polynomials with real positive coefficients (independent of f,
g1 and g2) and Ray contains only terms of degree greater or equal to two.
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Proof. Let x be an element of the closed ball B,.. If ¢} and ¢} design the flows of
the vector fields X, and X,, we can write:

Fo1@) = F(6e(@) = F(o1(@)) = F(@)+ F(z) = F(9n(a)
/0 (Xynf) o 6L () di — / (Xyof) o db(a) dt

(8.20)

1 1
= [ o, frodia) dt—/ {g2. [} o db(x) dt
0 0

/{gl—gQ,f}oa:i(w)dH/ {92, ) o bl (x)di
0 0

1
7/0 {92, f} o d(x)dt.

Now, using the same argument as above with {g2, f} instead of f, we get

(8:21) f(61()) — f(62(x)) = / (91— g2, [} o & () dt
([ toe ot ar)a

/01 (/Ot{gz, (92, f}}oqsg(z)dr)dt.

Now, we choose the real number a > 0 in order to make sure that we can apply
correctly Lemma 8.3 and Lemma 8.1 which depend on small conditions.

Finally, applying Lemmas 8.1 and 8.3, we then obtain the result (remark that
we have, for example, [[{g2 , fHlirm < Cl2 it sm I s 1r1 s, and also
1 X g0 lk,r(14m) < MI|g1llk+1,r(14) Where C and M are positive constants indepen-
dent of f, g1 and g2). O

8.2. Momentum maps. Consider a momentum map A : M — g* with respect
to the Poisson structure II. We saw in section 5.1 that we can associate to A
a Chevalley-Eilenberg complex C*®(g, C*°(M)), with differential §, and homotopy
operator h. If pu is another momentum map with respect to the same Poisson
structure then we can see the difference ;1 — A as an 1-cochain in the complex. We
then define ¢* = Id 4 x* the flow of the Hamiltonian vector field Xj(,_») with
respect to the Poisson structure and ¢ = ¢! the time-1 flow.

Lemma 8.5. Letr >0 and 0 <7 < 1 be two positive numbers. With the notations
above, we have the two following properties :

a) For any positive integer k we have

(8.22) 16(k =Mk < Clliw = MEg1.r

where C' is a positive constant independent of pu and .
b) There exists a constant o > 0 such that if || — || sq2,r(149) < an, then we
have, for any positive integer k :

(8.23) o ¢ = M < i = M aszr@im P = Mitsi1rarn)

where P is a polynomial with positive coefficients, independent of u and .
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Proof. Let us consider a basis {51, .. ,fn} of the Lie algebra g and the real numbers
cfj defined by [&;, &] = Zp 1 w In this proof, we adopt for instance the
notation A;, for A(§;) or & o A.

We first prove the point a). In order to simplify, we denote by f = u— A. By
definition of the differential § (see section 5.1), we have :

(8.24) 0f(&ng) = & f(&) =& f(&) = (&, &))
= {/\ivfj}_{/\jvfi}_zcgjfp
p=1

It allows us to write the following equality :

(8.25) Uis fiy = Ay gy —{Ni, i} — {un AN AL
= {,u“ /Lj} 5f Ez/\fj Zczjfp {/\za Aj }

Now, since A and p are momentum maps, we have

(8.26) {mis i} =16, §lon= Z

and also {\;, \;} =Y A,

p=1C%ij
Therefore, we obtain :

(8.27) 6fa(& NE) =—{fi, fi}-
Finally, we just write the following estimates :
(8.28) 18 f 111, < n(n = DIkl FllR,r s

where II is the Poisson structure considered.

Now, we prove the point b) of the lemma. Let z be in the closed ball B,, we
first write :

(8:29) pod(x) = Ax) = pod(x) —Aod(x) + Aod(x) — Az).
Now, by the definition of §, we have for each i € {1,...,n} :

1
A {h(p=A), Ai} o ¢'(x) dt

1

—/ Sh(p — \); o ¢'(x) dt
0

We know (see Lemma 5.6) that

(8.31) p—A=6h(p—A)+h(6(n—N),

therefore, we get

(832) Asod(r) — Ax) = - / (11— )i 0 6 () dt + / B(6(u— N)), 0 6! (x) dt
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Finally, injecting this equality in (8.29), we get

(833) o)~ (@) = (u—A)iod(x)— / (1= )i o @' (x) di

+/01 h(8(u—N)), 0 ¢ () dt
/01 (/tl (Xh(ufxy(u — A)i) 0 ¢ (x) dT)dt

+/0 h(5(,u—)\))io¢>t(x)dt

/01 (/1{h(“_ A)s (= A)iy o 9" (z) dr)dt

t

+/0 h(0(n—A)), 0 ¢'(x)dt.

Now, the equality (8.33) combined with Lemma 5.6, Lemma 8.1 and the point
a) of this lemma give :

(8.34) 06 = Al < N1t = Ml sg 1 PUX i)

where P is a polynomial with positive coefficients and which does not depend on p
and A. Finally, we conclude using Lemma 8.3.

Note that we know, using Lemma 5.6, that || X - l|1,r(149) < M||p—=All24s,r(14n)
where M is a positive constant independent of x and A. The condition we gave in
the statement of b) (|| — M|s42,r(144) < @n) is to make sure that we can apply
correctly Lemma 8.3 and Lemma 8.1 which depend on small conditions.

[10]
(11]
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