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Analysis of a Local Hydrodynamic Model
with Marangoni Effect
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We study a mathematical model treating of the dynamic contact line prob-
lem, supposed to describe the main features of the advancing triple line (rolling
motion and variable contact angle) and to remove the singularity. The model
is composed by a macroscopic hydrodynamic free surface flow model (HFSM)
(Navier–Stokes) coupled with a mesoscopic local surface model (LSM). Detailed
mathematical and numerical analysis of the 1D steady-state local surface model
are done: existence and uniqueness of the exact and numerical solutions, extra
properties of the derivatives, and convergence of finite element schemes. Some
numerical results of the two models treated separately are presented for a 2D
plunging tape configuration.

KEY WORDS: Dynamic contact line; Shikhmurzaev’s model; surface tension;
non-linear local surface model; numerical computation.

1. INTRODUCTION

We study a mathematical model treating of the dynamic contact line prob-
lem: the motion of an advancing liquid on a solid surface and displacing
a gas. Our final goal is to simulate numerically the motion of a such flow.
The present paper is the first part of our study.

The physical phenomena of dynamical contact line appears in many
industrial processes such as coating of solids by liquids.

Two main features of such viscous and slow flows revealed by exper-
iments are the following:
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(i) The liquid front advances following a rolling motion, similar to
a caterpillar vehicle, see [5]: the particles of the liquid–gas inter-
face arrive at the solid–liquid interface.

(ii) The dynamical contact angle derives from its static value—deter-
mined by the classical Youngs equation, and depends on the
fluid velocity in the bulk. In addition, it seems that its value can-
not be prescribed explicitly in a general way, see [1] and the ref-
erences cited therein for a more complete review.

The contact angle and the triple line velocity are ones of the most impor-
tant parameter to describe the motion of such flows.

The mathematical modeling of the moving contact line is delicate.
A no-slip boundary condition at the solid–liquid interface implies a non-
physical singularity: the fluid exerts an infinite force on the solid surface
[5].

Then, most of the theories and most of models have been based on
a slip-page description, see e.g., [3,6,8], see also [4,9] for a more complete
review.

A slip condition removes the singularity, however, it replaces the roll-
ing motion by a sliding one [6,10]. For a normal liquid flowing over a
smooth solid, slippage is usually negligible [4].

The mathematical model studied in the present paper is the Shi-
khmurzaev’s model established and presented in [1,9–11]. This model is
supposed to describe the main features of the advancing contact line and
to remove the singularity.

The main idea of this model is the following. The rolling motion
induces a local variation of the surface tension. This variation would be
due to fluid particles going from the liquid–gas interface to the liquid–
solid one. The surface tension gradient induced, influences the motion and
the force near the contact line, and implies a Marangoni effect. In this
model, the (dynamic) wetting angle is not imposed but is a response of the
model.

In a mathematical point of view, the Shikhmurzaev’s model is com-
posed by a macroscopic Hydrodynamic Free Surface Model (HFSM)
(Navier–Stokes incompressible) fully coupled with a mesoscopic Local
Surface Model (LSM) (non-linear degenerated time-dependent equation).

The paper is organized as follows. In Sec. 2, we present the Shi-
khmurzaev’s model established in, [9; 10–11] and we reformulate its equa-
tions. In Sec. 3, we study mathematically the 1D steady-state version of
the LSM. In Sec. 3.1, the existence and uniqueness of the solution is
proved, and extra properties on its derivatives are stated. In Sec. 3.2, we
discretize the LSM using the finite element method, and we prove the exis-
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tence, the local uniqueness and the convergence of the finite element solu-
tion. In Sec. 4, numerical results are presented. First, we consider the 1D
LSM and present some numerical tests. Then, we consider independently
a simplified version of the HFSM with the local Marangoni term given.
Some simulations corresponding to a plunging tape configuration are per-
formed. The complete model will be studied in the second part of the
present article. The numerical schemes, algorithms and numerical results
obtained will be presented therein.

2. THE MATHEMATICAL MODEL

The model studied in the present paper and presented below derives
from [1,9–11].

Let Ω be a liquid drop (L) wetting a solid (S). We denote by ΓSL the
solid–liquid contact surface, by ΓSG the solid–gas contact surface, by ΓLG
the free surface liquid–gas and by γC the contact line liquid–gas–solid (the
triple line).

When the liquid is at rest, the (static) contact angle θs satisfies the
classical Youngs equation:

σ
eq
LG cos(θs)=σ eq

SG −σ eq
SL (1)

where σ
eq
LG, σ eq

SL and σ
eq
SG are the equilibrium surface tensions of the

liquid–gas, solid–liquid and solid–gas interfaces respectively.
The interface fluid–gas is considered at a macroscopic length scale

and the solid surface is supposed to be perfectly smooth.
When the drop is moving, for example when sliding on an inclined

plane, the contact angle and the drop shape are variable. The aim of the
present study is to simulate numerically a such phenomena using the Shi-
khmurzaev’s model [1,9].

A macroscopic HFSM, for the fluid motion is coupled to a meso-
scopic LSM describing the surface tension distribution and the contact
line motion. The HFSM consists to the Navier–Stokes equations with free
surface and original boundary conditions. The coupling with the LSM is
done through these boundary conditions imposed on a small vicinity of
the triple line. The LSM describes the dependence between the surface ten-
sion parameters and the fluid motion.

Let us give the equations of the full model in two dimensions of
space. Figs. 1 and 2 illustrate the model for the advancing angle of a drop-
let wetting partially a solid.
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2.1. The 2D Macroscopic Hydrodynamic Free Surface Model

We denote by �u the fluid velocity, p its pressure, Σ the stress tensor,

Σij =−pδij +µ(∂iuj + ∂jui), 1� i, j �2, (2)

where µ is the dynamic viscosity.
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We denote by (�τ , �n) the unit tangential and external normal vectors
such that it is direct. We set:

�Σn=Σ.�n∈ IR2; �Σn=Σn�n+Στ �τ . (3)

The fluid motion is governed by the incompressible Navier–Stokes
equations:

ρ̂
∂ui

∂t
− (div(Σ))i + ρ̂(�u. �∇)ui = ρ̂gi in(0, T )×Ω 1� i�2,

div(�u) = 0 in(0, T )×Ω, (4)

where ρ̂ is the fluid density, �g the gravity, T the final time and

(div(Σ))i =
2∑
j=1

∂jΣij .

To describe the boundary conditions, we decompose ΓSL (respectively
ΓLG) in two parts ΓM

SL and Γ m
SL (respectively ΓM

LG and Γ m
LG). The nota-

tion M (respectively m) refers to the macroscopic (respectively mesoscopic)
boundary (see Fig. 1).

The boundary �x conditions on the free surface (liquid–gas) are

�Σn=
{

(−pext +σLGκ)�n in (0, T )×ΓM
LG

(−pext +σLG κ)�n+ ( �∇σLG.�τ)�τ in (0, T )×Γ m
LG

(5)

where κ is the mean curvature and pext is the external pressure.
The liquid–solid contact is described by

�u= �US in(0, T )×ΓM
SL (6)

where �US is the solid velocity, and

�u.�n =0 in(0, T )×ΓM
LG,

Στ =−(β(�u− �US)− 1
2
�∇σSL).�τ in(0, T )×Γ m

LG,
(7)

where β >0 is a sliding type coefficient. We have β≈µ/h, where h is the
layer thickness, see [9] and Fig. 2.

Let us point out that in the Shikhmurzaev’s model, there is no actual
slip between the fluid and the solid surface [9]. The boundary condi-
tion (7) models an apparent slip, where the surface velocity vs

i introduced
below (see relations (15), (16) and Fig. 2) models a mean velocity in the
layer of thickness h.
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In other respect, the boundary condition (7) removes the shear–stress
singularity.

Surface tension gradients appear in (5) and (7). It is a particularity
of the present model. Let us recall that surface tension gradients imply a
flow towards the region of higher surface tension (the Marangoni effect).
In the present model, it is a self-induced Marangoni effect. As a matter of
fact, the Shikhmurzaev’s model is based on the assumption that the roll-
ing motion, described in [5], implies a mechanical and local change of the
surface tension coefficients (see [9]).

Remark 2.1. Far enough from the triple points i.e., in the so-called
macroscopic area, one had assumed that the fluid sticks to the solid (no-
slip boundary conditions) and that the surface tension gradient �∇σLG van-
ishes. In others words, the surface tension gradients are supposed to be
non-null only in the so-called mesoscopic area Γ m

SL and Γ m
LG.

Remark 2.2. If �∇σSL = �∇σLG = 0 then the boundary conditions are
more classical. In that case, the boundary condition (7) is a Navier slip
type boundary condition.

The free surface dynamic. We define the free surface ΓLG as the
graph of a function ϕ(t, x1),

ΓLG ={x2, x2 =ϕ(t, x1), x1 ∈ Ix, t ∈ (0, T )}. (8)

Then, the free surface motion is described by the following equation:

∂ϕ

∂t
+u1

∂ϕ

∂x1
=−u2 in (0, T )× Ix (9)

with initial conditions given. The boundary conditions is:

ϕ(t, x̂) given (10)

if the extremity point x̂ of the surface is an inflow extremity.
Using the representation (8) of ΓLG, we have the expression of the

mean curvature:

κ(t, x1)= ∂

∂x1
(

∂ϕ
∂x1√

1+| ∂ϕ
∂x1

|2
)(t, x1) in (0, T )× Ix.

Remark 2.3. Let us point out an important feature of the model.
The dynamic wetting angle θd is not imposed. It is a response of the
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model. It can be computed using the relation:

cotan(θd)=− ∂ϕ

∂x1
(t, PC) in(0, T ), (11)

where PC is the triple point liquid–solid–gas.

If σLG, �∇σLG and �∇σSL are given in the mesoscopic areas Γ mSL and
Γ mLG, then the system (4)–(10) models a free surface Navier–Stokes flow
with surface tension, with a local sliding type boundary condition taking
account a Marangoni effect. With initial conditions, this system is closed.
In all the sequel, we omit the � on the vectorial quantities.

2.2. The mesoscopic Local Surface Model

In the Shikhmurzaev’s model [9], the Young equation is supposed to
remain valid when the contact line is moving:

σLGcos(θd)=σSG −σSL. (12)

Since the dynamic angle θd is different from its static value θs when the
contact line is moving, this assumption implies that at least one surface
tension coefficient σ changes from its equilibrium value σ eq.

The Shikhmurzaev’s model is based on the assumption that the roll-
ing motion [5] implies a local change of the surface tension coefficients
from its equilibrium value to a different value, in a finite time τ ∗ called
the relaxation time (see [9]).

In others respects, it follows from the experiments presented in [1]
that the surface tension coefficients depend locally on the contact line
velocity and on the fluid flow in the bulk. So, the macroscopic HFSM and
the mesoscopic LSM are fully coupled.

Now, let us present the so-called mesoscopic LSM as it is established
in [9].

Roughly, the interfaces are described by surface densities ρs. These
surface densities are solution of surface continuity equations. A state equa-
tion gives the relation between ρs and the surface tension coefficients σ .

We denote by ρs
i , i = 1,2, the surface density on ΓLG (i=1) and on

ΓSL (i=2). The surface tension is related to the excess density through a
linear state equation

σi =γ (ρs
0 −ρs

i ), i=1,2, (13)

where γ and ρs
0 are given constants.
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We have the surface continuity equation:

∂ρs
i

∂t
+div(ρs

i v
s
i )+

1
τ ∗ (ρ

s
i −ρeq

i )=0, i=1,2, (14)

where τ ∗ is the relaxation time relative to the rolling motion, vs
i is a mean

velocity inside the layer and ρeq
i is its density at equilibrium [9]: σi(ρ

eq
i )=

σ
eq
i , i=1,2.

The velocity vs
1 (respectively, vs

2) is related to ρs
1 (respectively, ρs

2) and
to the fluid velocity u (respectively, the solid velocity US). We have the fol-
lowing Darcy laws type, [9]:

(1+4α1α2)∇σLG =4α2(v
s
1 −u), (15)

vs
2 =α1∇σSL +1/2(u+US), (16)

where αi, i=1,2, are given constants characterizing the viscous properties
of the interface.

Remark 2.4. The macroscopic parts ΓM
SL and ΓM

LG, it follows from
(15),(16) and (6) that:

vs
1 =u in(0, T )×ΓM

LG,

vs
2 =u=US in (0, T )×ΓM

SL.

In addition, one has:
vs

1.n=u.n in (0, T )×Γ m
LG.

At the triple junction, the surface flux continuity is imposed:

(ρs
1v

s
1)ef = (ρs

2v
s
2)eg, (17)

where ef and eg are unit vectors normal to the contact line and tangential
to the gas–liquid and gas–solid interface respectively, Fig. 2. Let us notice
that: cos(θd)=−ef .eg.

The system (4)–(17) with given initial conditions is closed.
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Reformulation of the LSM

We set: ξ = γ ((1+4α1α2)/4α2). It follows from (13) with i = 1 and
(15) that:

vs
1 =u− ξ∇ρs

1. (18)

Then, the mesoscopic LSM on the liquid–gas interface becomes:

∂ρs
1

∂t
− ξ1div(ρs

1∇ρs
1)+div(ρs

1u)+
1
τ ∗ ρ

s
1 = 1

τ∗ ρ
eq
1 in (0, T )×Γ m

LG,

ρs
1 =ρeq

1 on (0, T )×JLG,

(ρs
1(u− ξ∇ρs

1)) given on (0, T )×PC, (19)

where JLG is the junction point of Γ m
LG and ΓM

LG, and PC is the triple
point.

With initial conditions, the LSM on the free surface liquid–gas (19) is
closed.

Let us treat the case i=2. We set λ=α1γ and:

U =1/2(u+US). (20)

Using (13) with i=1 and (16), we obtain:

vs
2 =U −λ∇ρs

2. (21)

Then, we obtain the mesoscopic LSM on the solid–liquid interface:

∂ρs
2

∂t
−λdiv(ρs

2∇ρs
2)+div(ρs

2U)+
1
τ ∗ ρ

s
2 = 1

τ ∗ ρ
eq
2 in (0, T )×Γ m

SL,

ρs
2 = ρ

eq
2 on (0, T )×JLG,

(ρs
2(−λ∇ρs

2 +U)) given on (0, T )×PC, (22)

where JSL is the junction point of Γ m
SL and ΓM

SL.
With initial conditions, the LSM on the solid–liquid surface (22) is

closed.
The two models (19) and (22) are very similar. In a mathematical

point of view, it is non-linear degenerated unsteady equations.
The numerical simulation of the complete model (HFSM fully cou-

pled with LSF) will be treated in an other article (part II).
The purpose of section 3 is to give mathematical and numerical anal-

ysis of the 1D mesoscopic LSM. Then, we present some 1D and 2D
numerical results as applied to a plunging tape configuration. The goal
being to understand the LSM contribution to the bulk fluid motion.
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3. THE 1D LOCAL SURFACE MODEL

We study the 1D steady-state version of the LSM. First, we detail
the mathematical analysis. Under some physical assumptions, we prove the
existence, the uniqueness of the weak solution and some useful estimates
of the solution, the first and second derivatives.

Then, we consider a IPk finite element discretization and we prove
the existence, uniqueness and the convergence of the discrete solution.

Finally, we present some numerical results illustrating the mathemati-
cal properties proved and the solution behavior.

The 1D steady-state LSM

Let us consider the LSM (22), the model (19) being similar.
We assume that the boundary Γ m

SL is straight and parallel to a xi-axis,
i=1,2.

We set f = (1/τ ∗)ρeq
2 , ρ∗ =ρeq

2 the characteristic surface density, U∗ =
|US| the characteristic velocity and let l be the characteristic length of the
mesoscopic length |Γ m

SL|.

We set the dimensionless variable ρ̃=ρ/ρ∗ and we immediately omit
the ˜ on the dimensionless variables.

The 1D steady-state and dimensionless LSM is the following:

−(ρρ′)′ + δ1Uρ
′ + δ2ρ = δ2 for y ∈ (0,1),
ρ(0) = 1,

(−ρρ′ + δ1Uρ)(1) = φ, (23)

where

δ1 = lU∗

λρ∗ , δ2 = l2

λρ∗τ ∗ (24)

are dimensionless numbers,

φ= δ1ρ
eq
1 (2U(1)+1) (25)

is the flux at the contact point, and U is defined by (20).
Let us notice that if we set l= τ ∗U∗, then δ1 = δ2 = τ ∗(U∗)2/λρ∗.



Analysis of a Local Hydrodynamic Model with Marangoni Effect 379

3.1. Mathematical Analysis

We consider the mathematical model:

(P )




−(ρρ′)′ + δ1Uρ
′ + δ2ρ = f in ]0,1[,

ρ(0) = ρ0,

(−ρρ′ + δ1Uρ)(1) = φ,

where δi >0, i=1,2, and f is given in L2(0,1).

Under some physical assumptions, we prove the existence of the weak
solution of (P ) using the Leray–Schauder fixed point theorem, the unique-
ness using the Gronwall’s Lemma and we prove some extra properties of
the first and second derivatives of the solution.

We make the following assumption on the velocity U .

Assumption 3.1.

(i) U ∈W 1,∞(0,1) and U �0 in [0,1].
(ii) U ′ �0 a.e. and ‖U ′‖∞ �2δ2/δ1.

We will prove the existence and uniqueness of solution of (P ) using
the Leray–Schauder fixed point theorem. To this end, we first prove the
existence, uniqueness and some extra regularity of the solution of the fol-
lowing linearized and regularized problem.

Let ε>0, let βε ∈C1(R), Lipschitz, increasing and such that:

βε(x)=
{
ε if x�0,
x if x�2ε. (26)

Let θ : [0,1]→R be given, the linearized and regularized problem is:

(Qβ)




−(βε(θ)ψ ′)′ + δ1Uψ
′ + δ2ψ = f in ]0,1[,

ψ(0) = ρ0,

(−βε(θ)ψ ′ + δ1Uψ)(1) = φ.

We set:

V0 ={v∈H 1(0,1), v(0)=0}, (27)

Vρ0 ={v∈H 1(0,1), v(0)=ρ0}, (28)

a
β

2 (θ;ψ,v)=
∫ 1

0
βε(θ)ψ

′v′ dx
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a1(ψ, v)= δ1

[∫ 1

0
Uψ ′v dx−U(1)ψ(1)v(1)

]
, (29)

a0(ψ, v)= δ2

∫ 1

0
ψv dx, (30)

aβ(θ;ψ,v)=aβ2 (θ;ψ,v)+a1(ψ, v)+a0(ψ, v),

and

l(v)=
∫ 1

0
f v dx−φv(1). (31)

With the notations above, the weak formulation is:

(Qβ)

{
Find ψ ∈Vρ0 such that
aβ(θ;ψ,v)= l(v) ∀v∈V0.

Proposition 3.1. Let θ ∈H 1(0,1) be given and let Assumption 3.1 be
satisfied.

(i) There exists an unique solution ψ to (Qβ).
(ii) ψ ∈H 2(0,1).

Proof. (i) We have θ ∈ H 1(0,1), βε(θ)(x) ∈ [ε, βε(‖θ‖∞)] and U ∈
W 1,∞(0,1), then the continuity of aβ(., .) and l(.) are straightforward.
The bilinear form aβ(θ; ., .) is V0-coercive: ∀v∈V0,

aβ(θ;v, v) =
∫ 1

0
βε(θ)(v

′)2 dx+ δ1

2

[ ∫ 1

0
U(v2)′ dx−2U(1)v2(1)

]
+δ2

∫ 1

0
v2 dx

=
∫ 1

0
βε(θ)(v

′)2 dx− δ1U(1)v
2(1)+

∫ 1

0

[
δ2 − δ1

2
U ′]v2 dx.

Under Assumption 3.1,

aβ(θ;v, v)� cε‖v‖2
1 ∀v∈V0, (32)

where cε is a constant independent of θ .
Then, the result follows from the Lax–Milgram theorem.
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(ii) We have:

−(βε(θ)ψ ′)′ + δ1Uψ
′ + δ2ψ=f in D′(0,1)

with U ∈W 1,∞(0,1) and βε(θ)ψ ′ ∈L∞(0,1). Hence βε(θ)ψ ′ ∈H 1(0,1) and
one can deduce that ψ ′ ∈H 1(0,1). Hence the result.

Now, we consider the non-linear regularized problem:

(P β)




Find ρ satisfying
−(βε(ρ)ρ′)′ + δ1Uρ

′ + δ2ρ = f in ]0,1[,
ρ(0) = ρ0,

(−βε(ρ)ρ′ + δ1Uρ)(1) = φ.

Proposition 3.2. Under Assumption 3.1, Problem (P β) has at least
one weak solution in H 1(0,1) and this solution belongs to H 2(0,1).

Proof. We use the Leray–Schauder fixed point theorem. To this end,
we define the operator T as follows:

T :H 1(0,1)→H 1(0,1); θ �→ψ, (33)

where ψ is the unique solution of (Qβ).
Any fixed point of T is solution of (P β).

Using the continuity and the coercivity of the bilinear form aβ(., .)

(see (32)), we obtain: ∀θ ∈H 1(0,1),

‖ψ‖1 =‖T (θ)‖1 � cε,

where cε is a constant independent of θ .
In others respects, as ψ=T (θ)∈H 2(0,1) (Proposition 3.1), we obtain from
the first equation of (Qβ):

−βε(θ)ψ ′′ −β ′
ε(θ)ψ

′ + δ1Uψ
′ + δ2ψ=f.

Let us suppose that θ belongs to a ball B(0, r) in H 1(0,1). Then we
deduce that

ε‖ψ ′′‖2 � (r+ δ1‖U‖∞)‖ψ ′‖0 + δ2‖ψ‖0 +‖f ‖0.

So T (B(0, r)) is bounded in H 2(0,1). It follows from the compactness of
the injection from H 2(0,1) into H 1(0,1), that T is compact from H 1(0,1)
into itself.
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Let σ in [0,1] be given and ρ be a fixed point of σT : ρ=σT (ρ).
We set ρ̃= (ρ−ρ0), ρ̃∈V0. As previously, we prove that there exists a con-
stant cε independent of σ such that:

‖ρ̃‖1 � cε.

It follows from the Leray–Schauder theorem (see e.g., [7]) that T has
at least one fixed point ρ in H 1(0,1) and the result follows.

Let us assume the following.

Assumption 3.2. We have: ρ0>0, φ�0 and inf
(0,1)

f >0.

Let η be a real satisfying: ρ0 �η>0, ηδ2 � inf (0,1)(f ) and ηδ1U(1)�φ.
For example for U(1)<0, we set:

η=min
{
ρ0,

1
δ2

inf
(0,1)

(f ),
φ

δ1U(1)

}
(34)

Lemma 3.1. Under Assumptions 3.1 and 3.2, the unique solution ψ

of (Qβ) satisfies ψ�η>0 in [0,1].

Proof. We choose v= (ψ−η)− =max(−ψ+η,0) as test function. We
have v in V0, v�0, v= (−ψ+η) if η�ψ and v=0 if η<ψ .
Under Assumption 3.2 and using the equality ψv= (η−v)v, we obtain:

−
∫ 1

0
βε(θ)(v

′)2 dx+ δ1

2
U(1)v2(1)−

∫ 1

0
[δ2 − δ1

2
U ′]v2 dx

=
∫ 1

0
[f −ηδ2]v dx+ [ηδ1U(1)−φ]v(1)

�0.

Under Assumption 3.1, we have U(1) � 0 and (δ2 − (δ1/2)U ′) � 0,
hence ∫ 1

0
βε(θ)(v

′)2 dx=0.

It follows that v= (ψ−η)− =0 and ψ�η.

Theorem 3.1. Under Assumptions 3.1 and 3.2, Problem (P ) has at
least one weak solution ρ in H 1(0,1). This solution satisfies ρ(x)� η> 0
in [0,1] and belongs to H 2(0,1).
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Proof. It is straightforward. Let us choose ε=η/2 (see (26) and (34)).
Let T be the operator defined by (33), for all θ ∈H 1(0,1), ψ=T (θ)�η>0
(Lemma 3.1). Also, ρ=T (ρ)�2ε and βε(ρ)=ρ. Hence the result.

Theorem 3.2. Under Assumptions 3.1 and 3.2, and if ‖U ′‖∞ �δ2/δ1,
Problem (P ) has an unique solution ρ.

Proof. We denote by ρ1 and ρ2 two solutions of (P ).
(a) First, we prove that ρ′

1(0)=ρ′
2(0).

Let us suppose that ρ′
1(0)>ρ

′
2(0). Let ]0, ξ0] the largest interval such that

ρ1(x)>ρ2(x), x ∈]0, ξ0[.
Let us suppose ξ0 =1. We integrate the first equation of (P ) on [0,1]

with ρ1 and ρ2. By differentiating we obtain:

−ρ1ρ
′
1(1)+ρ2ρ

′
2(1)+ρ0(ρ

′
1(0)−ρ′

2(0))+ δ1[U(ρ1 −ρ2)]
1
0

+
∫ 1

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx=0.

Using the boundary conditions of (P ), we obtain:

ρ0(ρ
′
1(0)−ρ′

2(0))+
∫ 1

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx=0,

hence ∫ 1

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx <0,

which is impossible.
Therefore ξ0 ∈]0,1[ and ρ1(ξ0) = ρ2(ξ0). As previously, we integrate on
[0, ξ0] and we obtain:

−ρ1(ξ0)(ρ
′
1(ξ0)−ρ′

2(ξ0))+ρ0(ρ
′
1(0)−ρ′

2(0))

+
∫ 1

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx=0

hence (ρ1 −ρ2)
′(ξ0)>0. It is impossible. Therefore, ρ′

1(0)=ρ′
2(0).

(b) Second, we write the first equation of (P ) as a first order differ-
ential equation of the form:

W ′(x)=G(W)(x), x ∈]0,1[
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with W = (u, v)T , and

G(W)(s)= (v(s), −1
u(s)

[−v2(s)+ δ1U(s)v(s)+ δ2u(s)−f (s)])T .

We consider G : C1([0,1];R) ∩ F+ × C0([0,1];R) → C0([0,1];R) ×
C0([0,1];R) with F+ ={u,u∈C0([0,1];R), u>0 in [0,1]}.
One can easily verify that G(W) is of class C1.

Then, we set Wi = (ρi, ρ
′
i )
T , i = 1,2. We have W ′

i (x)=G(Wi)(x), x ∈
]0,1[, and W1(0)=W2(0). Hence,

(W1 −W2)(x)=
∫ x

0
(G(W1)−G(W2))(s)ds. (35)

Since ρi ∈C1([0,1];R)∩ F+ and G(Wi) is of class C1, there exists a
constant k such that:

‖(G(W1)−G(W2))(s)‖�k‖(W1 −W2)(s)‖ (36)

Then, it follows from (35) that:

‖(W1 −W2)(x)‖�k
∫ x

0
‖(W1 −W2)(s)‖ds. (37)

Setting I (x)= ∫ x
0 ‖(W1 −W2)(s)‖ds, we obtain: (d/dx)(I (x) exp(−kx))�0.

Also, I (0)=0, therefore I (x)�0∀x ∈ [0,1].
Then, we conclude that W1 =W2 in [0,1].

Now, we make

Assumption 3.3. We have f = δ2ρ0 and (U,φ) such that: U(0) >
2U(1), ‖U ′‖∞ � δ2/δ1 and φ= δ1ρ̃(2U(1)−U(0))�0 with ρ̃ >0.

Under Assumption 3.3, η defined by (34) becomes:

η=min
{
ρ0,

φ

δ1U(1)

}
. (38)

Under these assumptions, we prove that the solution is monotone and
we prove some extra properties on ρ′ and ρ′′.
Theses properties are useful for the numerical analysis presented in next
section too.
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Proposition 3.3. Let the Assumptions 3.1–3.3 be satisfied and let ρ
be the unique solution of (P ).

(i) If φ= δ1U(1)ρ0 then ρ≡ρ0.
(ii) If φ<δ1U(1)ρ0 then ρ(x)�ρ0 and ρ′(x)�0 in [0,1].
(iii) If φ>δ1U(1)ρ0 then ρ(x)�ρ0 and ρ′(x)�0 in [0,1].

Proof.

(i) It is straightforward to verify that ρ ≡ ρ0 is solution and the
solution is unique.

(ii) We have φ < δ1U(1)ρ0. Since ψ � η in [0,1] (Lemma 3.1), we
obtain ρ�ρ0 in [0,1]. Let us prove that ρ′(x)�0.
If there exists ξ0 ∈]0,1[ such that ρ′(ξ0)<0, then

−(ρρ′)′(ξ0) + δ1U(ξ0)ρ
′(ξ0) = δ2(ρ0 −ρ(ξ0)) � 0,

hence

−(ρρ′)′(ξ0) = −1/2(ρ2)′(ξ0) < 0.

We deduce that (ρ2)′(ξ)>0 in a neighborhood V(ξ0).
Therefore ρ is increasing in V(ξ0) and ρ′(ξ)�0 in V(ξ0), which
is a contradiction with ρ′(ξ0)<0.
Then, we deduce that ρ′(x)�0 in ]0,1[ hence in [0,1] since it is
continue.

(iii) We have φ>δ1U(1)ρ0. Let us prove that ρ�ρ0 in [0,1]. To this
end, we suppose that max[0,1] ρ(ξ)=ρ(ξm)>ρ0.
We have ξm �=0 since ρ(0)=ρ0. Let us suppose ξm ∈]0,1[.
We write the equation in ξm:

−(ρρ′)′(ξm) + δ1U(ξm)ρ
′(ξm) + δ2ρ(ξm) = δ2ρ0,

hence

−ρρ′′(ξm) = δ2(ρ0 −ρ(ξm)),

since ρ′(ξm)= 0. We deduce −ρρ′′(ξm)< 0 and ρ′′(ξm)> 0. It is a contra-
diction with the definition of ξm.

Let us suppose ξm=1. We have ρ′(ξm)�0. Using the boundary condi-
tion in x=1, we obtain: φ�δ1U(1)ρ(1). In others respects, φ>δ1U(1)ρ0>

δ1U(1)ρ(1).
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It leads to a contradiction. Therefore, ρ�ρ0 in [0,1].
The proof of ρ′ �0 in [0,1] is similar to the previous case (ii).

Lemma 3.2. Let the Assumptions 3.1–3.3 be satisfied and let ρ be
the unique solution of (P ). We have: (ρ′ − δ1U)(x)�0 in [0,1].

Proof. Since U <0 in [0,1], the inequality is obvious if ρ′ �0 in [0,1].
Let ρ′ �0 in [0,1]. We have:

(−ρρ′ + δ1Uρ)
′ − δ1 U

′ρ = δ2(ρ0 −ρ) � 0

and the function τ �→ (−ρρ′ + δ1Uρ)(τ) is increasing. Therefore,

∀x ∈ [0,1], −ρ(x) [ρ′(x)− δ1U(x)] � φ � 0

hence the result.

Lemma 3.3. Let Assumptions 3.1–3.3 be satisfied and let ρ be the
unique solution of (P ).

(i) If φ� δ1U(1)ρ0 then ρ′′(x)� δ2 in [0,1].
(ii) If φ>δ1U(1)ρ0 and U2(0)�4(δ2/δ

2
1)ρ0 then ρ′′(x)� δ2 in [0,1].

Proof.

(i) We have ρ(x)� ρ0 and ρ′(x)� 0 ∀x ∈ [0,1] (Lemma 3.2). We
deduce from the first equation of (P ):

ρ(x)[δ2 −ρ′′(x)]=ρ′2(x)− δ1U(x)ρ
′(x)+ δ2ρ0. (39)

The right hand side is positive and the result follows.
(ii) We have ρ′(x)�0 and ρ(x)>0 in [0,1].

We have to control the sign of the right-hand side of (39). The
trinom X2 − δ1U(x)X+ δ2ρ0 is positive for all x in [0,1] if and
only if ∆(x)= (δ1U(x))

2 −4δ2ρ0 �0.
Therefore under Assumption 3.1 and if δ1U(0)2 � 4δ2ρ0, the
result follows.

Proposition 3.4. Let Assumptions 3.1–3.3 be satisfied. Let A be the
operator defined by: A :R→H 1(0,1); φ �→ρ, where ρ is the unique solu-
tion of (P ). Then, the operator A is monotone.
Namely, let φ2<φ1< 0, let ρ1 and ρ2 be the unique corresponding solu-
tions, then we have: ρ2 �ρ1 in [0,1].
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Proof.
Case 1. We have: φ2<δ1U(1)ρ0 �φ1<0.

In vertu of Proposition 3.3, ρ1 �ρ0 �ρ2 and the property holds.

Case 2. We have: δ1U(1)ρ0<φ2<φ1.

A. Let us prove that ρ′
1(0)�ρ′

2(0).
In vertu of Proposition 3.3, we have ρi(x)�ρ0 and ρ′

i (x)� 0, i= 1, 2, in
[0,1].

Let us suppose that ρ′
1(0)>ρ

′
2(0). Then, there exists ξ such that ρ1>

ρ2 in ]0, ξ [. Let ξmax be the largest value of ξ such that ρ1>ρ2 in ]0, ξ [.

(a) Case ξmax =1.
Following the same idea of proof than in Theorem 3.2, we integrate the

first equation of (P ) on [0,1] with ρ1 and ρ2, we differentiate the two
equations and we obtain:

(φ1 −φ2) + ρ0(ρ
′
1(0)−ρ′

2(0)) +
∫ 1

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx = 0,

which leads to a contradiction. Hence the case ξmax =1 is impossible.

(b) Case ξmax ∈]0,1[.
We have: ρ1(ξmax)=ρ2(ξmax)=λ>0.
We integrate the first equation of (P ) in ]0, ξmax[ and we proceed as
previously. We obtain:

−λ[(ρ′
1 −ρ′

2)(ξmax)]+ρ0(ρ
′
1 −ρ′

2)(0)+
∫ ξmax

0
(δ2 − δ1U

′)(ρ1 −ρ2)dx = 0.

Then, we deduce: (ρ′
1 − ρ′

2)(ξmax) > 0. Hence, (ρ1 − ρ2) is increasing in a
neighborhood of ξmax, which is in contradiction with (ρ1 − ρ2)(ξmax)= 0
and (ρ1 −ρ2)(x)>0 in ]0, ξmax[.
It follows that: ρ′

1(0)�ρ′
2(0).

B. Following the proof of Theorem 3.2, we have: ρ′
1(0)=ρ′

2(0) implies
ρ1 =ρ2 in [0,1]. Since φ1 not equal to φ2, necessarily, ρ′

1(0)<ρ
′
2(0).

Hence, there exists τ such that ρ2 >ρ1 in ]0, τ [. Let τmax be the largest
value of τ such that ρ2>ρ1 in ]0, τ [.
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Let us suppose τmax < 1. Then, ρ1(τmax)= ρ2(τmax) and ρ′
1(τmax)�

ρ′
2(τmax).

Let us consider the case ρ′
1(τmax)=ρ′

2(τmax). Theorem 3.2 as applied
to the interval [τmax,1] gives ρ1 =ρ2 and φ1 =φ2; which is impossible.
Therefore, ρ′

1(τmax)>ρ
′
2(τmax). We follow the same idea of proof than pre-

viously. There exists an interval ]τmax, ξ [ such that ρ1>ρ2. Let ]τmax, ξmax[
be the largest interval such that the property holds. We consider separately
the two cases ξmax = 1 and ξmax < 1 and by integrating the first equation
of Problem (P ), we conclude to a contradiction. Finally, we obtain that
τmax =1 and ρ2 �ρ1 in ]0,1].

Case 3. For this case, we have: φ2<φ1<δ1U(1)ρ0.
The proof is similar to case 2. Hence, the result.

3.2. Finite Element Numerical Analysis

We discretize the 1D steady-state LSM using the Lagrange finite ele-
ment method. The numerical analysis is done using the framework and
results for non-linear problems presented in [2]. We obtain a local exis-
tence, uniqueness and convergence of the finite element solution.

Setting ρ= (θ +ρ0), the weak formulation of Problem (P ) is written
as follows:

(P)
{

Find θ ∈V0 such that:
b(θ; θ, v) = m(v) ∀v∈V0,

where V0 is defined by (27),

b(θ;ψ,v) = a2(θ +ρ0;ψ,v) + a1(ψ, v) + a0(ψ, v)

with

a2(ρ;ψ,v) =
∫ 1

0
ρ ψ ′ v′ dx

with a1(., .) and a0(., .) defined by (29) and (30), respectively,

m(v)= l(v) − δ2ρ0

∫ 1

0
v dx

and l(.) defined by (31).
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Let us recall that under Assumptions 3.1–3.3, there exists an unique
solution to (P). Furthermore, this solution belongs to H 2(0,1) and satis-
fies: ρ(x)= θ(x)+ρ0 �η>0 in [0,1] (Theorems 3.1 and 3.2).

We define the operator

F :V0 →V ′
0 by: 〈F(θ), v〉 = b(θ; θ, v) − m(v) ∀v∈V0,

where 〈., .〉 denotes the duality product V ′
0 ×V0.

Problem (P) is equivalent to:

Find θ ∈V0 such that:
〈F(θ), v〉 = 0 ∀v∈V0.

We discretize Problem (P) using a Pk Lagrange finite element method
(k∈ IN, k�1).
To this end, we set: [0,1]=U(i=0..(N−1))[xi, xi+1] and h=min(i)(xi+1 −xi).
We define the finite element spaces:

V0h={t ∈C0([0,1]); ∀i, t |[xi ,xi+1] ∈Pk; t (0)=0},

The discrete model is:

(Pρh)
{

Find θh ∈V0h such that:
〈Fh(θ), vh〉 = 0 ∀vh ∈V0h.

In order to apply the results for non-linear problems presented in [2],
we first study the linearized problem.

The operator F(.) is of class C1 from V0 into V ′
0.

Let θ be the unique solution of (P), we study the following linearized
problem:

Given f ∈V ′
0, find κ ∈V0 such that:

〈DF(θ).κ, v〉 = 〈f, v〉 ∀v∈V0.

Lemma 3.4. Let Assumptions 3.1–3.3 be satisfied and U2(0)
�4(δ2/δ

2
1)ρ0.

Let θ be the unique solution of (P), the operator DF(θ) satisfies the
following properties:

(i) It is an isomorphism from V0 into V ′
0.

(ii) It is Lispchitzian at θ , that is there exists L>0 such that for all
κ ∈V0, ‖DF(θ)−DF(κ)‖L(V0×V ′

0)
�L‖θ −κ‖1.
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Proof

(i) We claim that the bilinear form 〈DF(θ)., .〉 is V0-coercitive. We
have:

〈DF(θ).κ, v〉 = b(θ;κ, v) + a2(κ; θ, v).
Using the same calculus as in Proposition 3.1, we obtain: ∀v ∈
V0,

〈DF(θ).v, v〉 =
∫ 1

0
(θ +ρ0) (v

′)2 dx +
∫ 1

0
Wθ ′′ v

2 dx + Zθ ′v
2(1)

with: Wθ ′′(x)= (δ2 − δ1
2 U

′ − 1
2 θ

′′)(x), Zθ ′ = ( 1
2 θ

′ − δ1U)(1).

Under Assumptions 3.1–3.3, since Lemmas 3.2 and 3.3 hold, we have:
Wθ ′′ �0 and Zθ ′ �0. Therefore, ∀v∈V0,

〈DF(θ).v, v〉 � c1‖v′‖2
0 � c2‖v‖2

1

with ci > 0, i= 1,2, independent of v. Then, the linearized problem is
well posed in vertu of the Lax–Milgram theorem.

(ii) The estimate is straightforward. We have: ∀κ ∈V0, ∀(w, z)∈V0 ×V0,

|〈DF(θ).w, z〉−〈DF(κ).w, z〉| = |a2(θ −κ;w,z)+a2(w; θ −κ, z)|
� L‖θ −κ‖1‖w‖1‖z‖1

and the property follows.

We have the following theorem.

Theorem 3.3. Let Assumptions 3.1–3.3 be satisfied and U2(0) �
4(δ2/δ

2
1)ρ0.

There exists two constants h0> 0, α0> 0, and for h�h0, there exists
an unique solution θh to problem (Pρh) in the closed ball B̄(θ, α0).

Moreover, there exists a constant c independent of h such that:

‖θ − θh‖1 � c inf
vh∈Vh

‖θ −vh‖1 � ch ‖θ‖2. (40)

Proof. The result follows straightforwardly from the application of
([2], Theorem 7.1.). As a matter of fact, since Theorems 3.1, 3.2 and
Lemma 3.4 hold, since the bilinear form 〈DF(θ)., .〉 is V0-coercitive, the
estimates proved in ([2], Theorem 7.1.) hold with the constant βh=1.
Then, (40) holds since θ belongs to H 2(0,1).
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3.3. Numerical Results

We compute the solution of the mesoscopic model (P ) using a finite
difference method. We present two tests visualizing and confirming numer-
ically the properties proved in the mathematical analysis section. The goal
of these numerical results being a better understanding of the behavior of
the solution ρ. As a matter of fact, in view to adjust the LSM parameters
and to proceed to the full model fitting, one needs to perfectly understand
the behavior of the LSM solution.

The numerical solution of (P ) is computed as the steady-state of the
unsteady system. The time scheme is the Crank–Nicholson scheme and the
non-linear term (−ρρ′) is linearized using the Newton–Raphson method.
The code has been fully tested with explicit time-dependent solutions.

Let us summarize Assumptions 3.1–3.3. Data are such that:

• U(x)�0, U ′(x)�0, U ′(x)� δ2
δ1

in [0,1] and U(0)>2U(1).
• f = δ2ρ0 and φ= δ1ρ̃(2U(1)−U(0))�0

with δ1, δ2, ρ0 and ρ̃ strictly positives.

We set

η = min
(
ρ0, ρ̃(2− U(0)

U(1)
)

)

and we set

ρ̃ = α × ρ0(
2− U(0)

U(1)

)

with α>0.
The condition φ=δ1U(1)ρ0 (resp. 〉 and 〈) is equivalent to α=1 (resp.

〈 and 〉), see Proposition 3.3.
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Table I. Parameters for Tests a and b

Test No δ1 δ2 ρ0 coef. α

a 5 1 1 10
b 1 10 1 0.1

Let us recall that for α=1, the unique solution is ρ(x)≡ρ0 ∀x.
We have tested the two test Cases a and b. presented in Table I, with

U(x)= ((1/2)x2 −1). All the assumptions are satisfied for both cases.
In Test a., we have α>1 and in Test b., α<1. The numerical results

of Test a. (resp. Test b.) are presented in Fig. 3 (resp. Fig. 4).
In both cases, we obtained numerically the properties proved previ-

ously, namely:

• ρ(x)�η ∀x, (η=1 for Test a. and 0.1 for Test b.) (Theorem 3.1),
• φ − δ1U(1)ρ0 > 0 (resp. < 0) implies ρ(x) � ρ0 (resp. � 0) and

ρ′(x)�0 ∀x (resp. �0), Proposition 3.3,
• (ρ′ − δ1U)(x)�0 ∀x, Lemma 3.2
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Fig. 3. Test a: ρ,ρ′, (ρ′ − δ1U) and ρ′′ plotted.
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Fig. 4. Test b: ρ, ρ′, (ρ′ − δ1U) and ρ′′ plotted.

• (ρ′′(x)− δ2)�0 ∀x, Lemma 3.3.
The sign of ρ′′ is not constant.

4. NUMERICAL RESULTS: PLUNGING TAPE CASE TEST

We consider a 2D plunging tape configuration, and we solve numer-
ically and separately the 1D mesoscopic LSM and the 2D macroscopic
HFSM. In Sec. 4.1, the computation of the 1D mesoscopic LSM provides
a profile of ∇σ2: the local Marangoni source term in the Navier–Stokes
boundary conditions.

In Sec. 4.2, we solve numerically a simplified version of the HFSM,
namely a 2D Stokes model with the free surface ΓLG given and fixed.
Then, we can observe the influence of ∇σ2 (the previous local Marangoni
term) on the fluid motion in the bulk.

The 2D plunging tape configuration

The plunging tape case test is schematized in Fig. 5. A tape plunges
vertically into a pool of liquid at speed US . We consider an air–water–glass
system.

We simplify the mesoscopic LSM as follows: we set σLG =σ eq
LG. It fol-

lows from (15) that vs
1 = u on ΓLG. Then, the LSM is reduced to a 1D

differential equation in an interval of the y-axis (on Γ m
SL).
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Fig. 5. Plunging tape. The static and dynamic configurations (with σ eq
LG>σ
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SL).

4.1. 1D LSM: Local Surface Tension Gradient

The LSM considered is the following:

−(ρρ′)′ + δ1Uρ
′ + δ2ρ = δ2 for y ∈ (0,1),

ρ(0) = 1,
(−ρρ′ + δ1Uρ)(1) = φ

(41)

with δ1, δ2 and φ defined by (24) and (25) respectively.

We set: σ eq
LG =70, σ eq

SL =20 and σ
eq
SG =50mN/m.

In the static case, we have: cos(θs)= (σ
eq
SG −σ eq

SL/σ
eq
LG)≈ 0.429 hence

θs ≈64.6o. In the dynamic case, the Young equation is supposed to remain
valid and the case θd>90o corresponds to: σ eq

SG =50<σSL<σ
eq
LG =70.

We set τ ∗ =10−3 s and U∗ =5×10−2m s−1 (see [1]). Hence, l≈τ ∗U∗ =
5×10−5 m.

We set US =−1=Ustokes(0) (the no slip boundary condition value for
the bulk flow) and U(x)= 1

2 (US +Ustokes(x))= ( 1
4x−1).

It remains to set the following two parameters: the product λ.ρ∗ and
ρ

eq
1 .

For the present computation we set: λ.ρ∗ =10−6 and ρ
eq
1 =1/5.

We obtain φ = −2.5. In others respects, for obvious computational
reasons, we set l=10τ ∗U∗ and we obtain δ1 =25 and δ2 =250.
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Fig. 6. Test c: ρ, ρ′, σSL and σ ′
SL plotted.

Let us notice that the state equation σi = γ (ρs0 − ρi), i = 1,2, implies
that ρeq

1 <ρ
eq
2 =1. (Recall: the indice 2 is relative to the solid–liquid inter-

face, σ2 =σSL).
Let us point out that all the assumptions on data presented in the

mathematical analysis section are satisfied.
The functions ρ,ρ′, σSL and σ ′

SL obtained are presented in Fig. 6 and
Table II.

Let us precise that the surface tension σSL and its gradient σ ′
SL are

deduced from the values of ρ, ρ′ and using the state equation σi =γ (ρs
0 −

ρi), i=1,2. As a matter of fact, since σ eq
LG =γ (ρs

0 −ρeq
1 ) and σ eq

SL =γ (ρs
0 −

ρ∗), one can deduce the values of the constants γ and ρs
0. Then, using the

state equation:

σSL(y)=γ (ρs
0 −ρ(y)),

Table II. Computed Values for Test c

σSL(PC) σ ′
SL(PC) θd (

o) ρ(PC) ‖ρ′‖∞

66.8 1.01 ·106 103.9 2.51 ·10−4 175.6
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we obtain the value of the surface tension coefficient σSL. Finally, we have:

θd = cos−1(
σ

eq
SG −σSL(PC)

σ
eq
LG

),

where PC denotes the triple point liquid–solid–gas.

Qualitatively, this numerical result presents a variation of the sur-
face tension σSL and a computed dynamical wetting angle θd mechanically
admissible. In other respect, let us notice that in the vicinity of the triple
point PC, the gradient σSL is very large (a maximum amplitude of 106).

The choice of the two parameters values of λρ∗ and ρ
eq
1 is the main

uncertainty of the model. The present choice leads to an admissible sur-
face tension σSL. Only few set of parameters we have tested, lead to a such
admissible solution.

4.2. 2D Bulk Flow: Local Marangoni Effect

Let θd, σSL, σ ′
SL and ΓLG be given, we compute the solution of a sim-

plified HFSM: a Stokes model with the free surface given and fixed. Then,
we can observe numerically the influence of the Marangoni source term
σ ′

SL on the bulk fluid motion.

The 2D bulk flow model.

Let us write the steady-state HFSM considered.
Gravitational forces g and external pressure pext are neglected. The

geometry Ω considered is presented in Fig. 7.
Also, we neglect the curvature effect, we set κ=0.

The test model is the following. Given θd, σ ′
SL and ΓLG, find (u,p)

satisfying:

−∂1Σi1 − ∂2Σi2 =0 in Ω i=1,2,
div(u)=0 in Ω,

Σn=Στ =0 on ΓLG,

u=US on ΓM
SL,

u.n=0 and Στ =−β(u−US)+ 1
2σ

′
SL on Γ m

SL,

Σn=Στ =0 on Γout

(42)

with Σij = −pδij +µ(∂iuj + ∂jui),1 � i, j � 2, ΓSL =Γ MSL ∪Γ m
SL and ∂Ω =

ΓSL ∪ΓLG ∪Γout.
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Fig. 7. Geometry of the 2D case test.

The slip coefficient β >0 is given. Typically, β≈ µ
hl

≈10−3/10−8 =105

(hl is the layer thickness).

The only source terms of the model are US and σ ′
SL. And, for σ ′

SL ≡0,
the unique solution of (42) is (u,p)= (US,0) (the pressure being defined
up to a constant).

Therefore, in the numerical experiments presented below, we observe
and measure directly the influence of σ ′

SL on the fluid motion in the bulk.
In others words, we observe the influence of the local Marangoni term on
the macroscopic bulk flow.

Weak formulation. For u ∈ (H 1(Ω))2 satisfying (42) and for all v ∈
(H 1(Ω))2 we have:

2∑
i=1

2∑
j=1

∫
Ω

Σij ∂j vi dx=
∫
∂Ω

[Σnv.n+Στv.τ ]ds.

We set:

W0 ={u,u∈ (H 1(Ω))2, u.n=0 on Γ m
SL, u=0 on ΓM

SL},
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Fig. 8. Test d: The local source term gslip on Γ m
SL.

Wt ={u,u∈ (H 1(Ω))2, u.n=0 on Γ m
SL, u=US on ΓM

SL}.
The weak formulation of the test model is

(PST )




Find ((u1, u2),p)∈Wt ×L2(Ω)/R such that:
2∑
j=1

∫
Ω
Σ1j ∂j v1 dx=0 ∀(v1,0)∈W0,

2∑
j=1

∫
Ω
Σ2j ∂j v2 dx+β ∫

Γm
SL
u2v2 dx= ∫

Γm
SL
gslipv2 ds ∀(0, v2)∈W0,∫

Ω
div(u)q dx=0 ∀q ∈L2(Ω)/R

with gslip = (βUS + 1
2σ

′
SL).

We solve (PST) using the Hood–Taylor finite element method (sec-
ond-order method). The pressure equation is solved using the augmented
Lagrangian method and the Uzawa’s algorithm. The program has been
developed using Rheolef, a C++ finite element environment3, and has
been fully tested with explicit solutions.

Numerical results. We set US = (0,−10−2)T and L = 10−3 (in I.S.
units). We set τ ∗ =10−3 hence l≈ τ ∗U∗ =10−5 and ε≈ l/L≈10−2.

We have the Capillary number Ca = µU∗/σSL ≈ 10−6 and the Rey-
nolds number Re= ρ̂U∗L∗/µ≈50.

3 P. Saramito and N. Roquet, Rheolef C++ finite element environment, http://www-
lmc.imag.fr/lmc-edp/Pierre.Saramito/rheolef
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Fig. 9. Test d: The vector field (u−Us) in Ω.

It remains to set the two following parameters: the slip coefficient β
and the given surface tension gradient σ ′

SL.
For both tests, we set β=105, and

σ ′
SL(y)=

{
σ ′

max × exp( y−ym
ycp−ym

−1)× ( y−ym
ycp−ym

) if ym �y�ycp,

0 if not,

where ym = 0.00075 is the middle point of the boundary part Γ m
SL and

ycp =0.0008 is the contact point y-coordinate.
Therefore, the present given function σ ′

SL(y) behaves qualitatively like
the computed one in Test c. (Fig. 6).

We present two examples. The first example with σ ′
max = 103 (Test d)

and the second one with σ ′
max =5.103 (Test e).

The computations have been performed on a coarse mesh and on a
fine one. The fine mesh comprises 6082 elements and 3184 vertices. No
particular mesh sensitivity has been noticed.

In the first example (Test d), we observe a simple flow. The given
source term gslip is strictly negative in Γ m

SL. The computed y-coordinate
velocity u2 is strictly negative and slowed down. See Fig. 8–11.

In the second example (Test e), we observe a more complex flow. The
given source term gslip changes of sign in the vicinity of 7.8 × 10−4. The
computed y-coordinate velocity u2 changes of sign too, in the same area.
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Fig. 10. Test d: The velocity field u near the contact point.
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Fig. 12. Test e: The local source term gslip on Γ mSL.
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Fig. 13. Test e: The velocity u near the contact point.
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Fig. 14. Test e. The trace of the velocity on Γ m
SL.

Thus, we observe a local recirculation: the Marangoni term induces a re-
circulation in the vicinity of the contact line. (see Fig. 12–14).

Let us recall that the model is too simplified in order to interpret
these numerical results in a mechanical point of view. To this end, one
must take into account the free surface dynamic, the capillary forces and
eventually consider the local slip boundary conditions in the upper part
of the vicinity of the triple line i.e. on ΓLG. Nevertheless, these numerical
results show clearly the effects of the local slip boundary condition on the
fluid motion in the bulk.

These numerical results are a first step for the simulation of the roll-
ing motion and the dynamic of the contact angle using the Shikhmurzaev’s
model. The development of the full model (4)–(17) is underprogress. The
numerical schemes, algorithms and numerical results obtained will be pub-
lished in an other article.
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