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Abstract

We propose and study a new model to describe biological invasions constrained on infinite

homogeneous one dimensional metric graphs. Our model consists of an infinite PDE-ODE

system where, at each vertex of the one-dimensional lattice Z, we have a logistic equation, and

connections between vertices are given by diffusion equations on the edges supplemented with

Robin like boundary conditions at the vertices. We establish the main properties of the system

and study the long time behavior of the solutions, especially by characterizing an asymptotic

spreading speed for the system. In the fast diffusion regime, we derive a novel asymptotic

model which exhibits similar propagation properties as the classical discrete Fisher-KPP on the

one-dimensional lattice Z.

Keywords: PDE-ODE model; Spreading speed; Discrete reaction-diffusion equations; Asymptotic

behavior

MSC numbers: 35B40, 34D05, 35K55, 92D30

1 Introduction

Traveling waves in biology are ubiquitous and have been found in many contexts, such as the

spread of cancer cells in healthy tissue, traveling bands of bacteria, the diffusion of genes within a

population, or the spread of an epidemic, to name a few. One common feature of these biological

spreading phenomena is that they are highly complex, network-driven dynamic processes. In many

applications, the intrinsic heterogeneity of the underlying networks makes it very challenging to
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Figure 1: Schematic spatial configuration of the system (1.1)-(1.2) where the unknowns ρj are indexed on

the lattice Z while each vj is locally defined on (0, ℓ).

analyze these processes and assess the relevant factors that effectively drive the propagation. From a

modeling perspective, it is also quite difficult, given the multiscale nature of the considered biological

processes, to adopt a formalism that could combine intricate network structures and complex

dynamics, and still provide comprehensive and valuable feedbacks to the biological community.

Our focus here will be on biological processes that can be well approximated by macroscopic models

set on metric graphs. More precisely, given a metric graph, that is, a collection of interconnected

vertices and edges with prescribed lengths, we will consider non classical reaction-diffusion models

where, schematically, diffusion processes take place along the edges of the graph while reaction

kinetics occur at the vertices with prescribed rules of exchanges between vertices and adjacent

edges. Such a formalism has typically been proposed to study coupled membrane-bulk diffusion

systems [11, 12, 18] and to analyze the effects of transportation networks such as roads, railways

or waterways on the spread of epidemics among cities [3, 17] as reported for example for the

spread of COVID-19, Chikungunya virus, Zika virus and HIV virus [9, 10, 14]. Other types of

reaction-diffusion models on metric graphs have been proposed in the past decades. In population

dynamics, the so-called river network models [7, 15] describe the dynamics of organisms living in a

river system subject to a forced flow in the downstream direction. It typically consists of reaction-

diffusion equations set on the vertices of a given prescribed network with a continuity condition

at the edges, together with a Kirchoff law that translates the continuity of fluxes through the

edges. In cellular physiology, models of cells coupled by gap junctions [6, 16, 21] are typically set

on networks, and concentrations of diffusing particles follows a diffusion equation within each cell,

idealized by an edge, and at the junction between two cells, that is, at each vertex of the network,

specific boundary conditions are prescribed to account for the permeability properties of the cells

membrane.

In the present work, we propose a model where the underlying metric graph is indexed by the

one-dimensional lattice Z, such that each vertex of the graph is exactly connected to two incident

edges, and all edges have exactly the same length, denoted by ℓ > 0. As previously emphasized, our

framework is very general and relevant in a wide array of situations in biology. Nevertheless, for

convenience, we will adopt a population dynamics point of view and for the sake of simplicity and

illustration, we shall from now on refer to the vertices as “the cities” and the edges “the roads”.

For j ∈ Z, we denote by ρj(t) the density of individuals which reside in city j while we denote by

vj(t, x) the density of individuals diffusing along the road connecting city j to city j + 1 where t
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refers to time and x ∈ [0, ℓ] represents the local position on the road. We refer to Figure 1 for a

schematic illustration of the spatial configuration of our so-called “city-road” model. Exchanges of

populations take place between cities and adjacent roads. Namely, given a city, indexed by j ∈ Z, a
fraction α > 0 of individuals from the two adjacent roads at the city, that are vj−1(t, ℓ) and vj(t, 0),

joins the city, while a fraction β > 0 of individuals from the city j transfers to each of the two

adjacent roads. It is further assumed that the population in each city is subject to a logistic-type

growth, resulting in a nonlinear reaction term f(ρ) that models effective birth rate and intrinsic

competition. On the other hand, we assume that no such reaction is relevant on the roads and

consider solely a diffusion process, with diffusion coefficient d > 0, to describe the dynamics of

each vj . Transposing the above principles into equations, we are thus led to consider the following

system of equations:

∀t > 0, j ∈ Z,

{
∂tvj(t, x) = d∂2

xvj(t, x), x ∈ (0, ℓ),

ρ′j(t) = f(ρj(t)) + α(vj(t, 0) + vj−1(t, ℓ))− 2βρj(t),
(1.1)

with inhomogeneous Robin boundary conditions

∀t > 0, j ∈ Z,

−d∂xvj(t, 0) + αvj(t, 0) = βρj(t),

d∂xvj(t, ℓ) + αvj(t, ℓ) = βρj+1(t).
(1.2)

The nonlinearity f ∈ C 1([0, 1]) satisfies

f(0) = f(1) = 0, 0 < f(u) ≤ f ′(0)u, ∀u ∈ (0, 1).

We extend it to a negative function outside [0, 1]. Let us already remark that by performing the

following rescaling

x′ ←→ x

ℓ
, ṽj(t, x

′)←→ ℓvj(t, x), d′ ←→ d

ℓ2
and α′ ←→ α

ℓ
,

we may assume, for the rest of the paper, and without loss of generality, that ℓ = 1.

Model (1.1)–(1.2) is largely inspired by the SIR model proposed by the first author and Besse in

[3]. There are nevertheless three important differences between the two models. First of all, the

intrinsic dynamics at each city are different, in our case it is given by a single logistic equation, while

in [3] it was given by an SIR compartment model resulting in a system of equations. Second, the

study [3] considered compact connected graphs, meaning that the number of cities and roads was

finite, while here model (1.1)–(1.2) is indexed by the one-dimensional lattice Z and thus infinite.

Finally, the model in [3] allowed a fraction of individuals to pass from one road to another one.

This is not taken into account in the boundary conditions (1.2) and we refer to the last section of

the present manuscript for a longer discussion about this possible extension into the model. One

of the key feature of system (1.1)–(1.2) is the preservation of the total population in the absence

of reaction kinetics at the cities. Indeed, assume that (v,ρ) with v = (vj)j∈Z and ρ = (ρj)j∈Z is a

solution of (1.1)–(1.2) with f = 0 and such that the following quantity is well defined for all time
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t ≥ 0 for which the solution exists:

M(t) :=
∑
j∈Z

[
ρj(t) +

∫ 1

0
vj(t, x)dx

]
.

Then, formally, integrating by parts in the first equation and using the boundary conditions, we

obtain∫ 1

0
vj(t, x)dx−

∫ 1

0
vj(0, x)dx = d

∫ t

0
(∂xvj(s, 1)− ∂xvj(s, 0)) ds

= β

∫ t

0
(ρj(s) + ρj+1(s)) ds− α

∫ t

0
(vj(s, 1) + vj(s, 0)) ds,

while the second equation gives

ρj(t)− ρj(0) = α

∫ t

0
(vj(s, 0) + vj−1(s, 1))ds− 2β

∫ t

0
ρj(s)ds.

Summing over Z, we deduce that M(t) = M(0) for all t ≥ 0. As a consequence, we see that, in the

absence of reaction kinetics, the exchanges between the cities and the roads exactly compensate

each other.

Our aim here is to study the long time behavior of the solutions (1.1)–(1.2) as a function of the

various parameters of the model: α, β, and d, the nonlinearity f and the chosen initial condition. We

are especially interested in characterizing the spreading properties of the system. More precisely,

given a compactly supported initial condition, that is, given an initial condition for which only

finitely many cities and/or roads have a nonzero initial population, does the corresponding solution

of the Cauchy problem converge to a unique positive stationary configuration? And if yes, at which

speed does the convergence towards this eventual steady state take place? In a nutshell, our main

results regarding our model (1.1)–(1.2) are as follows. At this stage of the presentation, we remain

formal and refer to the following sections for precise statements and assumptions.

Existence and uniqueness of classical solutions. We prove in Theorem 1 below that for each

well-prepared initial condition our model (1.1)–(1.2) admits a unique positive bounded classical

solution which is global in time. The structure of (1.1)–(1.2) is non standard, and since the

graph considered here is infinite, we cannot readily rely on the existing results of [3], which only

apply for compact graphs. We adopt a similar approach and construct solutions via an iterative

scheme. To obtain compactness and extract converging subsequences, we combine a priori estimates

via comparison principle techniques and standard parabolic estimates for the heat equation with

inhomogeneous Robin boundary conditions. This analysis is conducted in Section 2.

Long time behavior of the solutions. We fully characterize the long time behavior of the

unique solution of our model. More precisely, in Theorem 2, we first prove that the only posi-

tive, bounded, stationary solution of (1.1)–(1.2) is the constant sequence
(
β
α , 1
)
j∈Z

. Interestingly
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enough, the proof relies on the fact that stationary solutions of (1.1)–(1.2) are in one-to-one corre-

spondence with the stationary solutions of the discrete Fisher-KPP equation given by

λ (ρj−1 − 2ρj + ρj+1) + f(ρj) = 0, j ∈ Z,

for some λ > 0 depending explicitly on α, β and d. Finally, we demonstrate that the positive

bounded stationary solution
(
β
α , 1
)
j∈Z

is the global attractor of the system (1.1)–(1.2) when ini-

tialized with nontrivial nonnegative bounded initial condition. We refer to Theorem 3 for a precise

statement but we already emphasize that the convergence is locally uniform in j ∈ Z and uniform

in x ∈ [0, 1]. The aforementioned results are proved in Section 3 and rely on comparison principle

techniques and the construction of adequate sub and super-solutions for the system (1.1)–(1.2).

Linear spreading speed. In Section 4, we analyze the linearized problem around the trivial

constant state (0, 0)j∈Z and derive a theoretical formula for the linear spreading speed, denoted by

c∗, and defined as the small possible speed c > 0 for which there exists an exponential solution of

the form

(vj(t, x), ρj(t)) =
(
e−µ(j−ct)V (x), e−µ(j−ct)

)
,

for some prescribed positive profile V . The formula for c∗ is given in equation (4.9) below and we

refer to Figure 4 and Figure 5 for illustrations of the dependence of c∗ as a function of the other

parameters α, β, d and f ′(0). The characterization leading to the definition of c∗ is quite intricate.

Although we manage to prove that c∗ is well-defined, it is yet a problem to prove that there exists

a unique corresponding µ∗ > 0 at which the spreading speed is attained, as it is usually the case for

reaction-diffusion systems having a monotone structure. We conjecture that it is indeed the case

based on our numerical computation of the linear spreading speed via its formula (4.9).

Asymptotic spreading. It turns out that the linear spreading speed c∗ defined in formula

(4.9) is precisely the asymptotic spreading speed of the nonlinear system (1.1)-(1.2) as proved in

Theorem 4 in Section 5. More precisely, we show that solutions of system (1.1)-(1.2) starting from

compactly supported initial conditions spread at speed c∗. Traduced mathematically, if (v,ρ) is a

corresponding solution, then we have the following dichotomy:

(i) for all c > c∗, we have

lim
t→+∞

sup
|j|≥ct
x∈[0,1]

(vj(t, x), ρj(t)) = (0, 0) ;

(ii) for all c ∈ (0, c∗), we have

lim
t→+∞

inf
|j|≤ct
x∈[0,1]

(vj(t, x), ρj(t)) =

(
β

α
, 1

)
.

A key element of the proof is the construction of compactly supported generalized subsolutions for

the nonlinear system (1.1)-(1.2).
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Large diffusion limit. We finally investigate the large diffusion limit d→ +∞ of the system in

Section 6. Our first result, see Theorem 5 for a precise statement, ensures that for well-prepared

initial conditions, the solution of system (1.1)-(1.2) converges1 as d→ +∞ towards (V,P), which

is the solution of the asymptotic system

∀t > 0, j ∈ Z,

{
V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)),

P ′
j(t) = f(Pj(t)) + α(Vj(t) + Vj−1(t))− 2βPj(t).

For this asymptotic system, we also prove that
(
β
α , 1
)
j∈Z

is the only positive bounded stationary so-

lution and that solutions to the corresponding Cauchy problem starting from bounded nonnegative

initial conditions asymptotically converge towards it, locally uniformly in j ∈ Z. We further prove

in Theorem 6 the existence of an asymptotic spreading speed, denoted by c∞∗ (see formula 6.8), for

the asymptotic system. We also conjecture2 that

c∗ −→
d→+∞

c∞∗ ,

where c∗ is the spreading speed of the full system (1.1)-(1.2), and leave it to future work to rigorously

demonstrate this asymptotic limit.

Our asymptotic spreading result echoes the ones obtained for standard reaction-diffusion equations

set on graphs such as, for instance, the Fisher-KPP equation set on the lattice [22] or homogeneous

trees [13], and where the linear spreading speed characterizes the long time behavior of the solutions

of the Cauchy problem starting from compactly supported initial data. We also refer to [5] for the

most recent results in the direction of the so-called logarithmic Bramson correction for the level

sets of the solutions for the Fisher-KPP equations on the lattice. In our setting, as expected,

the characterization of the spreading speed is less explicit and more intricate. Let us also remark

that our framework is at the crossroad of the aforementioned standard discrete reaction-diffusion

models and continuous models that take into account lines of transportation such as the so-called

“field-road” model of Berestycki, Roquejoffre and Rossi [1]. Indeed, on a formal level, our proposed

model can be thought of as being a one-dimensional version of the planar reaction-diffusion system

of [1], if we consider only one city and one semi-infinite road.

2 The Cauchy problem

In this section, we focus on the well-posedness of the problem (1.1)–(1.2). As a consequence, we

supplement the system with the initial condition

∀j ∈ Z,

vj(0, x) = hj(x), x ∈ (0, 1),

ρj(0) = Λj .
(2.1)

1Locally uniformly in (t, j) ∈ (0,+∞)× Z and uniformly in x ∈ [0, 1].
2This conjecture is verified numerically in Figure 4(c).

6



We shall always assume that the initial sequences h = (hj)j∈Z and Λ = (Λj)j∈Z satisfy the following

compatibility condition

∀j ∈ Z,

−d∂xh′j(0) + αhj(0) = βΛj(0),

d∂xh
′
j(1) + αhj(1) = βΛj+1(0).

(2.2)

Throughout the paper, we let ℓ∞(Z) denote the Banach space of bounded valued sequences indexed

by Z and equipped with the norm:

∥u∥ℓ∞(Z) := max
j∈Z
|uj |, for u = (uj)j∈Z,

and also define

X 0 :=
{
u = (uj)j∈Z | ∀j ∈ Z, uj ∈ C 0([0, 1],R) and ∥u∥∞ < +∞

}
,

with norm

∥u∥∞ := sup
j∈Z

max
x∈(0,1)

|uj(x)|.

The main result of this section is the following.

Theorem 1. The Cauchy problem (1.1)-(1.2)-(2.1) with nontrivial nonnegative bounded initial se-

quences h = (hj)j∈Z ∈ X 0 and Λ = (Λj)j∈Z ∈ ℓ∞(Z) satisfying the compatibility condition (2.2) ad-

mits a unique bounded positive global classical solution (v,ρ) = (vj , ρj)j∈Z with ρj ∈ C 1([0,+∞),R)
and

vj ∈ C 0([0,+∞)×[0, 1],R), ∂tvj , ∂2
xvj ∈ C 0((0,+∞)×(0, 1),R), and ∂xvj ∈ C 0((0,+∞)×[0, 1],R),

for all j ∈ Z. Furthermore, for all t > 0, one has

∀j ∈ Z, 0 < vj(t, x) ≤ max

{
β

α
, ∥h∥∞

}
, x ∈ [0, ℓ], and 0 < ρj(t) ≤ max{∥Λ∥ℓ∞(Z), 1}.

2.1 Uniqueness

In order to establish the uniqueness of the solution of the Cauchy problem (1.1)-(1.2)-(2.1), we shall

rely on a comparison principle for (1.1)-(1.2). We first define the notion of super and subsolutions

to (1.1)-(1.2). Let (v,ρ) = (vj , ρj)j∈Z with ρj ∈ C 1([0,+∞),R) and

vj ∈ C 0([0,+∞)×[0, 1],R), ∂tvj , ∂2
xvj ∈ C 0((0,+∞)×(0, 1),R), and ∂xvj ∈ C 0((0,+∞)×[0, 1],R),

for all j ∈ Z. We say that (v,ρ) is a supersolution to (1.1)-(1.2) if it has the above regularity and

satisfies 

∂tvj(t, x) ≥ d∂x2vj(t, x), x ∈ (0, 1),

ρj
′(t) ≥ f(ρj(t)) + α(vj(t, 0) + vj−1(t, 1))− 2βρj(t),

−d∂xvj(t, 0) + αvj(t, 0) ≥ βρj(t),

d∂xvj(t, 1) + αvj(t, 1) ≥ βρj+1(t),
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Figure 2: Numerically computed solution of system (1.1)–(1.2) at time t = 50 for f(u) = u(1 − u) and

(α, β, d) = (1, 1, 1) starting from an initial condition where hj ≡ 0 for all j ∈ Z and Λj = 1 for j ≤ 0 and

Λj = 0 for j ≥ 1. The red dots represent ρj located at position j while each blue curve represents vj located

on the interval [j, j + 1].

for all t > 0. We define similarly a subsolution (v,ρ) to (1.1)–(1.2) with the same regularity and

all above inequalities being reversed.

Proposition 2.1. Let (v,ρ) and (v,ρ) be respectively a subsolution and supersolution to (1.1)–

(1.2). If we assume that (v,ρ) and (v,ρ) are locally bounded in time and satisfy for all j ∈ Z
that vj(0, x) ≤ vj(0, x) for all x ∈ [0, 1] and ρ

j
(0) ≤ ρj(0), then we have vj(t, x) ≤ vj(t, x) and

ρ
j
(t) ≤ ρj(t) for all t > 0, x ∈ [0, 1] and j ∈ Z. Furthermore, if v(0) ̸≡ v(0) or ρ(0) ̸≡ ρ(0), then

we have vj(t, x) < vj(t, x) and ρ
j
(t) < ρj(t) for all t > 0, x ∈ [0, 1] and j ∈ Z.

The above comparison principle immediately extends to generalized sub and supersolutions, given

by the supremum of subsolutions and the infimum of supersolutions respectively.

Proof. We start by defining the following sequences w = v − v and z := ρ − ρ which share the

same regularity as the super and subsolutions, and satisfy the following system of equations

∀j ∈ Z,



∂twj(t, x) ≥ d∂x2wj(t, x), x ∈ (0, 1),

zj
′(t) ≥ (gj(t)− 2β) zj(t) + α(wj(t, 0) + wj−1(t, 1)),

−d∂xwj(t, 0) + αwn
j (t, 0) ≥ βzj(t),

d∂xwj(t, 1) + αznj (t, 1) ≥ βzj+1(t),

for all t > 0, together with

∀j ∈ Z,

wj(0, x) ≥ 0, x ∈ [0, 1],

zj(0) ≥ 0.
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In the above system, we have also defined

∀t > 0, j ∈ Z, gj(t) :=


f(ρj(t))− f(ρ

j
(t))

ρj(t)− ρ
j
(t)

, ρj(t) ̸= ρ
j
(t),

f ′(ρj(t)), ρj(t) = ρ
j
(t).

Since (v,ρ) and (v,ρ) are locally bounded in time, we have that for all T > 0, there exists a

constant C > 0 such that |gj(t)| ≤ C for all t ∈ (0, T ] and j ∈ Z. As a consequence, we can rely

on Proposition B.1 to infer that wj(t, x) ≥ 0 and zj(t) ≥ 0 for all t > 0, x ∈ [0, 1] and j ∈ Z. The

same Proposition B.1 also ensures that if furthermore w(0) ̸≡ 0 or z(0) ̸≡ 0, then wj(t, x) > 0 and

zj(t) > 0 for all t > 0, x ∈ [0, 1] and j ∈ Z. This concludes the proof.

Proof of uniqueness of Theorem 1. Assume that (v1,ρ1) and (v2,ρ2) are two bounded

positive global classical solutions to (1.1)-(1.2)-(2.1) starting from the same initial condition (h,Λ).

Applying twice the comparison principle of Proposition 2.1, we readily obtain that (v1,ρ1) ≡
(v2,ρ2).

2.2 Existence

Throughout this section, we shall always assume that the nontrivial nonnegative bounded initial

sequences h = (hj)j∈Z ∈ X 0 and Λ = (Λj)j∈Z ∈ ℓ∞(Z) satisfy the compatibility condition (2.2).

To establish the existence of a solution to system (1.1)-(1.2)-(2.1), we construct an iterative se-

quence. More precisely, we obtain a solution to (1.1)-(1.2)-(2.1) as the limit of the sequence of

solutions (vn,ρn)n∈N starting from (v0,ρ0) = (h,Λ), and where for each n ≥ 1, the sequences

vn = (vnj )j∈Z and ρn = (ρnj )j∈Z are solutions to the following problem:

∀t > 0,


∂tv

n
j (t, x) = d∂2

xv
n
j (t, x), x ∈ (0, 1),

dρnj (t)

dt
= f(ρnj (t)) + α(vn−1

j (t, 0) + vn−1
j−1 (t, 1))− 2βρnj (t),

(2.3)

with Robin boundary conditions

∀t > 0,

{
−d∂xvnj (t, 0) + αvnj (t, 0) = βρnj (t),

d∂xv
n
j (t, 1) + αvnj (t, 1) = βρnj+1(t),

(2.4)

and initial datum vnj (0, x) = hj(x), x ∈ [0, 1],

ρnj (0) = Λj ,
(2.5)

for all j ∈ Z.

We say that (vn,ρn)n∈N is a supersolution to (2.3)-(2.4), if for all n ≥ 1 one has ρnj ∈ C1([0,+∞),R)
and each vnj has the following regularity

vnj ∈ C 0([0,+∞)×[0, 1],R), ∂tvnj , ∂2
xv

n
j ∈ C 0((0,+∞)×(0, 1),R), and ∂xv

n
j ∈ C 0((0,+∞)×[0, 1],R),
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and satisfy

∀t > 0, j ∈ Z,



∂tv
n
j (t, x) ≥ d∂x2vnj (t, x), x ∈ (0, 1),

ρnj
′(t) ≥ f(ρnj (t)) + α(vn−1

j (t, 0) + vn−1
j−1 (t, 1))− 2βρnj (t),

−d∂xvnj (t, 0) + αvnj (t, 0) ≥ βρnj (t),

d∂xv
n
j (t, 1) + αvnj (t, 1) ≥ βρnj+1(t).

We define similarly a subsolution (vn,ρn)n∈N to (2.3)-(2.4) with all above inequalities being reversed

and the same notion of regularity. For our purposes, we present a comparison principle which will

play an important role in the forthcoming proof of existence of solutions to (2.3)-(2.4)-(2.5) and

which is very similar to the one already proved in Proposition 2.1.

Proposition 2.2 (Comparison principle). Assume that (vn,ρn)n∈N and (vn,ρn)n∈N are respec-

tively supersolution and subsolution to (2.3)-(2.4). If (v0,ρ0) ≤ (v0,ρ0)3 and for all n ≥ 1 one has

vnj (0, x) ≤ vnj (0, x) and ρn
j
(0) ≤ ρnj (0), for x ∈ [0, 1] and j ∈ Z, then for all t > 0

vnj (t, x) ≤ vnj (t, x), x ∈ [0, 1], and ρn
j
(t) ≤ ρnj (t),

for any n ≥ 1 and j ∈ Z.

Proof. We start by defining for all n ∈ N the following sequences wn := vn−vn and zn := ρn−ρn

which satisfies for all n ≥ 1 the following system of equations

∂tw
n
j (t, x) ≥ d∂x2wn

j (t, x), x ∈ (0, 1),

znj
′(t) ≥

(
gnj (t)− 2β

)
znj (t) + α(wn−1

j (t, 0) + wn−1
j−1 (t, 1)),

−d∂xwn
j (t, 0) + αwn

j (t, 0) ≥ βznj (t),

d∂xw
n
j (t, 1) + αznj (t, 1) ≥ βznj+1(t),

together with 

w0
j (t, x) ≥ 0, x ∈ [0, 1],

z0j (t) ≥ 0,

wn
j (0, x) ≥ 0, x ∈ [0, 1],

znj (0) ≥ 0,

for all t > 0 and j ∈ Z. In the above system, we have also defined

gnj (t) =


f(ρnj (t))− f(ρn

j
(t))

ρnj (t)− ρn
j
(t)

, ρnj (t) ̸= ρn
j
(t),

f ′(ρnj (t)), ρnj (t) = ρn
j
(t),

3We use the notation (u,ρ) ≤ (v,λ) whenever uj(t, x) ≤ vj(t, x) and ρj(t) ≤ λj(t) for all t ≥ 0, j ∈ Z and

x ∈ [0, 1].
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which is well defined by the regularity of f . We shall now complete the proof of the proposition by

induction.

For n = 1, integrating the second inequality of the above system, we find

z1j (t) ≥ z1j (0)e
∫ t
0 (g

1
j (s)−2β)ds + α

∫ t

0
(w0

j (s, 0) + w0
j−1(s, 1))e

∫ t
s (g

1
j (τ)−2β)dτds ≥ 0, t > 0, j ∈ Z,

since z1j (0) ≥ 0 and w0
j (t, x) ≥ 0 for all x ∈ [0, 1], t > 0 and j ∈ Z. Now, for each j ∈ Z we have

∂tw
1
j (t, x) ≥ d∂2

xw
1
j (t, x), x ∈ (0, 1),

−d∂xw1
j (t, 0) + αw1

j (t, 0) ≥ 0,

d∂xw
1
j (t, 1) + αz1j (t, 1) ≥ 0,

wj(0, x) ≥ 0, x ∈ [0, 1],

then the weak maximum principle for parabolic equation with Robin boundary condition [20]

ensures that

w1
j (t, x) ≥ 0, x ∈ [0, 1],

for all t > 0.

Finally, assume that the property holds for n − 1, that is, wn−1
j (t, x) ≥ 0 for x ∈ (0, 1) and

zn−1
j (t) ≥ 0 for all t > 0 and j ∈ Z. Once again, using the assumption that znj (0) ≥ 0 and the

variation of constants formula, we derive

znj (t) ≥ znj (0)e
∫ t
0 (g

n
j (s)−2β)ds+α

∫ t

0
(wn−1

j (s, 0)+wn−1
j−1 (s, 1))e

∫ t
s (g

n
j (τ)−2β)dτds ≥ 0, t > 0, j ∈ Z,

from which we deduce, applying again the weak maximum principle, that

wn
j (t, x) ≥ 0, x ∈ [0, 1],

for all t > 0. This completes the proof of the proposition.

As already emphasized, we shall construct a classical solution (v,ρ) to (1.1)-(1.2)-(2.1) as the limit

of the sequence (vn,ρn)n∈N initialized with (v0,ρ0) = (h,Λ), where each (vn,ρn) is the solution

of (2.3)-(2.4)-(2.5). We divide the proof into several steps.

Step 1: solvability of (2.3)-(2.4)-(2.5) on [0, Tn) for some Tn > 0. We use induction to show

that (2.3)-(2.4)-(2.5) has a unique solution. For n = 1, we have that for each j ∈ Z, the function

ρ1j are solutions of the following Cauchy problem{
ρ1j

′
(t) = f(ρ1j (t)) + α(v0j (t, 0) + v0j−1(t, 1))− 2βρ1j (t), t > 0,

ρ1j (0) = Λj .
(2.6)

Since f is Lipschitz continuous, and by definition v0j (t, 0) = hj(0) and v0j−1(t, 1) = hj−1(1), the

Cauchy-Lipschitz theorem ensures the existence of 0 < T1 < +∞, the maximal time of existence,
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such that the Cauchy problem (2.6) has a unique solution ρ1j ∈ C 1([0, T1),R). Next, we for each

j ∈ Z, we look at the following evolutionary problem on (0, T1)
∂tv

1
j (t, x) = d∂2

xv
1
j (t, x), x ∈ (0, 1),

−d∂xv1j (t, 0) + αv1j (t, 0) = βρ1j (t),

d∂xv
1
j (t, 1) + αv1j (t, 1) = βρ1j+1(t),

(2.7)

with initial data

v1j (0, x) = hj(x), x ∈ [0, 1].

Since ρ1j ∈ C 1([0, T1),R) for all j ∈ Z, there exists a unique classical solution v1j , that is

v1j ∈ C 0([0, T1)× [0, 1],R), ∂tv
1
j , ∂

2
xv

1
j ∈ C 0((0, T1)× (0, 1),R), and ∂xv

1
j ∈ C 0((0, T1)× [0, 1],R).

We remark that t 7−→ v1j (t, 0) and t 7−→ v1j (t, 1) are continuous on [0, T1). As a consequence, we can

apply an induction argument to obtain the existence of a nonincreasing sequence of times Tn > 0

such that 0 < Tn ≤ Tn−1 ≤ · · · ≤ T1 ≤ +∞ system (2.3)-(2.4)-(2.5) admits a unique couple of

solution ρnj ∈ C1([0, Tn),R) and vnj having the following regularity

vnj ∈ C 0([0, Tn)× [0, 1],R), ∂tv
n
j , ∂

2
xv

n
j ∈ C 0((0, Tn)× (0, 1),R), and ∂xv

n
j ∈ C 0((0, Tn)× [0, 1],R),

for each j ∈ Z.

Step 2: solvability of (2.3)-(2.4)-(2.5) on [0,+∞). We give some a priori estimates to extend

the solution constructed in the previous step to Tn = +∞. We claim that for each n ≥ 1 and j ∈ Z
one has

0 ≤ vnj (t, x) ≤ max

{
β

α
, ∥h∥∞

}
, x ∈ [0, 1], and 0 ≤ ρnj (t) ≤ max{∥Λ∥ℓ∞(Z), 1}, (2.8)

for all t ∈ [0, Tn). First, since both (v0,ρ0) = (h,Λ) ≥ (0, 0) and (vn(t = 0),ρn(t = 0)) =

(h,Λ) ≥ (0, 0), and (vn,ρn)n∈N ≡ (0, 0) is a trivial subsolution, the comparison principle from

Proposition 2.2 ensures that for all t ∈ [0, Tn) one has

0 ≤ vnj (t, x), x ∈ [0, 1], and ρnj (t) ≤ ρnj (t),

for any n ≥ 1 and j ∈ Z. On the other hand if we define for each n ∈ N

(vn,ρn) ≡
(
max

{
β

α
, ∥h∥∞

}
,max{∥Λ∥ℓ∞(Z), 1}

)
,

then we can readily check that (v0,ρ0) = (h,Λ) ≤ (v0,ρ0) and also (vn(t = 0),ρn(t = 0)) =

(h,Λ) ≤ (vn(t = 0),ρn(t = 0)). It is also easy to check that (vn,ρn)n∈N is a supersolution to

(2.3)-(2.4) since f is assumed to be negative outside the interval [0, 1]. Applying Proposition 2.2,

we obtain

vnj (t, x) ≤ max

{
β

α
, ∥h∥∞

}
, x ∈ [0, 1], and ρnj (t) ≤ max{∥Λ∥ℓ∞(Z), 1},
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for all n ≥ 1 and j ∈ Z. This uniform bound implies that Tn = +∞ for all n ≥ 1. As a

complementary remark, let us observe that thanks to our assumption on f and the uniform bound

(2.8), one gets the following uniform bound for the time derivative of ρnj , namely

∀t > 0,
∣∣ρnj ′(t)∣∣ ≤ (f ′(0) + 2β

)
max{∥Λ∥ℓ∞(Z), 1}+ 2αmax

{
β

α
, ∥h∥∞

}
,

for any n ≥ 1 and j ∈ Z.

Step 3: existence of a solution. Let T > 0 be fixed and (vn,ρn)n∈N be the solution of (2.3)-

(2.4)-(2.5) constructed in the previous step. We already know that for each n ≥ 1 and j ∈ Z the

function ρnj is globally Lipschitz continuous. As a consequence, since each vnj is a solution of

∂tv
n
j (t, x) = d∂2

xv
n
j (t, x), t > 0, x ∈ (0, 1),

with Robin boundary conditions{
−d∂xvnj (t, 0) + αvnj (t, 0) = βρnj (t),

d∂xv
n
j (t, 1) + αvnj (t, 1) = βρnj+1(t),

∀t > 0,

and initial datum

vnj (0, x) = hj(x), x ∈ [0, 1],

we have, by standard parabolic estimates for the heat equation on bounded domain with Robin

boundary conditions [19], that there exists 0 < ν < 1 such that for any τ ∈ (0, T ) and

∀n ≥ 1, j ∈ Z, ∥vnj ∥C 0,ν([τ,T ]×[0,1]) + ∥∂xvnj ∥C 0,ν([τ,T ]×[0,1])

≤ C
(
∥ρnj ∥L∞([0,T+1]) + ∥ρnj+1∥L∞([0,T+1]) + ∥vnj ∥L∞([0,T+1]×[0,1])

)
≤ C

(
2max{∥Λ∥ℓ∞(Z), 1}+max

{
β

α
, ∥h∥∞

})
,

where the constant C > 0 only depends on ν, τ, T, d, α, β . Then, by Schauder estimates [19], we

also have for all n ≥ 1 and j ∈ Z

∥∂tvnj ∥C 0,ν([τ,T ]×[0,1]) + ∥∂2
xv

n
j ∥C 0,ν([τ,T ]×[0,1])

≤ C ′ (∥ρnj ∥C 0,ν([τ/2,T ]) + ∥ρnj+1∥C 0,ν([τ/2,T ]) + ∥vnj ∥L∞([0,T+1]×[0,1])

)
≤ C ′

(
2
(
f ′(0) + 2β

)
max{∥Λ∥ℓ∞(Z), 1}+ (4α+ 1)max

{
β

α
, ∥h∥∞

})
,

for some constant C ′ > 0 independent of n and j. Finally, returning to the equation satisfied by

ρnj , we also deduce that ρnj
′ ∈ C 0,ν([τ, T ]) with the following uniform estimate

∥ρnj
′∥C 0,ν([τ,T ]) ≤ (f ′(0) + 2β)∥ρnj ∥C 0,ν([τ,T ]) + 2α∥vnj ∥C 0,ν([τ,T ]×[0,1]) ≤ C ′′(∥Λ∥ℓ∞(Z) + ∥h∥∞),

for some C ′′ > 0 independent of n and j.
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As a consequence, for any (N,M) ∈ Z2 such that N < M , the sequence

((vnj )j=N,...,M , (ρnj )j=N,...,M )n∈N,

together with its respective time derivatives and space derivatives for vnj up to order 2, is uniformly

bounded in C 0,ν norm on the compact set [τ, T ] × [0, 1]. By Arzela-Ascoli’s theorem, up to a

subsequence, there exists a limit sequence (v,ρ) = (vj , ρj)j∈Z such that (vn,ρn) converges to

(v,ρ) as n → +∞ on any compact of (0,+∞) × [0, 1] × Z, but also its respective time derivative

and space derivatives (up to order 2).

From Proposition A.1, one has

vnj (t, x) =

∫ 1

0
K(t, x− y)h(y)dy +

∫ t

0

[
K(t− s, x− 1)ρnj+1(s) +K(t− s, x)ρnj (s)

]
ds

+

∫ t

0
[−αK(t− s, x− 1) + d∂xK(t− s, x− 1)] vnj (s, 1)ds

−
∫ t

0
[αK(t− s, x) + d∂xK(t− s, x)] vnj (s, 0)ds,

where K(t, x) := 1√
4πdt

exp
(
− x2

4dt

)
, and passing to the limit as n → +∞ for t ∈ [τ, T ], x ∈ [0, 1]

and j ∈ JN,MK for N < M , we end up with

vj(t, x) =

∫ 1

0
K(t, x− y)hj(y)dy +

∫ t

0
[K(t− s, x− 1)ρj+1(s) +K(t− s, x)ρj(s)] ds

+

∫ t

0
[−αK(t− s, x− 1) + d∂xK(t− s, x− 1)] vj(s, 1)ds

−
∫ t

0
[αK(t− s, x) + d∂xK(t− s, x)] vj(s, 0)ds.

Taking t = τ → 0, we recover

vj(t, x) −→
t→0

hj(x), x ∈ [0, 1].

Integrating the second equation in (2.3) from 0 to t, we get that

ρnj (t) = Λj +

∫ t

0
(f(ρnj (s))− 2βρnj (s))ds+ α

∫ t

0
(vn−1

j (s, 0) + vn−1
j−1 (s, 1))ds,

and passing to the limit as n→ +∞, we get

ρj(t) = Λj +

∫ t

0
(f(ρj(s))− 2βρj(s))ds+ α

∫ t

0
(vj(s, 0) + vj−1(s, 1))ds,

from which we also recover that

ρj(t) −→
t→0

Λj .

Thanks to the regularity of ∂xv
n
j up to the boundary at x = 0 and x = 1, we can also pass to the

limit as n → +∞ in the boundary condition. As a consequence, (v,ρ) is a classical solution to

(2.3)-(2.4)-(2.5). By uniqueness of the problem (2.3)-(2.4)-(2.5), we remark that the convergence
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of (vn,ρn) towards (v,ρ) holds for all n, and not only up to a subsequence. Finally, the a priori

bound (2.8) gives

∀t > 0, j ∈ Z, 0 ≤ vj(t, x) ≤ max

{
β

α
, ∥h∥∞

}
, x ∈ [0, 1], and 0 ≤ ρj(t) ≤ max{∥Λ∥ℓ∞(Z), 1}.

Since (h,Λ) ̸≡ (0, 0), the comparison principle from Proposition 2.1 ensures that

∀t > 0, j ∈ Z, 0 < vj(t, x), x ∈ [0, 1], and 0 < ρj(t).

This concludes the proof of Theorem 1.

3 Long time behavior

We now turn to the study of the long time behavior of (1.1)–(1.2).

Theorem 2. The unique non-negative, bounded stationary solutions for equation (1.1)-(1.2) are

(v∞j , ρ∞j )j∈Z ≡ (0, 0) and (v∞j , ρ∞j )j∈Z ≡ (βα , 1).

Bounded nonnegative stationary solutions of system (1.1)-(1.2) are solutions to0 = dv′′j (x), x ∈ (0, 1), j ∈ Z,

0 = f(ρj) + α(vj(0) + vj−1(1))− 2βρj , j ∈ Z,
(3.1)

together with the boundary conditions−dv′j(0) + αvj(0) = βρj , j ∈ Z,

dv′j(1) + αvj(1) = βρj+1, j ∈ Z.
(3.2)

It follows from the vj-equation of (3.1) that there exist two sequences (aj)j∈Z and (bj)j∈Z of real

numbers such that

vj(x) = ajx+ bj , x ∈ (0, 1), j ∈ Z. (3.3)

Then using (3.3), we have that

v′j(0) = v′j(1) = vj(1)− vj(0). (3.4)

Substituting (3.4) into (3.2) we get that(d+ α)vj(0)− dvj(1) = β ρj , j ∈ Z,

−dvj(0) + (d+ α)vj(1) = βρj+1, j ∈ Z.

Solving the above system, we obtain that

vj(0) =
βd

α(2d+ α)

(
d+ α

d
ρj + ρj+1

)
, ∀j ∈ Z, (3.5)
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and

vj(1) =
βd

α(2d+ α)

(
ρj +

d+ α

d
ρj+1

)
, ∀j ∈ Z. (3.6)

By applying the second equation of the system (3.1), and combining it with (3.5) and (3.6), we

derive that
βd

2d+ α
(ρj−1 − 2ρj + ρj+1) + f(ρj) = 0, ∀j ∈ Z. (3.7)

As a consequence, the existence and uniqueness of bounded nonnegative stationary solutions to

system (3.1)-(3.2) is equivalent to the existence and uniqueness of bounded nonnegative stationary

solutions to (3.7).

Proof of Theorem 2. Since f(0) = f(1) = 0, it is clear that ρj ≡ 0,∀j ∈ Z and ρj ≡ 1,∀j ∈ Z
are always solutions of (3.7). Let us prove that they are actually the only bounded nonnegative

stationary solutions of (3.7).

Let ρ = (ρj)j∈Z ̸= 0 be a non zero, bounded, nonnegative stationary solution (3.7). Then, neces-

sarily, one has ρj > 0 for all j ∈ Z. Indeed, if ρj0 = 0 for some j0 ∈ Z, then equation (3.7) implies

that ρj0+1 = ρj0−1 = 0, and by induction, ρj = 0 for all j ∈ Z. So from now on, we assume that ρ

satisfies ρj > 0 for all j ∈ Z. We let N ≥ 2 be an integer which satisfies

2βd

2d+ α

(
1− cos

(
π

N + 1

))
< f ′(0). (3.8)

Consider the eigenvalue problem

−(ρj−1 − 2ρj + ρj+1) = µρj , j = 1, . . . , N,

and ρj = 0 for all j ≤ 0 and j ≥ N + 1. One easily finds that the eigenvalues are given by

µp = 2

(
1− cos

(
pπ

N + 1

))
, p = 1, . . . , N,

with corresponding eigenfunctions ϕp = (ϕp
j )j∈Z defined as

ϕp
j =


sin

(
pjπ

N + 1

)
, j = 1, . . . , N,

0, otherwise.

We consider the principal eigenfunction ϕ1 with eigenvalue µ1 > 0. Thanks to condition (3.8) on

N which ensures that
βd

2d+ α
µ1 < f ′(0),

and thanks to the KPP assumption on the function f , there exists ϵ0 > 0 such that for all ϵ ∈ (0, ϵ0]

one has

−L (ϵϕ1)j < f(ϵϕ1
j ), j = 1, . . . , N
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where the operator L : ℓ∞(Z)→ ℓ∞(Z) is defined as

L (ρ)j =
βd

2d+ α
(ρj−1 − 2ρj + ρj+1), j ∈ Z,

for any ρ ∈ ℓ∞(Z). From the discrete comparison principle (see Proposition B.4), we deduce that

ϵϕ1
j < ρj , j = 1, . . . , N.

By the discrete translation invariance of the problem, we deduce that

m := inf
j∈Z

ρj > 0.

Assume that m < 1. We let (jk)k∈N such that

ρjk −→
k→+∞

m.

For each j ∈ Z, we denote

ρ̂j := lim
k→+∞

ρj+jk ,

and we remark that ρ̂j also satisfies (3.7). We also note that ρ̂0 = m and by construction

ρ̂0 = m = inf
j∈Z

ρ̂j .

It is also satisfies

βd

2d+ α

ρ̂−1 − ρ̂0︸ ︷︷ ︸
≥0

+ ρ̂1 − ρ̂0︸ ︷︷ ︸
≥0

 = −f(ρ̂0) = −f(m) < 0,

which is impossible. As a consequence, one has m ≥ 1. By a similar argument, this time with

M = supj∈Z ρj > 0, one gets that necessarily M ≤ 1. This implies that ρj = 1 for all j ∈ Z and

concludes the proof of the theorem.

Next, we demonstrate that the positive stationary solution (v∞j , ρ∞j )j∈Z ≡ (βα , 1) is the global

attractor of the system (1.1)–(1.2) starting from nontrivial nonnegative bounded initial condition.

More precisely, we shall prove the following result.

Theorem 3. Let (v,ρ) be the unique global classical solution of (1.1)-(1.2)-(2.1) starting from a

nontrivial nonnegative bounded initial sequence (h,Λ) ∈ X 0 × ℓ∞(Z) satisfying the compatibility

condition (2.2). Then,

lim
t→+∞

(vj(t, x), ρj(t)) =

(
β

α
, 1

)
, ∀x ∈ [0, 1],

locally uniformly j ∈ Z.
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Proof of Theorem 3. The first part of the proof consists of constructing a nonnegative, com-

pactly supported, stationary subsolution to (1.1)-(1.2). Actually, following the proof of Theorem 2,

there exists N0 > 1 large enough such that condition (3.8) is satisfied for all N ≥ N0. Next, with

N ≥ N0, we define ρ =
(
ρ
j

)
j∈Z

as

ρ
j
:=


sin

(
jπ

N + 1

)
, j = 1, . . . , N,

0, otherwise,

and set

vj(x) := ajx+ bj , x ∈ [0, 1], j ∈ Z,

with

aj :=
β

2d+ α

(
ρ
j+1
− ρ

j

)
and bj :=

βd

α(2d+ α)

(
d+ α

d
ρ
j
+ ρ

j+1

)
, ∀j ∈ Z.

By construction, v = (vj)j∈Z is compactly supported, and we have

d∂2
xvj(x) = 0, x ∈ (0, 1),

together with −d∂xvj(0) + αvj(0) = βρ
j
,

d∂xvj(1) + αvj(1) = βρ
j+1

,

for all j ∈ Z. Finally, there exists ϵ0 > 0 such that for all ϵ ∈ (0, ϵ0] one has:

ϵβd

2d+ α

(
ρ
j−1
− 2ρ

j
+ ρ

j+1

)
+ f(ϵρ

j
) > 0, , j = 1, . . . , N.

As a consequence
(
ϵv, ϵρ

)
is a stationary, compactly supported, subsolution for all N ≥ N0 and

ϵ ∈ (0, ϵ0].

We now use the method of super- and subsolutions to prove the theorem. First, we consider (v,ρ)

defined by

vj(x) := max

{
∥h∥∞,

β

α

}
, ρj = max

{
∥Λ∥ℓ∞(Z), 1

}
, x ∈ [0, 1], j ∈ Z.

Let t 7→ (v̂(t), ρ̂(t)) be the global solution of (1.1)-(1.2) with initial condition (v̂(0), ρ̂(0)) = (v,ρ).

It follows from the comparison principle from Proposition 2.1 that t 7→ (v̂(t), ρ̂(t)) is non increasing

in time t and satisfies
(
β
α , 1
)
≤ (v̂(t), ρ̂(t)) for all t > 0. Thus, owing to Theorem 2, as t →

+∞, it convergences locally uniformly in j to the unique positive solution of (3.1)-(3.2), namely(
v∞j , ρ∞j

)
≡
(
β
α , 1
)
, that is

∀x ∈ [0, 1], v̂j(t, x) −→
t→+∞

β

α
and ρ̂j(t) −→

t→+∞
1,
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locally uniformly in j ∈ Z. Now, let t 7→ (v(t),ρ(t)) be the solution of (1.1)-(1.2)-(2.1) starting from

the nonnegative, not identically equal to zero, bounded initial datum (h,Λ). Since (h,Λ) ≤ (v,ρ),

we have (v(t),ρ(t)) ≤ (v̂(t), ρ̂(t)) for all t > 0 and thus

∀x ∈ [0, 1], lim sup
t→+∞

(vj(t, x), ρj(t)) ≤
(
β

α
, 1

)
,

locally uniformly in j ∈ Z. Furthermore, since 0 ≨ (h,Λ), by the comparison principle from

Proposition 2.1, we have that 0 < (v(t),ρ(t)) for all t > 0. As a consequence, upon reducing further

the size of ϵ, we can always ensure that
(
ϵv, ϵρ

)
≤ (v(1),ρ(1)). We now let t 7→

(
v(t),ρ(t)

)
be the

global solution of (1.1)-(1.2) with initial condition
(
ϵv, ϵρ

)
, which by the comparison principle, is

nondecreasing in t. As a consequence, it also converges locally uniformly j to
(
v∞j , ρ∞j

)
≡
(
β
α , 1
)
,

the unique positive solution of (3.1)-(3.2). Thus, we have that

∀x ∈ [0, 1],

(
β

α
, 1

)
= lim

t→+∞
(vj(t, x), ρj(t)) ≤ lim inf

t→+∞
(vj(t+ 1, x), ρj(t+ 1)),

locally uniformly j. This completes the proof of Theorem 3.

4 Exponential solutions and linear spreading speed

In order to study the spreading properties of system (1.1)-(1.2), we consider the existence of expo-

nential solutions for the linearized problem around the trivial state which writes:

∀t > 0, j ∈ Z,

∂tvj(t, x) = d∂2
xvj(t, x), x ∈ (0, 1),

ρ′j(t) = f ′(0)ρj(t) + α(vj(t, 0) + vj−1(t, 1))− 2βρj(t),
(4.1)

with the boundary condition

∀t > 0, j ∈ Z,

−d∂xvj(t, 0) + αvj(t, 0) = βρj(t),

d∂xvj(t, 1) + αvj(t, 1) = βρj+1(t).
(4.2)

We will be looking for solutions of the form

(vj(t, x), ρj(t)) =
(
e−µ(j−ct)V (x), e−µ(j−ct)

)
, (4.3)

where

V (x) = a cosh

(√
λ

d
x

)
+ b sinh

(√
λ

d
x

)
, ∀x ∈ [0, 1],

for some λ > 0, µ > 0, c > 0 and (a, b) ∈ R2 that will be determined later. We substitute ansatz

(5.1) into (4.1), (4.2) and get that

µc = λ,

µc = f ′(0) + α(V (0) + eµV (1))− 2β,

−dV ′(0) + αV (0) = β,

dV ′(1) + αV (1) = βe−µ.

(4.4)
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We first express (a, b) as a function of (V (0), V (1)), that is

a = V (0), b =
V (1)

sinh

(√
λ
d

) − V (0)

tanh

(√
λ
d

) .

We also deduce that

V ′(0) =

√
λ

d

− 1

tanh

(√
λ
d

)V (0) +
1

sinh

(√
λ
d

)V (1)

 ,

V ′(1) =

√
λ

d

− 1

sinh

(√
λ
d

)V (0) +
1

tanh

(√
λ
d

)V (1)

 .

As a consequence, using the Robin type boundary in (4.4), we deduce that
α+

√
dλ

tanh

(√
λ
d

) −
√
dλ

sinh

(√
λ
d

)
−

√
dλ

sinh

(√
λ
d

) α+

√
dλ

tanh

(√
λ
d

)


(
V (0)

V (1)

)
= β

(
1

e−µ

)
. (4.5)

Define

∆(λ) := α2 + dλ+
2
√
dλα

tanh

(√
λ
d

) ,

and let us remark that when λ > 0 we have ∆(λ) > 0 and ∆ is well-defined up to λ = 0 with

∆(0) = α2 + 2dα > 0. Thus, we can invert the above system (4.5) and deduce that

V (0) =
β

∆(λ)


√
dλ

tanh

(√
λ
d

) + α+

√
dλ

sinh

(√
λ
d

)e−µ

 ,

and

V (1) =
β

∆(λ)


√
dλ

tanh

(√
λ
d

)e−µ + αe−µ +

√
dλ

sinh

(√
λ
d

)
 .

Therefore, we substitute the above two formulas into (4.4) to obtain
µc = λ,

µc = f ′(0)− 2β + 2αβ
∆(λ)

α+

√
dλ

tanh

(√
λ
d

) +

√
dλ

sinh

(√
λ
d

) cosh(µ)

 .
(4.6)
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Figure 3: Typical representation of the map Ψ on (λ0,+∞) with a unique global minimum at λ = λ∗. Here,

parameters values are set to (α, β, d, f ′(0)) = (1, 1, 1, 1).

As a consequence, we have that

cosh

(
λ

c

)
= y(λ),

where

y(λ) :=

∆(λ)

2αβ
(λ+ 2β − f ′(0))−

α+

√
dλ

tanh

(√
λ
d

)

 sinh

(√
λ
d

)
√
dλ

. (4.7)

Solving the above equation, one gets that

c =
λ

µ(λ)
, (4.8)

where

µ(λ) := ln
(
y(λ) +

√
y2(λ)− 1

)
,

and y(λ) is defined in (4.7). Now, to justify all the above computations, one needs to show that

λ 7→ µ(λ) is well-defined which is equivalent to proving that y(λ) > 1 for some range of λ. First of

all, one can actually check that y(λ) → +∞ as λ → +∞. By a direct computation, we also have

that

y(0+) = 1− f ′(0)

β

( α

2d
+ 1
)
< 1.

Thus, there exists λ0 > 0 such that y(λ0) = 1 and

y(λ) > 1, ∀λ > λ0.

We claim that such a λ0 > 0 is unique. First, we observe that the equality y(λ0) = 1 is equivalent

to

2αβ

∆(λ0)

α+

√
dλ0

tanh

(√
λ0
d

) +

√
dλ0

sinh

(√
λ0
d

)
 = λ0 + 2β − f ′(0).
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On the one hand, the map g : λ 7→ g(λ) = λ + 2β − f ′(0) is strictly increasing on R+ with

g(0) = 2β − f ′(0) and g(λ) ∼ λ as λ→ +∞. On the other hand, the map G defined as

G : λ 7→ G(λ) =
2αβ

∆(λ)

α+

√
dλ

tanh

(√
λ
d

) +

√
dλ

sinh

(√
λ
d

)
 ,

is decreasing on R+ with G(0) = 2β and G(λ) ∼ 2αβ√
dλ

as λ → +∞. The fact that G is decreasing

on R+ comes from the direct computation:

∀λ > 0, G′(λ) = −
αβ

(
λ+

√
λ
d sinh

(√
λ
d

))
λ sinh

(√
λ
d

)2

∆(λ)2
Θ(λ) < 0,

where

Θ(λ) := dλ

(
cosh

(√
λ

d

)
− 1

)
+ α2

(
cosh

(√
λ

d

)
+ 1

)
+ 2
√
dλ sinh

(√
λ

d

)
> 0.

As a consequence since g(0) = 2β−f ′(0) < 2β = G(0) and g is strictly increasing with g(λ)→ +∞
as λ→ +∞ while G is strictly decreasing G(λ)→ 0 as λ→ +∞, we obtain the existence of a unique

λ0 > 0 such that g(λ0) = G(λ0) and g(λ) < G(λ) for all λ ∈ [0, λ0) together with g(λ) > G(λ) for

all λ > λ0. This proves the claim.

The uniqueness of λ0 implies that y(λ) < 1 for all λ ∈ (0, λ0) such that µ(λ) is only well-defined

for all λ > λ0. Coming back to (4.8), we define Ψ : (λ0,+∞)→ R+ as

Ψ(λ) :=
λ

µ(λ)
.

We readily note that Ψ(λ)→ +∞ as λ→ λ+
0 and as λ→ +∞. Since Ψ is smooth on (λ0,+∞), it

achieves a minimum on (λ0,+∞), and we can define

c∗ := min
λ>λ0

λ

µ(λ)
. (4.9)

We present in Figure 3 a typical representation of the map Ψ on (λ0,+∞). It exhibits a unique

global minimum at some λ∗ > λ0, values at which one has

c∗ =
λ∗

µ(λ∗)
.

We numerically computed the linear spreading speed c∗ by systematically evaluating the global

minimum of the function Ψ as given by formula (4.9) as a function of the various parameters of

the system. We reported the corresponding results in Figure 4. For the chosen parameter values,

variations of the linear spreading speed c∗ as a function of α and β show a similar pattern with, in

both cases, the existence of a maximal spreading speed (see panels (a) and (b) of Figure 4) at some
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(a) (β, d, f ′(0)) = (1, 1, 1). (b) (α, d, f ′(0)) = (1, 1, 1). (c) (α, β, f ′(0)) = (1, 1, 1).

(d) (α, β, d) = (1, 1, 1). (e) (α, β, d) = (1, 1, 1).

Figure 4: Plots of the linear spreading speed (1.1) as parameters are varied.

optimal value of the parameters α or β. More precisely, as either α or β is varied, while all other

parameters are kept fixed, the linear spreading speed is first increasing from zero towards a global

maximum value and then decreasing. On the other hand, when varying the parameter d, we clearly

observe a monotone convergence towards a limiting asymptotic value. The limiting value exactly

matches the asymptotic spreading speed c∞∗ defined in formula (6.8) of Section 6 below. Finally,

as it is the case for spreading speeds for scalar continuous Fisher-KPP equations, we see that the

spreading speed c∗ is a strictly monotone function of the parameter f ′(0), and we conjecture that c∗

is proportional to
√
f ′(0). This is numerically confirmed (see panel (e) of Figure 4) by performing

a linear regression of ln(c∗) as a function of ln(f ′(0)). We find that ln(c∗) ∼ a1 ln(f
′(0)) + a0 with

(a1, a0) ≃ (0.5306,−0.5012), where the relative error of the coefficient a1 compared to the predicted

value of 1/2 is approximately 0.0613.

We have also further explored the dependence of the spreading speed as a function of α and β

by showing in Figure 5 the color plot of the map (α, β) 7→ c∗(α, β) and several of its isolines

(red curves). It shows that the spreading speed seems to converge towards a limiting value as

α = β → +∞. We numerically confirmed this behavior by plotting the linear spreading speed c∗

as a function of α = β where we observe a monotone convergence towards a limiting asymptotic

value, see the right panel of Figure 5. We leave it as future work to theoretically investigate this

asymptotic limit.
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Figure 5: Left: Amplitude of the spreading speed c∗ as a function of (α, β) in the square [0, 20] × [0, 20].

Several isolines (red curves) are also reported. Right: Linear spreading speed c∗ as a function of α = β.

Other values of the parameters are set to (d, f ′(0)) = (1, 1).

5 Asymptotic spreading

In this section, we investigate the asymptotic spreading properties of system (1.1)-(1.2) starting

from compactly supported initial conditions. We anticipate that the linear spreading speed c∗

defined in the previous section via formula (4.9) is precisely the asymptotic spreading speed of the

nonlinear system (1.1)-(1.2) as stated in the following theorem.

Theorem 4. Let (v,ρ) be the unique bounded classical solution of the Cauchy problem (1.1)-(1.2)-

(2.1) starting from a nontrivial bounded compactly supported initial datum (0, 0) ̸≡ (h,Λ) ≤
(
β
α , 1
)
.

Let c∗ > 0 be defined in (4.9). Then:

(i) for all c > c∗, we have

lim
t→+∞

sup
|j|≥ct
x∈[0,1]

(vj(t, x), ρj(t)) = (0, 0) ,

(ii) for all c ∈ (0, c∗), we have

lim
t→+∞

inf
|j|≤ct
x∈[0,1]

(vj(t, x), ρj(t)) =

(
β

α
, 1

)
.

We illustrate the above result in Figure 6 by directly comparing the theoretical spreading speed

c∗ given by formula (4.9) and numerically computed spreading speed (dark red circles) obtained

by numerically solving system (1.1)-(1.2) from compactly supported initial conditions using the

numerical scheme proposed in [3].
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Figure 6: Comparison between the theoretical spreading speed c∗ given by formula (4.9) and numerically

computed spreading speed (dark red circles) obtained by numerically solving system (1.1)-(1.2) from compactly

supported initial conditions.

5.1 Upper estimate

We first prove item (i) of Theorem 4, which is a direct consequence of the analysis conducted in

the previous section. Let c∗ > 0 be given by formula (4.9) and let λ∗ > λ0 be such that

c∗ = min
λ>λ0

λ

µ(λ)
=

λ∗
µ∗

,

where we have set µ∗ := µ(λ∗) > 0. Then the following sequence

∀t ≥ 0, j ∈ Z, x ∈ [0, 1], (vj(t, x), ρj(t)) =
(
e−µ∗(j−c∗t)V∗(x), e

−µ∗(j−c∗t)
)
, (5.1)

where

∀x ∈ [0, 1], V∗(x) =
β

sinh

(√
λ∗
d

)
∆(λ∗)

[√
λ∗d cosh

(√
λ∗
d
(1− x)

)
+ α sinh

(√
λ∗
d
(1− x)

)]

+
βe−µ∗

sinh

(√
λ∗
d

)
∆(λ∗)

[√
λ∗d cosh

(√
λ∗
d
x

)
+ α sinh

(√
λ∗
d
x

)]
,

is a solution of the linearized problem (4.1). We readily remark that V∗(x) > 0 for all x ∈ [0, 1].

We can then introduce the sequences

∀t ≥ 0, j ∈ Z, x ∈ [0, 1], vj(t, x) = min

(
ϑe−µ∗(j−c∗t)V∗(x),

β

α

)
,

and

∀t ≥ 0, j ∈ Z, ρj(t) = min
(
ϑe−µ∗(j−c∗t), 1

)
,

for some ϑ > 0 to be fixed. Since the initial datum (0, 0) ̸≡ (h,Λ) ≤
(
β
α , 1
)

is assumed to be

compactly supported, we can always find ϑ > 0 sufficiently large such that

∀j ∈ Z, x ∈ [0, 1], hj(x) ≤ vj(0, x) and Λj ≤ ρj(0).
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From the comparison principle of Proposition 2.1, we deduce that

∀t ≥ 0, j ∈ Z, x ∈ [0, 1], vj(t, x) ≤ vj(t, x) and ρj(t) ≤ ρj(t),

and thus for all c > c∗ one has

lim
t→+∞

sup
j≥ct

x∈[0,1]

(vj(t, x), ρj(t)) ≤ lim
t→+∞

sup
j≥ct

x∈[0,1]

(vj(t, x), ρj(t)) = (0, 0) .

By symmetry, that is using v−j(t, x) and ρ−j(t) instead, we deduce item (i) of Theorem 4.

5.2 Lower estimate

Our aim is now to prove the lower estimate of item (ii) of Theorem 4. For that purpose, we shall

construct compactly supported subsolutions of the linear system penalized by δ > 0 which reads

∀t > 0, j ∈ Z,

∂tvj(t, x) = d∂2
xvj(t, x), x ∈ (0, 1),

ρ′j(t) = (f ′(0)− δ) ρj(t) + α(vj(t, 0) + vj−1(t, 1))− 2βρj(t),
(5.2)

together with the usual boundary conditions

∀t > 0, j ∈ Z,

−d∂xvj(t, 0) + αvj(t, 0) = βρj(t),

d∂xvj(t, 1) + αvj(t, 1) = βρj+1(t).
(5.3)

The main result of this section is the following.

Proposition 5.1. Let c∗ be given by formula (4.9). For all c ∈ (0, c∗) close enough to c∗ there exists

δ > 0 such that the penalized linear system (5.2)-(5.3) admits a nonnegative, compactly supported,

generalized subsolution (v,ρ) ̸≡ (0, 0).

Proof. In order to keep the presentation as light as possible, we will proceed with f ′(0) instead of

f ′(0)− δ in (5.2) since our arguments naturally perturb for δ > 0 small enough.

We set c ∈ (0, c∗) and consider once again exponential solutions of (5.2)-(5.3) of the form

(vj(t, x), ρj(t)) =
(
e−µ(j−ct)V (x), e−µ(j−ct)

)
,

where

V (x) = a cosh

(√
λ

d
x

)
+ b sinh

(√
λ

d
x

)
, ∀x ∈ [0, 1],

this time with eventual complex parameters (λ, µ, a, b) ∈ C4 that will be fixed along the proof.

Performing similar computations as in the previous section, we readily obtain that, given c ∈ (0, c∗),

the couple (λ, µ) ∈ C2 is a solution of the system (4.6) from which one obtains equation (4.8) which

we rewrite as

Φ(c, λ) = 0,
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with Φ(c, λ) := λ − cµ(λ) where µ(λ) = ln
(
y(λ) +

√
y(λ)2 − 1

)
and y(λ) is given in (4.7). By

definition of c∗ and analyticity of the map Φ on its domain of definition we have that there exists

a positive integer p ≥ 1 such that

Φ(c∗, λ∗) = 0, ∂k
λΦ(c∗, λ∗) = 0 for k = 1, . . . , 2p− 1 and ∂2p

λ Φ(c∗, λ∗) > 0.

Next, introducing the auxiliary variables

ξ := c∗ − c > 0 and z := λ− λ∗ ∈ C,

we see that Φ(c, λ) = 0 is equivalent, in a neighborhood of (c, λ) = (c∗, λ∗), to

µ∗ξ + µ′(λ∗)ξz + a∗z
2p = ϕ(z, ξ), a∗ :=

∂2p
λ Φ(c∗, λ∗)

(2p)!
= − c∗

(2p)!
µ(2p)(λ∗) > 0,

where ϕ is analytic in a neighborhood of (0, 0) and ϕ(z, ξ) = O
(
|z|2p+1 + ξ|z|2

)
as (z, ξ) → (0, 0).

For small ξ > 0, the polynomial equation µ∗ξ + µ′(λ∗)ξz + a∗z
2p = 0 has 2p complex conjugate

roots which writes

zk±(ξ) =

(
µ∗
a∗

ξ

) 1
2p

e
i
[
± π

2p
+ 2kπ

p

]
+O

(
ξ

1
p

)
, for k = 0, . . . , p− 1.

Applying Rouché’s theorem, we get that the algebraic equation µ∗ξ + µ′(λ∗)ξz + a∗z
2p = ϕ(z, ξ)

has also 2p complex roots which we denote by z̃k±(ξ) and these roots still satisfy

z̃k±(ξ) =

(
µ∗
a∗

ξ

) 1
2p

e
i
[
± π

2p
+ 2kπ

p

]
+O

(
ξ

1
p

)
, for k = 0, . . . , p− 1.

As a consequence, reverting to the full notation, we observe that for c strictly less than and

sufficiently close to c∗, the equation Φ(c, λ) = 0 admits a solution of the form

λ = λ∗ + z̃0+(ξ),

with the following properties:

Re(λ) = λ∗ +O
(
ξ

1
2p

)
> 0, Im(λ) =

(
µ∗
a∗

ξ

) 1
2p

sin

(
π

2p

)
+O

(
ξ

1
p

)
> 0.

The corresponding profile V , given by

∀x ∈ [0, 1], V (x) =
β

sinh

(√
λ
d

)
∆(λ)

[
√
λd cosh

(√
λ

d
(1− x)

)
+ α sinh

(√
λ

d
(1− x)

)]

+
βe−µ(λ)

sinh

(√
λ
d

)
∆(λ)

[
√
λd cosh

(√
λ

d
x

)
+ α sinh

(√
λ

d
x

)]
,
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satisfies

∀x ∈ [0, 1], Re (V (x)) = Re (V∗(x)) +O
(
ξ

1
2p

)
> 0, Im (V (x)) = O

(
ξ

1
2p

)
̸= 0

and

∀x ∈ [0, 1], Arg(V (x)) = O
(
ξ

1
2p

)
,

where we denoted by Arg(V (x)) ∈ (−π, π] the principal argument of V (x). Taking the real parts

of the just constructed exponential solutions, we set

ṽj(t, x) = |V (x)|e−
λ∗+Re(z̃0+(ξ))

c
(j−ct) cos

(
Im(z̃0+(ξ))

c
(j − ct)−Arg(V (x))

)
,

and

ρ̃j(t) = e−
λ∗+Re(z̃0+(ξ))

c
(j−ct) cos

(
Im(z̃0+(ξ))

c
(j − ct)

)
,

for all t ≥ 0, j ∈ Z and x ∈ [0, 1]. In order to obtain compactly supported subsolutions, we truncate

the above solutions as follows. We define the sets

Ωv(t, x) :=

{
y ∈ R | ct− cπ

2Im(z̃0+(ξ))
< y − cArg(V (x))

Im(z̃0+(ξ))
< ct+

cπ

2Im(z̃0+(ξ))

}
,

and

Ωρ(t) :=

{
y ∈ R | ct− cπ

2Im(z̃0+(ξ))
< y < ct+

cπ

2Im(z̃0+(ξ))

}
,

and we let

∀t ≥ 0, j ∈ Z, x ∈ [0, 1], vj(t, x) :=

{
ṽj(t, x), j ∈ Ωv(t, x),

0, otherwise,
ρ
j
(t) :=

{
ρ̃j(t), j ∈ Ωρ(t),

0, otherwise.

Let us quickly check that (vj(t, x), ρj(t)) provides a generalized subsolution to the linear system

(5.2)-(5.3). Fix t ≥ 0 and x ∈ [0, 1] and consider j ∈ Ωv(t, x) ∩ Ωρ(t), then by construction and

definition, we have that (vj(t, x), ρj(t)) = (ṽj(t, x), ρ̃j(t)) is a solution of (5.2)-(5.3). Let us now

consider j ∈ Ωv(t, x)\Ωρ(t) such that vj(t, x) = ṽj(t, x) > 0 and ρ
j
(t) = 0, then

∂tvj(t, x) = d∂2
xvj(t, x),

and

ρ′
j
(t)︸︷︷︸

≤0

+(2β − f ′(0)) ρ
j
(t)︸︷︷︸

=0

−α

vj(t, 0) + vj−1(t, 1)︸ ︷︷ ︸
≥0

 ≤ 0,

while −d∂xvj(t, 0) + αvj(t, 0)− βρ
j
(t) ≤ 0,

d∂xvj(t, 1) + αvj(t, 1)− βρ
j+1

(t) ≤ 0,

since ρ
j+1

(t) ≥ 0 and by the Hopf lemma, one has ∂xvj(t, 0) ≤ 0 and ∂xvj(t, 1) ≥ 0. On the other

hand, if j ∈ Ωρ(t)\Ωv(t, x) then one has

vj(t, x) = 0, ∂tvj(t, x) ≤ 0 and ∂2
xvj(t, x) ≥ 0,
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such that

∂tvj(t, x)− d∂2
xvj(t, x) ≤ 0.

Next, since ρ
j
(t) = ρ̃j(t), we have

ρ′
j
(t) + (2β − f ′(0))ρ

j
(t)− α

(
vj(t, 0) + vj−1(t, 1)

)
≤ ρ̃′j(t) + (2β − f ′(0))ρ̃j(t)

= α (ṽj(t, 0) + ṽj−1(t, 1)) ,

and be choosing ξ even smaller, we can always ensure that both ṽj(t, 0) ≤ 0 and ṽj−1(t, 1) ≤ 0.

And for the boundary conditions, we once again have−d∂xvj(t, 0) + αvj(t, 0)− βρ
j
(t) < 0,

d∂xvj(t, 1) + αvj(t, 1)− βρ
j+1

(t) ≤ 0.

Finally, using similar arguments, it is not difficult to check that in the remaining regime with

j ∈ Z\Ωv(t, x) ∪ Ωρ(t) where (vj(t, x), ρj(t)) = (0, 0) that (vj(t, x), ρj(t)) is a subsolution. This

concludes the proof of the proposition.

Proof of item (ii) of Theorem 4. Let c ∈ (0, c∗) and choose c′ ∈ (c, c∗) very close to c∗

such that, from the previous Proposition 5.1, we get the existence of δ > 0 such that the penalized

linear system (5.2)-(5.3) admits a nonnegative, compactly supported, generalized subsolution that

we denote (vc′,δ,ρc′,δ) ̸≡ (0, 0). By regularity of the nonlinearity f , there exists ι > 0 such that

(f ′(0)− δ)u ≤ f(u), 0 ≤ u ≤ ι.

Then, one can find η > 0, small enough, such that ηρc
′,δ
j

(t) ≤ ι for all t ≥ 0 and j ∈ Z. As

a consequence (ηvc′,δ, ηρc′,δ) ̸≡ (0, 0) is a nonnegative compactly supported subsolution to the

full nonlinear system (1.1)-(1.2). By positivity of the solution of the nonlinear system (1.1)-(1.2)

ensured by Theorem 1 and upon eventually reducing the size of η > 0, we can always ensure that

at time t = 1 the unique solution (v,ρ) of the Cauchy problem (1.1)-(1.2)-(2.1) starting from the

nontrivial bounded compactly supported initial datum (0, 0) ̸≡ (h,Λ) ≤
(
β
α , 1
)
satisfies

(ηvc′,δ(0), ηρc′,δ(0)) ≤ (v(1),ρ(1)).

From the comparison principle of Proposition 2.1 we obtain that

∀t ≥ 1, (ηvc′,δ(t− 1), ηρc′,δ(t− 1)) ≤ (v(t),ρ(t)).

As a consequence, there exists ν ∈ (0, 1) small such that

v⌊c′t⌋(t, x) ≥ ηvc
′,δ
⌊c′t⌋(t− 1, x) ≥ β

α
ν and v⌊c′t⌋+1(t, x) ≥ ηvc

′,δ
⌊c′t⌋+1(t− 1, x) ≥ β

α
ν,

with

ρ⌊c′t⌋(t) ≥ ηρc
′,δ
⌊c′t⌋(t− 1) ≥ ν and ρ⌊c′t⌋+1(t) ≥ ηρc

′,δ
⌊c′t⌋+1

(t− 1) ≥ ν,
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for all t ≥ 1 and x ∈ [0, 1]. Here, we denote by ⌊x⌋ the integer part of x ∈ R. By a symmetry

argument, we also obtain

v−⌊c′t⌋(t, x) ≥
β

α
ν and v−⌊c′t⌋−1(t, x) ≥

β

α
ν,

and

ρ−⌊c′t⌋(t) ≥ ν and ρ−⌊c′t⌋−1(t) ≥ ν,

for all t ≥ 1 and x ∈ [0, 1]. Upon eventually reducing the size of ν and by positivity of the solution

(v,ρ) we can always ensure that

vj(1, x) ≥
β

α
ν and ρj(1) ≥ ν for all x ∈ [0, 1] and − c′ − 1 ≤ j ≤ c′ + 1.

Since
(
β
αν, ν

)
j∈Z

is a homogeneous subsolution of (1.1)-(1.2), we can apply a variant of the com-

parison principle, Proposition 2.1, but with two boundaries as stated in Proposition B.2 of the

Appendix. More precisely, we set ζ(t) = −c′t and ξ(t) = c′t, from the previous analysis, we have

vj(t, x) ≥ β
αν and ρj(t) ≥ ν for all t ≥ 1, j ∈ [ζ(t)− 1, ζ(t))∪ (ξ(t), ξ(t)+ 1] and x ∈ [0, 1]. Further-

more, at time t = 1, we also have vj(1, x) ≥ β
αν and ρj(1) ≥ ν for all j ∈ [ζ(1)− 1, ξ(1) + 1]. As a

consequence, the comparison principle with two boundaries ensures that

∀t ≥ 1, x ∈ [0, 1], |j| ≤ c′t, vj(t, x) ≥
β

α
ν and ρj(t) ≥ ν,

from which we deduce, from Theorem 3, that

∀x ∈ [0, 1], lim inf
t→+∞

inf
|j|≤ct

(vj(t, x), ρj(t)) ≥ lim inf
t→+∞

inf
|j|≤c′t

(vj(t, x), ρj(t)) ≥
(
β

α
, 1

)
.

Since, we trivially have

∀x ∈ [0, 1], lim sup
t→+∞

inf
|j|≤ct

(vj(t, x), ρj(t)) ≤
(
β

α
, 1

)
,

this concludes the proof of the theorem.

6 Large diffusion limit

Motivated by our numerical finding (see panel (c) of Figure 4), in this section, we study the

asymptotic regime when d → +∞. For that purpose, we first set ϵ := 1/d > 0 such that system

(1.1)-(1.2) rewrites

∀t > 0, j ∈ Z,

{
ϵ∂tvj(t, x) = ∂2

xvj(t, x), x ∈ (0, 1),

ρ′j(t) = f(ρj(t)) + α(vj(t, 0) + vj−1(t, 1))− 2βρj(t),
(6.1)

with associated Robin boundary conditions

∀t > 0, j ∈ Z,

−∂xvj(t, 0) + αϵvj(t, 0) = βϵρj(t),

∂xvj(t, 1) + αϵvj(t, 1) = βϵρj+1(t).
(6.2)
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6.1 Derivation of the asymptotic limiting system

Fix ϵ0 > 0. For each ϵ ∈ (0, ϵ0], we consider hϵ = (hϵj)j∈Z ∈ X 2 and Λϵ = (Λϵ
j)j∈Z ∈ ℓ∞(Z),

satisfying the compatibility condition (2.2), with

X 2 :=
{
u = (uj)j∈Z | ∀j ∈ Z, uj ∈ C 2([0, 1],R) and ∥u∥∞ < +∞

}
.

We further suppose that there exists some positive constant κ > 0 such that

∀ϵ ∈ (0, ϵ0], 0 < ∥hϵ∥∞ + ∥Λϵ∥ℓ∞(Z) ≤ κ, and
∥∥hϵ′′∥∥

∞ ≤ ϵκ, (6.3)

and we also assume that the sequences V0 and P0 defined as the following limits

∀j ∈ Z, V 0
j = lim

ϵ→0

∫ 1

0
hϵj(x)dx, and P 0

j = lim
ϵ→0

Λϵ
j , (6.4)

satisfy (0, 0) ̸≡ (V0,P0) ∈ ℓ∞(Z)× ℓ∞(Z).

For each ϵ ∈ (0, ϵ0], we shall denote by (vϵ,ρϵ) the solution of (6.1)-(6.2) given by Theorem 1 with

initial condition

∀j ∈ Z,

vϵj(0, x) = hϵj(x), x ∈ (0, 1),

ρϵj(0) = Λϵ
j ,

(6.5)

with (hϵ,Λϵ) satisfying the above conditions. For all t > 0, one has

∀t > 0, ∀j ∈ Z, 0 < vϵj(t, x) ≤ max

{
β

α
, κ

}
, x ∈ [0, 1], and 0 < ρϵj(t) ≤ max{1, κ},

from which we deduce that

∀t > 0, ∀j ∈ Z,
∣∣ρϵj ′(t)∣∣ ≤ (f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

}
.

Let us set

∀t > 0, ∀j ∈ Z, ∀x ∈ [0, 1], wϵ
j(t, x) := ∂tv

ϵ
j(t, x).

It follows from (6.1) and (6.2) that wϵ = (wϵ
j)j∈Z is a solution of

∀t > 0, j ∈ Z, ϵ∂tw
ϵ
j(t, x) = ∂2

xw
ϵ
j(t, x), x ∈ (0, 1),

and

∀t > 0, j ∈ Z,

−∂xwϵ
j(t, 0) + αϵwϵ

j(t, 0) = βϵρϵj
′(t),

∂xw
ϵ
j(t, 1) + αϵwϵ

j(t, 1) = βϵρϵj+1
′(t),

with initial condition given by

wϵ
j(0, x) =

1

ϵ
hϵj

′′(x), x ∈ [0, 1].

Thanks to our condition on hϵ, we have that

∀ϵ ∈ (0, ϵ0], ∥wϵ∥∞ ≤ κ.
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From the parabolic comparison principle, we have for each t > 0 that

∀j ∈ Z, sup
(s,x)∈[0,t]×[0,1]

wϵ
j(s, x) ≤ sup

s∈[0,t]
wϵ
j(s, 0) + sup

s∈[0,t]
wϵ
j(s, 1) + sup

x∈[0,1]
wϵ
j(0, x),

and the Hopf Lemma [20] ensures that

∀j ∈ Z, sup
s∈[0,t]

wϵ
j(s, 0) ≤

β

α
sup
s∈[0,t]

ρϵj
′(s) ≤ β

α

((
f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

})
,

and

∀j ∈ Z, sup
s∈[0,t]

wϵ
j(s, 1) ≤

β

α
sup
s∈[0,t]

ρϵj+1
′(s) ≤ β

α

((
f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

})
.

Applying a similar argument to −wϵ
j , we obtain for all t > 0 that

∀j ∈ Z, sup
(s,x)∈[0,t]×[0,1]

∣∣wϵ
j(s, x)

∣∣ ≤ κ+
2β

α

((
f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

})
.

This implies that for each ϵ ∈ (0, ϵ0] one has

∀t > 0, ∀j ∈ Z, |∂tvϵj(t, x)| ≤ κ+
2β

α

((
f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

})
,

and

∀t > 0, ∀j ∈ Z, |∂2
xv

ϵ
j(t, x)| ≤ ϵ0κ+

2βϵ0
α

((
f ′(0) + 2β

)
max{1, κ}+ 2αmax

{
β

α
, κ

})
,

for all x ∈ [0, 1]. On the other hand, we also have

∂xv
ϵ
j(t, x) = ∂xv

ϵ
j(t, 0) + ϵ

∫ 1

0
wj(t, y)dy = αϵvϵj(t, 0)− βϵρϵj(t) + ϵ

∫ 1

0
wj(t, y)dy

such that ∣∣∂xvϵj(t, x)∣∣ ≤ C(ϵ0, α, β, κ, f
′(0)),

for all t > 0, j ∈ Z, x ∈ [0, 1] and ϵ ∈ (0, ϵ0].

Based on the above estimates, we apply Arzela-Ascoli’s theorem, together with a diagonal extraction

argument, to obtain, up to a subsequence, the existence of a limit (U,P) with

∀x ∈ [0, 1], lim
ϵ→0

vϵj(t, x) = Uj(t, x), lim
ϵ→0

ρϵj(t) = Pj(t),

locally uniformly in (t, j) ∈ (0,+∞) × Z. The convergence also holds for the respective time and

space derivatives. At the limit, one has

∀t > 0, j ∈ Z,


0 = ∂2

xUj(t, x), x ∈ (0, 1),

P ′
j(t) = f(Pj(t)) + α(Uj(t, 0) + Uj−1(t, 1))− 2βPj(t),

∂xUj(t, 0) = ∂xUj(t, 1) = 0.
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As a consequence, one necessarily has

∀t > 0, j ∈ Z, Uj(t, x) = Vj(t).

Integrating (6.1) from x = 0 to x = 1 and using the Robin boundary conditions (6.2), one also

finds

ϵ
d

dt

∫ 1

0
vϵj(t, x)dx = ∂xv

ϵ
j(t, 1)− ∂xv

ϵ
j(t, 0) = ϵβ(ρϵj(t) + ρϵj+1(t))− αϵ(vϵj(t, 0) + vϵj(t, 1)),

from which we get

∀t > 0, j ∈ Z, V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)).

By definition of the sequences V0 and P0, we also have

∀j ∈ Z, Vj(0) = V 0
j and Pj(0) = P 0

j .

As a consequence, we have obtained the following result.

Theorem 5. Let ϵ0 > 0. For any initial sequences (hϵ)0<ϵ≤ϵ0 and (Λϵ)0<ϵ≤ϵ0, with hϵ ∈ X 2

and hϵ ∈ ℓ∞(Z) for all ϵ ∈ (0, ϵ0] and satisfying the compatibility condition (2.2) together with

the assumptions (6.3) and (6.4), the corresponding unique global classical positive solution (vϵ,ρϵ)

satisfies

∀x ∈ [0, 1], lim
ϵ→0

vϵj(t, x) = Vj(t), lim
ϵ→0

ρϵj(t) = Pj(t),

locally uniformly in (t, j) ∈ (0,+∞)× Z, wherein (V,P) is solution of the asymptotic system

∀t > 0, j ∈ Z,

{
V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)),

P ′
j(t) = f(Pj(t)) + α(Vj(t) + Vj−1(t))− 2βPj(t),

(6.6)

with initial condition Vj(0) = V 0
j and Pj(0) = P 0

j , j ∈ Z, defined in (6.4).

6.2 Spreading properties of the asymptotic limiting system

In the following, we focus on the study of the long time behavior of system (6.6) and its spreading

properties. For that purpose, we first start by giving the notion of super and sub-solutions and

prove a comparison principle.

We say that (V,P) is a supersolution to (6.6) if for all j ∈ Z one has V j , P j ∈ C 1([0,+∞),R)
which satisfy

∀t > 0, j ∈ Z,

{
V

′
j(t) ≥ −2αV j(t) + β(P j(t) + P j+1(t)),

P
′
j(t) ≥ f(P j(t)) + α(V j(t) + V j−1(t))− 2βP j(t).

We similarly define a subsolution (V,P) to (6.6) with the same regularity and all the above in-

equalities being reversed. We can now state a comparison principle for (6.6) whose proof is a direct

consequence of Proposition B.5.
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Proposition 6.1. Let (V,P) and (V,P) be respectively a subsolution and supersolution to (6.6).

If we assume that (V,P) and (V,P) are locally bounded in time and satisfy for all j ∈ Z that

V j(0) ≤ V j(0) and P j(0) ≤ P j(0), then we have V j(t) ≤ V j(t) and P j(t) ≤ P j(t) for all t > 0 and

j ∈ Z. Furthermore, if (V(0),P(0)) ̸≡ (V(0),P(0)), then we have V j(t) < V j(t) and P j(t) < P j(t)

for all t > 0 and j ∈ Z.

A direct consequence of the above comparison principle is the uniqueness of bounded solutions of

system (6.6). More generally, for each nontrivial nonnegative initial condition (V0,P0) ∈ ℓ∞(Z)×
ℓ∞(Z), there exists a unique classical global solution (V,P) of system (6.6) with (V(0),P(0)) =

(V0,P0) such that Vj , Pj ∈ C 1([0,+∞),R) for all j ∈ Z, together with uniform bounds

∀t > 0, ∀j ∈ Z, 0 < Vj(t) ≤ max

(∥∥V0
∥∥
ℓ∞(Z) ,

β

α

)
and 0 < Pj(t) ≤ max

(∥∥P0
∥∥
ℓ∞(Z) , 1

)
.

Regarding the long time behavior of the solutions of system (6.6), we have the following result

which mirrors Theorem 3.

Proposition 6.2. Let (V,P) be the unique global classical solution of (6.6) starting from a non-

trivial nonnegative bounded initial sequence (V0,P0) ∈ ℓ∞(Z)× ℓ∞(Z). Then,

lim
t→+∞

(Vj(t), Pj(t)) =

(
β

α
, 1

)
,

locally uniformly j ∈ Z.

Proof. Stationary solutions of system (6.6) satisfy

∀j ∈ Z,

{
0 = −2αVj + β(Pj + Pj+1),

0 = f(Pj) + α(Vj + Vj−1)− 2βPj ,

from which we deduce that Vj =
β
2α(Pj + Pj+1) and

0 = f(Pj) +
β

2
(Pj−1 − 2Pj + Pj+1) ,

for all j ∈ Z. As a consequence, from the proof of Theorem 2, we deduce that (Vj , Pj) = (β/α, 1),

for all j ∈ Z, is the only positive stationary solution to (6.6).

We now let N0 > 1 be large enough such that

β

(
1− cos

(
π

N + 1

))
< f ′(0),

for all N ≥ N0. We then define P = (P j)j∈Z as

P j :=


sin

(
jπ

N + 1

)
, j = 1, . . . , N,

0, otherwise,
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and set V = (V j)j∈Z with

V j :=



β

2α

(
sin

(
jπ

N + 1

)
+ sin

(
(j + 1)π

N + 1

))
, j = 1, . . . , N − 1,

β

2α
sin

(
π

N + 1

)
, j = 0,

β

2α
sin

(
Nπ

N + 1

)
, j = N,

0, otherwise.

By definition, one has V j = β
2α(P j + P j+1) for all j ∈ Z. As a consequence, there exists ν0 > 0

such that (νV, νP) is a compactly supported stationary subsolution for all N ≥ N0 and ν ∈ (0, ν0].

One can also easily check that

∀j ∈ Z, V j = max

(∥∥V0
∥∥
ℓ∞(Z) ,

β

α

)
and P j = max

(∥∥P0
∥∥
ℓ∞(Z) , 1

)
,

gives a stationary supersolution. One can then adapt the arguments of the proof of Theorem 3

to obtain the local uniform asymptotic convergence of the solutions towards the unique positive

stationary solution.

Linearizing (6.6) around the trivial steady state, we obtain the following linear system

∀t > 0, j ∈ Z,

{
V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)),

P ′
j(t) = (f ′(0)− 2β)Pj(t) + α(Vj(t) + Vj−1(t)).

(6.7)

We look for exponential solutions of the form

(Vj(t), Pj(t)) = e−µ(j−ct)(v0, p0),

where v0 > 0, p0 > 0, c > 0 and µ > 0 to be determined later. Substituting this ansatz into the

linear system, we obtain that(µc+ 2α)v0 − β(1 + e−µ)p0 = 0,

(µc+ 2β − f ′(0))p0 − α(1 + eµ)v0 = 0,

which implies that (
µc+ 2α −β(1 + e−µ)

−α(1 + eµ) µc+ 2β − f ′(0)

)(
v0

p0

)
=

(
0

0

)
.

Since we are interested in nontrivial solutions, we must have that

det

(
µc+ 2α −β(1 + e−µ)

−α(1 + eµ) µc+ 2β − f ′(0)

)
= 0,

which also reads

(µc)2 + (2β − f ′(0) + 2α)µc+ 2α(2β − f ′(0))− 2αβ(1 + cosh(µ)) = 0.
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It follows from the above equation that

c±(µ) =
−(2α+ 2β − f ′(0))±

√
∆(µ)

2µ
,

where

∆(µ) := (2α− 2β + f ′(0))2 + 8αβ(1 + cosh(µ)) > 0.

Only retaining the positive root, we define

c∞∗ := min
µ>0

c+(µ) = min
µ>0

−(2α+ 2β − f ′(0)) +
√
∆(µ)

2µ
. (6.8)

Let us show that c∞∗ is well-defined. Indeed, we consider the following function

Ψ(c, µ) := −(2α+ (2β − f ′(0))) +
√
∆(µ)− 2µc.

By easy calculations, we have

Ψ(c, 0) = −(2α+ 2β − f ′(0)) +
√

∆(0) > 0,

∀µ > 0,
∂Ψ(c, µ)

∂µ

∣∣∣∣∣
µ=0

= −2c < 0,
∂Ψ(c, µ)

∂c
= −2µ < 0,

and

∂2Ψ(c, µ)

∂µ2
=

4αβ√
∆(µ)∆(µ)

(
cosh(µ)

(
2α− 2β + f ′(0)

)2
+ 8αβ cosh(µ) + 4αβ(1 + cosh2(µ))

)
> 0.

In view of the above properties of the function Ψ(c, µ), there exists c∞∗ > 0 and µ∗ > 0 such that

∂Ψ(c, µ)

∂µ

∣∣∣∣∣
(c∞∗ ,µ∗)

= 0 and Ψ(c∞∗ , µ∗) = 0.

Furthermore,

(i) if 0 < c < c∞∗ , then Ψ(c, µ) > 0, ∀µ > 0,

(ii) if c > c∞∗ , then the equation Ψ(c, µ) = 0 has two positive real roots µ1(c), µ2(c) with 0 <

µ1(c) < µ∗ < µ2(c) < +∞, such that Ψ(c, ·) < 0 in (µ1(c), µ2(c)) and Ψ(c, ·) > 0 in (0, µ1(c))∪
(µ2(c),+∞).

Therefore, c∞∗ is well-defined. It actually characterizes the spreading speed of (6.6) as stated in

the theorem below. Let us remark that our numerical evaluation of the linear spreading speed c∗,

given by formula c∗, as a function of d while all other parameters being kept fixed suggests that

c∗ −→
d→+∞

c∞∗ .

We refer to Figure 4(c) for an illustration. We leave for future work to rigorously prove such a

limit.

36



Theorem 6. Let (V,P) be the unique global classical solution of (6.6) starting from a nontrivial

nonnegative compactly supported initial sequence (V0,P0) satisfying (0, 0) ≨ (V0,P0) ≤ (β/α, 1).

Then,

(i) for all c > c∞∗ , we have

lim
t→+∞

sup
|j|≥ct

(Vj(t), Pj(t)) = (0, 0);

(ii) for all c ∈ (0, c∞∗ ), we have

lim
t→+∞

inf
|j|≤ct

(Vj(t), Pj(t)) =

(
β

α
, 1

)
.

Proof. Let us first prove item (i) of the theorem. We introduce the sequences

∀t ≥ 0, j ∈ Z, Vj(t) = min

(
ϑv0e

−µ∗(j−c∞∗ t),
β

α

)
and Pj(t) = min

(
ϑe−µ∗(j−c∞∗ t), 1

)
,

with

v0 = β
1 + e−µ∗

µ∗c∞∗ + 2α
> 0.

Here ϑ > 0 is chosen large enough such that V 0
j ≤ Vj(0) and P 0

j ≤ Pj(0) for all j ∈ Z which is

always possible since (V0,P0) is assumed to be compactly supported. By construction (V,P) is a

supersolution of system (6.6). Thus if (V,P) is the unique global classical solution of (6.6) starting

from the nontrivial nonnegative compactly supported initial sequence (V0,P0) then one has

∀t ≥ 0, j ∈ Z, Vj(t) ≤ Vj(t) and Pj(t) ≤ Pj(t),

from which we readily deduce that for all c > c∞∗

lim
t→+∞

sup
j≥ct

Vj(t) ≤ lim
t→+∞

sup
j≥ct

Vj(t) = 0,

and

lim
t→+∞

sup
j≥ct

Pj(t) ≤ lim
t→+∞

sup
j≥ct

Pj(t) = 0.

By symmetry, we obtain a similar result for all j ≤ −ct which concludes the proof of the first part

of the theorem.

The second step of the proof is to devise a compactly supported subsolution whose support moves

with speed c close to c∞∗ . So let c ∈ (0, c∞∗ ) and consider the linear system

∀t > 0, j ∈ Z,

{
V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)),

P ′
j(t) = (f ′(0)− 2β)Pj(t) + α(Vj(t) + Vj−1(t)).

Looking once again at exponential solutions of the form

(Vj(t), Pj(t)) = e−µ(j−ct)(v0, p0),
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with µ, v0, p0 ∈ C and c > 0, we see, from the above discussion, that µ and c should satisfy

Ψ(c, µ) = 0. We recall that

Ψ(c∞∗ , µ∗) = 0, ∂µΨ(c∞∗ , µ∗) = 0, and 2a := ∂µµΨ(c∞∗ , µ∗) > 0.

In addition, we also have

∂cΨ(c∞∗ , µ∗) = −2µ∗ < 0, ∂cµΨ(c∞∗ , µ∗) = −2 < 0.

We then consider a neighborhood of (c∞∗ , µ∗), thus we set

ξ := c∞∗ − c, τ := µ− µ∗.

The equation Ψ(c, µ) = 0 becomes, for (c, µ) in a neighborhood of (c∞∗ , µ∗):

aτ2 + 2ξτ + 2µ∗ξ = ϕ(τ, ξ), (6.9)

where ϕ(τ, ξ) is analytic in τ in a neighborhood of 0, vanishing at (0, 0) like |τ |3 + |ξ|2. For small

ξ > 0, the equation aτ2 + 2ξτ + 2µ∗ξ = 0 has two complex roots

τ±(ξ) = ±i
√

2µ∗
a

ξ +O(ξ).

By applying Rouché’s theorem, we find that equation (6.9) has also two complex roots, which are

complex conjugates up to order ξ, and are denoted by τ̃±. These roots satisfy τ̃±(ξ) = ±i
√

2µ∗
a ξ +

O(ξ). Reverting to the full notation, we observe that for c strictly less than and sufficiently close

to c∞∗ , the equation Ψ(c, µ) = 0 admits a solution µ with the following properties: its real part is

ξ-close to µ∗, and hence positive; moreover, it has a nonzero imaginary part of order ξ1/2. Setting

p0 = 1, we get that

v0 =
β(1 + e−µ)

µc+ 2α
,

and since µ = µ∗ + τ̃±(ξ), we infer that

Re(v0) > 0, Im(v0) < 0, and |Arg(v0)| = O(
√
ξ),

where we denoted by Arg(v0) ∈ (−π, π] the principal argument of v0. Taking the real parts of the

constructed exponential solutions, we set

∀t ≥ 0, j ∈ Z,

{
Ṽj(t) := Re(Vj(t)) = |v0|e−Re(µ)(j−ct) cos (Im(µ)(j − ct)−Arg(v0)) ,

P̃j(t) := Re(Pj(t)) = e−Re(µ)(j−ct) cos (Im(µ)(j − ct)) .

In order to obtain compactly supported subsolutions, we truncate the above solutions as follows.

We define

ΩV (t) :=

{
x ∈ R | ct− π

2Im(µ)
+

Arg(v0)

Im(µ)
≤ x ≤ ct+

π

2Im(µ)
+

Arg(v0)

Im(µ)

}
,
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and

ΩP (t) :=

{
x ∈ R | ct− π

2Im(µ)
≤ x ≤ ct+

π

2Im(µ)

}
,

and set

∀t ≥ 0, V j(t) :=

{
Ṽj(t), j ∈ ΩV (t),

0, otherwise,
P j(t) :=

{
P̃j(t), j ∈ ΩP (t),

0, otherwise.
(6.10)

Since both Im(µ) = O(
√
ξ) and |Arg(v0)| = O(

√
ξ), we thus have that |Arg(v0)|

Im(µ) = O(1). We readily

have that when j ∈ ΩV (t) ∩ ΩP (t) or j ∈ Z\ΩV (t) ∩ ΩP (t), then (V j(t), P j(t)) is a solution of the

linear system (6.7). On the other hand, if j ∈ ΩV (t)\ΩP (t), then

V ′
j(t) + 2αV j(t)− β(P j(t) + P j+1(t)) = Ṽ ′

j (t) + 2αṼj(t) = β(P̃j(t) + P̃j+1(t)) ≤ 0,

P ′
j(t) + (2β − f ′(0))P j(t)− α(V j(t) + V j−1(t)) = −α(Ṽj(t) + Ṽj−1(t)) ≤ 0,

upon taking ξ small enough to ensure that both P̃j(t) < 0 and P̃j+1(t) ≤ 0. A similar argument

with j ∈ ΩP (t)\ΩV (t) shows that (V j(t), P j(t)) is a subsolution of (6.7) for all t ≥ 0 and j ∈ Z.

At the moment, we have only constructed a compactly supported subsolution for the linear system

(6.7). It is not difficult to check that all the above arguments naturally perturb if instead we

consider the modified linear system

∀t > 0, j ∈ Z,

{
V ′
j (t) = −2αVj(t) + β(Pj(t) + Pj+1(t)),

P ′
j(t) = (f ′(0)− 2β − δ)Pj(t) + α(Vj(t) + Vj−1(t)),

(6.11)

for some small δ > 0. More precisely, there exists δ0 > 0 such that for any δ ∈ (0, δ0], one

can construct a compactly supported subsolution (Vδ,Pδ) = (V δ
j , P

δ
j)j∈Z in the form of (6.10).

Furthermore, let ι0 > 0 be such that

(f ′(0)− δ0)u ≤ f(u), 0 ≤ u ≤ ι0.

Then one can find η0 > 0 small enough such that η0P
δ0
j (t) ≤ ι0 for all t > 0 and j ∈ Z. As a

consequence (η0V
δ0 , η0P

δ0) is a compactly supported subsolution to the nonlinear system (6.6).

We can now prove item (ii) of the theorem. Let c ∈ (0, c∞∗ ) and choose c′ ∈ (c, c∞∗ ) very close to

c∞∗ . From the positivity of the solution of the nonlinear system (6.6), upon eventually decreasing

the size of η0 > 0, we can always ensure that at time t = 1 one has

(V(1),P(1)) ≥ (η0V
δ0(0), η0P

δ0(0)),

where (η0V
δ0 , η0P

δ0) is the compactly supported subsolution associated to the speed c′ constructed

in the previous step. From the comparison principle of Proposition 6.1 we obtain that

∀t ≥ 1, (V(t),P(t)) ≥ (η0V
δ0(t− 1), η0P

δ0(t− 1)).

There exists ν ∈ (0, 1) small, depending on c′, such that

V⌊c′t⌋(t) ≥ η0V
δ
⌊c′t⌋(t− 1) ≥ β

α
ν and V⌊c′t⌋+1(t) ≥ η0V

δ
⌊c′t⌋+1(t− 1) ≥ β

α
ν,

39



with

P⌊c′t⌋(t) ≥ η0P
δ
⌊c′t⌋(t− 1) ≥ ν and P⌊c′t⌋+1(t) ≥ η0P

δ
⌊c′t⌋+1(t− 1) ≥ ν,

for all t ≥ 1. By a symmetry argument, we also obtain that

V−⌊c′t⌋(t) ≥
β

α
ν and V−⌊c′t⌋−1(t) ≥

β

α
ν,

with

P−⌊c′t⌋(t) ≥ ν and P−⌊c′t⌋−1(t) ≥ ν,

for all t ≥ 1. Upon even reducing the size of ν, by positivity of the solution (V,P), we can always

ensure that

Vj(1) ≥
β

α
ν and Pj(1) ≥ ν for all − c′ − 1 ≤ j ≤ c′ + 1

Since
(
β
αν, ν

)
j∈Z

is a homogeneous subsolution of (6.6), we are thus in a position to apply the

comparison principle of Proposition B.7 with two moving boundaries given by ζ(t) = −c′t and

ξ(t) = c′t. It implies that

∀t ≥ 1, inf
|j|≤ct

Vj(t) ≥
β

α
ν and inf

|j|≤ct
Pj(t) ≥ ν,

from which we deduce that

lim inf
t→+∞

inf
|j|≤ct

(Vj(t), Pj(t)) ≥ lim inf
t→+∞

inf
|j|≤c′t

(Vj(t), Pj(t)) ≥
(
β

α
, 1

)
.

But from Proposition 6.2, we have

lim sup
t→+∞

inf
|j|≤ct

(Vj(t), Pj(t)) ≤
(
β

α
, 1

)
.

As a conclusion, we have proved that

lim
t→+∞

inf
|j|≤ct

(Vj(t), Pj(t)) =

(
β

α
, 1

)
,

for all c ∈ (0, c∞∗ ). This concludes the proof of the theorem.

7 Discussion

Summary of main results. In this work, we have proposed a new model to describe biological

invasions constrained on infinite homogeneous one dimensional metric graphs. Our model consists

of an infinite PDE-ODE system where, at each vertex of the one-dimensional lattice Z, we have

a standard logistic equation and connections between vertices are given by diffusion equations

on the edges supplemented with Robin like boundary conditions at the vertices. Our first main

result is the existence and uniqueness of classical, global in time, positive bounded solutions of

our PDE-ODE model. Our second main result is the characterization of the long time behavior of
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the unique solution of our model, where we prove local uniform convergence towards the unique

positive bounded stationary solution of the system. Next, we analyzed the linearized problem

around the trivial constant state and derived a theoretical formula for the linear spreading speed

of our model, defined as the smallest possible speed for which there exist exponential solutions

with prescribed form. We then proved that this linear spreading speed is actually the asymptotic

spreading speed of the full nonlinear model, which constitutes the key result of our present study.

Finally, we investigated the large diffusion limit of the model and established the convergence

towards an asymptotic system for which we also managed to fully characterize its asymptotic

spreading properties. We also illustrated our theoretical findings with a selection of numerical

simulations.

Natural extensions. From a biological point of view, it could be interesting to consider several

extensions of the model. First of all, roads could be modeled as a hostile environment such that

the diffusion equation of (1.1) could be replaced by

∂tvj = d∂2
xvj − λvj ,

for some λ > 0 representing a death rate on the road. Such a modeling assumption has already

been proposed for other reaction-diffusion models [2]. We expect that the presence of a hostile

environment will have a direct effect on the stationary solutions of the model and thus on the long

time behavior of the solutions. More precisely, we anticipate a threshold effect and the existence

of a critical value for λ (depending on all other parameters of the model), above which the only

stationary solution is the trivial constant steady state, and below which there exists a unique

bounded positive stationary solution. For values of λ above this critical parameter, solutions of the

Cauchy problem are expected to uniformly converge to the trivial constant steady state, and thus

go extinct, reflecting the fact that the road is too hostile for the population to survive.

As explained in the introduction, for simplicity, our model neglects the possibility that individuals

could pass from one road to an adjacent one. Assuming that such exchanges are homogeneous and

symmetric, and if ν > 0 denotes the corresponding exchange, then the Robin boundary conditions

(1.2) should be modified according to−d∂xvj(t, 0) + αvj(t, 0) = βρj(t) + ν (vj−1(t, ℓ)− vj(t, 0)) ,

d∂xvj(t, ℓ) + αvj(t, ℓ) = βρj+1(t) + ν (vj+1(t, 0)− vj(t, ℓ)) .

These new exchange terms typically account for the permeability of cell membranes in gap junction

models [16]. We anticipate a similar threshold behavior as in the case of a hostile environment

described above with the existence of a critical value for ν above which the populations on the

roads and the cities should go extinct and below which we observe similar spreading properties as

the one presented in our work. A possible interpretation is that for large ν, the exchange terms act

as a dilution mechanism preventing the reaction kinetics at the cities to take over the diffusion on

the roads. We leave the analysis of these natural extensions for future work.
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Figure 7: Homogeneous rooted tree of degree k = 2. The red node represents the root of the tree. Each

generation within the tree is labelled by an integer n ∈ N.

Beyond the lattice case. Our model (1.1)-(1.2) considers the simplest connected metric graph

possible: the one dimensional lattice Z. It would be very relevant to extend our framework to

other classes of metric graphs. It seems natural to start by considering homogeneous trees, and we

already refer to recent developments regarding spreading properties of reaction-diffusion equations

on homogeneous trees [4, 8, 13]. In order to better explain the class of models we have in mind,

we introduce some notations. We let k ∈ N with k ≥ 1 and shall denote by Tk a homogeneous tree

of degree k with the convention that T1 = Z. We recall that a homogeneous tree of degree k is an

infinite graph where each vertex has precisely k+1 adjacent vertices, and we refer to Figure 7 for an

illustration in the case k = 2. As in our original model, we suppose that all edges of the tree have

the same length ℓ > 0. To simplify the presentation, we will identify one vertex as being the root

of the tree and by convention we will label this vertex as n = 0 with associated population density

ρ0(t). We will also assume that all populations at some fixed distance away from the root are

equal. As a consequence, it will be convenient to denote by ρn(t) as a representative population at

distance n ≥ 1 from the root. Similarly, we shall also denote by vn(t, x) a representative population

leaving on the edge at distance n from the root. We readily remark that the new model is now

indexed by the natural integers N. Only the dynamics for each ρn(t) has to be modified according

to {
ρ′0(t) = f(ρ0(t)) + (k + 1) (αv0(t, 0)− βρ0(t)) ,

ρ′n(t) = f(ρn(t)) + α (vn−1(t, ℓ) + kvn(t, 0))− (k + 1)βρn(t), n ≥ 1.

Let us already remark that the new exchange terms can also be written as

α (vn−1(t, ℓ) + kvn(t, 0))− (k + 1)βρn(t) = α (vn−1(t, ℓ) + vn(t, 0))− 2βρn(t)

+ (k − 1) (αvn(t, 0)− βρn(t)) ,

where we see the presence of a new term (k− 1) (αvn(t, 0)− βρn(t)) which can be interpreted as a

drift that may or may not block the propagation within the tree depending on the other parameters

of the model. For reaction-diffusion equations set on homogeneous trees [4, 13], the presence of

such a term typically prevents propagation within the tree for k large enough and we expect a

similar threshold to also happen here. We shall investigate the extension to homogeneous trees in

a forthcoming work.
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A Representation formula

We consider the heat equation

∂tv(t, x) = d∂2
xv(t, x), t > 0, x ∈ (0, 1), (A.1)

with inhomogeneous Robin boundary conditions{
−d∂xv(t, 0) + αv(t, 0) = g(t),

d∂xv(t, 1) + αv(t, 1) = h(t),
t > 0, (A.2)

and initial condition

v(0, x) = v0(x), x ∈ [0, 1]. (A.3)

We also define

K(t, x) := 1√
4πdt

e−
x2

4dt , t > 0, x ∈ R.

Proposition A.1. Assume that h, g ∈ C 0(R+,R) and v0 ∈ C0([0, 1],R), then the solution to

(A.1)-(A.2)-(A.3) can be represented as follows

u(t, x) =

∫ 1

0
K(t, x− y)v0(y)dy +

∫ t

0
[K(t− s, x− 1)h(s) +K(t− s, x)g(s)] ds

+

∫ t

0
[−αK(t− s, x− 1) + d∂xK(t− s, x− 1)]u(s, 1)ds

−
∫ t

0
[αK(t− s, x) + d∂xK(t− s, x)]u(s, 0)ds,

(A.4)

for all t > 0 and x ∈ [0, 1].

Proof. Let w ∈ C 2((0,+∞)× [0, 1],R) and for any t > 0, from (A.1) we have

0 =

∫ t

0

∫ 1

0
w(s, y)

(
∂sv(s, y)− d∂2

yv(s, y)
)
dyds

=

∫ 1

0
(w(t, y)v(t, y)− w(0, y)v(0, y)) dy −

∫ t

0

∫ 1

0

(
∂sw(s, y) + d∂2

yw(s, y)
)
v(s, y)dyds

− d

∫ t

0
(w(s, 1)∂yv(s, 1)− w(s, 0)∂yv(s, 0)) ds+ d

∫ t

0
(∂yw(s, 1)v(s, 1)− ∂yw(s, 0)v(s, 0)) ds,
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for all t > 0 and x ∈ [0, 1]. We now specify w to

w(s, y) = K(t+ ϵ− s, x− y),

for ϵ > 0. Note that for all s ∈ [0, t] and y ∈ [0, 1] it satisfies ∂sw + d∂2
yw = 0. We also note that∫ 1

0
w(t, y)v(t, y)dy =

∫ 1

0
K(ϵ, x− y)v(t, y)dy −→

ϵ→0
u(t, x),

while ∫ 1

0
w(0, y)v(0, y)dy =

∫ 1

0
K(t+ ϵ, x− y)v0(y)dy −→

ϵ→0

∫ 1

0
K(t, x− y)v0(y)dy.

Finally, we simply note that ∂yw(s, y) = −∂xK(t + ϵ − s, x − y), and using the Robin boundary

condition (A.2), we eventually derive (A.4).

B Comparison principles

Proposition B.1. Let v and ρ with ρj ∈ C 1([0,+∞),R) and

vj ∈ C 0([0,+∞)×[0, 1],R), ∂tvj , ∂2
xvj ∈ C 0((0,+∞)×(0, 1),R), and ∂xvj ∈ C 0((0,+∞)×[0, 1],R),

for all j ∈ Z, which satisfy

∂tvj(t, x)− d∂2
xvj(t, x) ≥ 0, x ∈ (0, 1),

ρ′j(t)− cj(t)ρj(t) ≥ α [vj(t, 0) + vj−1(t, 1)] ,

−d∂xvj(t, 0) + αvj(t, 0) ≥ βρj(t),

d∂xvj(t, 1) + αvj(t, 1) ≥ βρj+1(t),

(B.1)

for all t > 0 and j ∈ Z with some c = (cj)j∈Z ∈ L∞(R+, ℓ
∞(Z)). Assume that vj(0, x) ≥ 0 and

ρj(0) ≥ 0 for all x ∈ [0, 1] and j ∈ Z, then vj(t, x) ≥ 0 and ρj(t) ≥ 0 for all t > 0, x ∈ [0, 1] and

j ∈ Z. If furthermore v(0) ̸≡ 0 or ρ(0) ̸≡ 0, then vj(t, x) > 0 and ρj(t) > 0 for all t > 0, x ∈ [0, 1]

and j ∈ Z.

Proof. Fix T > 0. By assumption on the sequence c, there exists K > 0 such that

K − cj(t) > 0, for t ∈ (0, T ] and j ∈ Z.

For any γ > 0, we define {
wj(t, x) := e−γ|j|−Ktvj(t, x),

zj(t) := e−γ|j|−Ktρj(t).

Since v and ρ are assumed to be locally bounded, we have for each t ∈ (0, T ], j ∈ Z and x ∈ [0, 1]

that 
wj(t, x) −→

j→±∞
0,

zj(t) −→
j→±∞

0.

44



The sequences w and z now satisfy

∂twj(t, x)− d∂2
xwj(t, x) +Kwj(t, x) ≥ 0, x ∈ (0, 1),

z′j(t) + (K − cj(t))zj(t) ≥ α
[
wj(t, 0) + Cγ

j wj−1(t, 1)
]
,

−d∂xwj(t, 0) + αwj(t, 0) ≥ βzj(t),

d∂xwj(t, 1) + αwj(t, 1) ≥ βC−γ
j+1zj+1(t),

(B.2)

where the sequence Cγ
j is defined as follows

Cγ
j =

{
e−γ , j ≥ 1,

eγ , j ≤ 0.
(B.3)

We now let ϵ > 0 and define wϵ
j(t, x) := wj(t, x) + ϵeϱt+δ(x− 1

2)
2

,

zϵj(t) := zj(t) + ϵeϱt+
δ
4 ,

for two constants ϱ > 0 and δ > 0 that will be fixed later in the proof. Elementary computations

give

∂tw
ϵ
j(t, x)− d∂2

xw
ϵ
j(t, x) +Kwϵ

j(t, x)

= ∂twj(t, x)− d∂2
xwj(t, x) +Kwj(t, x) + ϵ

(
ϱ+K − 2dδ − 4dδ2

(
x− 1

2

)2
)
eϱt+δ(x− 1

2)
2

,

and

zϵj
′(t) + (K − cj(t))z

ϵ
j(t)− α

[
wϵ
j(t, 0) + Cγ

j w
ϵ
j−1(t, 1)

]
= z′j(t) + (K − cj(t))zj(t)− α

[
wj(t, 0) + Cγ

j wj−1(t, 1)
]
+ ϵ
(
ϱ+K − cj(t)− α(1 + Cγ

j )
)
eϱt+

δ
4 ,

together with

−d∂xwϵ
j(t, 0) + αwϵ

j(t, 0)− βzϵj(t) = −d∂xwj(t, 0) + αwj(t, 0)− βzj(t) + ϵ(dδ + α− β)eϱt+
δ
4 ,

d∂xw
ϵ
j(t, 1) + αwϵ

j(t, 1)− C−γ
j+1βz

ϵ
j+1(t) = d∂xwj(t, 1) + αwj(t, 1)− C−γ

j+1βzj+1(t)

+ ϵ(dδ + α− βC−γ
j+1)e

ϱt+ δ
4 .

As a consequence, we first fix δ > 0 such that

δ >
βeγ − α

d
,

and then select ϱ > 0 large enough such that

ϱ+K − 2dδ − dδ2 > 0 and ϱ− α(1 + eγ) > 0,

that is

ϱ > max
(
2dδ + dδ2 −K,α(1 + eγ)

)
.
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With such a choice, the sequences wϵ and zϵ now satisfy

∂tw
ϵ
j(t, x)− d∂2

xw
ϵ
j(t, x) +Kwϵ

j(t, x) > 0, x ∈ (0, 1),

zϵj
′(t) + (K − cj(t))z

ϵ
j(t)− α

[
wϵ
j(t, 0) + Cγ

j w
ϵ
j−1(t, 1)

]
> 0,

−d∂xwϵ
j(t, 0) + αwϵ

j(t, 0)− βzϵj(t) > 0,

d∂xw
ϵ
j(t, 1) + αwϵ

j(t, 1)− βC−γ
j+1z

ϵ
j+1(t) > 0,

(B.4)

for all t ∈ (0, T ], x ∈ [0, 1] and j ∈ Z withwϵ
j(0, x) := wj(0, x) + ϵeδ(x−

1
2)

2

> 0,

zϵj(0) := zj(0) + ϵe
δ
4 > 0,

and for each t ∈ (0, T ], x ∈ [0, 1] and j ∈ Z
wϵ
j(t, x) −→

j→±∞
ϵeϱt+δ(x− 1

2)
2

> 0,

zϵj(t) −→
j→±∞

ϵeϱt+
δ
4 > 0.

As a consequence, there exists some J > 0 such that wϵ
j(t, x) > 0 and zϵj(t) > 0 for all t ∈ (0, T ],

x ∈ [0, 1] and |j| ≥ J . Our aim is to show that this is also true for all |j| ≤ J . By contradiction,

assume that there exists t0 ∈ (0, T ], j0 ∈ J−J, JK and x0 ∈ [0, 1] such that wϵ
j0
(t0, x0) = 0 while

wϵ
j(t, x) ≥ 0 and zϵj(t) ≥ 0 for all t ∈ (0, t0], x ∈ [0, 1] and j ∈ J−J, JK. If x0 ∈ (0, 1), then by

definition we have ∂tw
ϵ
j0
(t0, x0) ≤ 0 and ∂2

xw
ϵ
j0
(t0, x0) ≥ 0 such that

0 ≥ ∂tw
ϵ
j0(t0, x0)− d∂2

xw
ϵ
j0(t0, x0) +Kwϵ

j0(t0, x0) > 0,

which is a contradiction. If x0 = 0 then the Hopf Lemma ensures that ∂xw
ϵ
j0
(t0, 0) > 0 and the

boundary condition gives

0 > −d∂xwϵ
j0(t0, 0) + αwϵ

j0(t0, 0)︸ ︷︷ ︸
=0

> βzϵj0(t0) ≥ 0,

which is impossible. A similar argument shows that if x0 = 1 one also reaches a contradiction.

Finally, if on the other hand we had assumed that zj0(t0) = 0 while wϵ
j(t, x) ≥ 0 and zϵj(t) ≥ 0 for

all t ∈ (0, t0], x ∈ [0, 1] and j ∈ J−J, JK, then using the equation satisfied by zj0 we find

0 ≥ zϵj0
′(t0)︸ ︷︷ ︸
≤0

+(K − cj(t)) z
ϵ
j0(t0)︸ ︷︷ ︸
=0

> α
[
wϵ
j0(t0, 0) + Cγ

j w
ϵ
j0−1(t0, 1)

]
≥ 0,

which is a contradiction. Let us remark that in the above inequality we have used that wϵ
j0−1(t0, 1) ≥

0. This holds by definition of (t0, x0, j0) if j0 ∈ J−J + 1, JK, and if j0 = −J , the fact that

wϵ
−J−1(t0, 1) ≥ 0 holds thanks to the definition of J and the fact that wϵ

j(t, x) > 0 for all t ∈ (0, T ],

x ∈ [0, 1] and |j| ≥ J .
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As a conclusion, we have proved that wϵ
j(t, x) > 0 and zϵj(t) > 0 for all t ∈ (0, T ], x ∈ [0, 1] and

j ∈ Z. Since ϵ > 0 was left arbitrary by passing to the limit ϵ→ 0 we obtain that wj(t, x) ≥ 0 and

zj(t) ≥ 0 for all t ∈ (0, T ], x ∈ [0, 1] and j ∈ Z, which concludes the first part of the proof.

In order to prove the last part of the proposition, we shall instead prove that if there exists t0 ∈ (0, T ]

and j0 ∈ Z such that ρj0(t0) = 0 or if there exists t0 ∈ (0, T ], j0 ∈ Z and x0 ∈ [0, 1] such that

vj0(t0, x0) = 0 then ρj(t) = 0 and vj(t, x) = 0 for all t ∈ [0, t0], x ∈ [0, 1] and j ∈ Z. If ρj0(t0) = 0,

then integrating the equation for ρj0 from t = 0 to t0, we obtain that

0 = ρj0(t0) ≥ e
∫ t0
0 cj0 (s)dsρj0(0) + α

∫ t0

0
e
∫ t0
s cj0 (τ)dτ (vj0(s, 0) + vj0−1(s, 1)) ds ≥ 0.

As a consequence, we deduce that ρj0(0) = 0, vj0(t, 0) = vj0−1(t, 1) = 0 for all t ∈ [0, t0] and thus

ρj0(t) = 0 for all t ∈ [0, t0]. But then, the strong maximum principle applied to vj0 and vj0−1 gives

that vj0(t, x) = vj0−1(t, x) = 0 for all t ∈ [0, t0] and x ∈ [0, 1]. Now, by contradiction, if v ̸= 0 or

ρ ̸= 0 on [0, t0], without loss of generality, we may assume that there exists p ∈ Z with p > j0 and

x∗ ∈ [0, 1] such that vp(0, x∗) > 0. By continuity of vp, there exists r > 0 such that vp(0, x) > 0 for

all x ∈ [0, 1] ∩Br(x∗). Recalling that vp satisfies
∂tvp(t, x)− d∂2

xvp(t, x) ≥ 0, x ∈ (0, 1),

−d∂xvp(t, 0) + αvp(t, 0) ≥ 0,

d∂xvp(t, 1) + αvp(t, 1) ≥ 0,

since ρj(t) ≥ 0 for all j ∈ Z, the strong maximum principle implies that vp(t, x) > 0 for all t ∈ (0, t0]

and x ∈ [0, 1]. This, in turn, also implies that

ρp(t) ≥ e
∫ t
0 cp(s)dsρp(0) + α

∫ t

0
e
∫ t
s cp(τ)dτ (vp(s, 0) + vp−1(s, 1)) ds > 0,

for all t ∈ (0, t0]. Now, inspecting the equation satisfied by vp−1, we have for all t ∈ (0, t0] that

∂tvp−1(t, x)− d∂2
xvp−1(t, x) ≥ 0, x ∈ (0, 1),

−d∂xvp−1(t, 0) + αvp−1(t, 0) ≥ 0,

d∂xvp−1(t, 1) + αvp−1(t, 1) > 0,

vp−1(0, x) ≥ 0, x ∈ [0, 1].

Once again, the strong maximum principle implies that vp−1(t, x) > 0 for all t ∈ (0, t0] and x ∈ [0, 1].

By induction, we reach a contradiction since we eventually end up proving that vj0(t, x) > 0 for

t ∈ (0, t0] and x ∈ [0, 1], which is impossible.

Proposition B.2. Let v and ρ with ρj ∈ C 1([0,+∞),R) and

vj ∈ C 0([0,+∞)×[0, 1],R), ∂tvj , ∂2
xvj ∈ C 0((0,+∞)×(0, 1),R), and ∂xvj ∈ C 0((0,+∞)×[0, 1],R),
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for all j ∈ Z, which satisfy

∀t > 0, ζ(t) ≤ j ≤ ξ(t),



∂tvj(t, x)− d∂2
xvj(t, x) ≥ 0, x ∈ (0, 1),

ρ′j(t)− cj(t)ρj(t) ≥ α [vj(t, 0) + vj−1(t, 1)] ,

−d∂xvj(t, 0) + αvj(t, 0) ≥ βρj(t),

d∂xvj(t, 1) + αvj(t, 1) ≥ βρj+1(t),

(B.5)

for some c = (cj)j∈Z ∈ L∞(R+, ℓ
∞(Z)) and continuous functions ζ : R+ → R and ξ : R+ → R.

Assume that vj(0, x) ≥ 0 and ρj(0) ≥ 0 for all x ∈ [0, 1] and ζ(0)− 1 ≤ j ≤ ξ(0) + 1 together with

vj(t, x) ≥ 0 and ρj(t) ≥ 0 for all t > 0, x ∈ [0, 1] and j ∈ [ζ(t) − 1, ζ(t)) ∪ (ξ(t), ξ(t) + 1], then

vj(t, x) ≥ 0 and ρj(t) ≥ 0 for all t > 0, x ∈ [0, 1] and ζ(t) ≤ j ≤ ξ(t).

Proof. The proof is a direct adaptation of the proof of the previous proposition. Fix T > 0. By

assumption on the sequence c, there exists K > 0 such that

K − cj(t) > 0, for t ∈ (0, T ] and j ∈ Z.

For any ϵ > 0, we define wϵ
j(t, x) := e−Ktvj(t, x) + ϵeϱt+δ(x− 1

2)
2

,

zϵj(t) := e−Ktρj(t) + ϵeϱt+
δ
4 ,

where ϱ > 0 and δ > 0 are taken large enough to ensure that wϵ
j(t, x) and zϵj(t) satisfy

∀t > 0, ζ(t) ≤ j ≤ ξ(t),



∂tw
ϵ
j(t, x)− d∂2

xw
ϵ
j(t, x) +Kwϵ

j(t, x) > 0, x ∈ (0, 1),

zϵj
′(t) + (K − cj(t))z

ϵ
j(t)− α

[
wϵ
j(t, 0) + wϵ

j−1(t, 1)
]
> 0,

−d∂xwϵ
j(t, 0) + αwϵ

j(t, 0)− βzϵj(t) > 0,

d∂xw
ϵ
j(t, 1) + αwϵ

j(t, 1)− βzϵj+1(t) > 0,

Furthermore, one also has wϵ
j(0, x) > 0 and zϵj(0) > 0 for all x ∈ [0, 1] and ζ(0)− 1 ≤ j ≤ ξ(0) + 1

together with wϵ
j(t, x) > 0 and zϵj(t) > 0 for all t > 0, x ∈ [0, 1] and j ∈ [ζ(t)−1, ζ(t))∪(ξ(t), ξ(t)+1].

By contradiction, assume that there exists t0 ∈ (0, T ], j0 ∈ Jζ(t0), ξ(t0)K and x0 ∈ [0, 1] such that

wϵ
j0
(t0, x0) = 0 while wϵ

j(t, x) ≥ 0 and zϵj(t) ≥ 0 for all t ∈ (0, t0], x ∈ [0, 1] and j ∈ Jζ(t), ξ(t)K. If

x0 ∈ (0, 1), then by definition we have ∂tw
ϵ
j0
(t0, x0) ≤ 0 and ∂2

xw
ϵ
j0
(t0, x0) ≥ 0 such that

0 ≥ ∂tw
ϵ
j0(t0, x0)− d∂2

xw
ϵ
j0(t0, x0) +Kwϵ

j0(t0, x0) > 0,

which is a contradiction. If x0 = 0 then the Hopf Lemma ensures that ∂xw
ϵ
j0
(t0, 0) > 0 and the

boundary condition gives

0 > −d∂xwϵ
j0(t0, 0) + αwϵ

j0(t0, 0)︸ ︷︷ ︸
=0

> βzϵj0(t0) ≥ 0,
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which is impossible. On the other hand, if x0 = 1, the boundary condition gives

0 > d∂xw
ϵ
j0(t0, 1)︸ ︷︷ ︸
<0

+αwϵ
j0(t0, 0) > βzϵj0+1(t0) ≥ 0,

which is also impossible. The fact that zϵj0+1(t0) ≥ 0 even if j0 = ξ(t0) is ensured by the assumption

that zϵj(t) > 0 for j ∈ [ζ(t) − 1, ζ(t)) ∪ (ξ(t), ξ(t) + 1]. Finally, if we had assumed that zj0(t0) = 0

while wϵ
j(t, x) ≥ 0 and zϵj(t) ≥ 0 for all t ∈ (0, t0], x ∈ [0, 1] and j ∈ Jζ(t), ξ(t)K, then using the

equation satisfied by zj0 we find

0 ≥ zϵj0
′(t0)︸ ︷︷ ︸
≤0

+(K − cj(t)) z
ϵ
j0(t0)︸ ︷︷ ︸
=0

> α
[
wϵ
j0(t0, 0) + wϵ

j0−1(t0, 1)
]
≥ 0.

Once again, the fact that wϵ
j0−1(t0, 1) ≥ 0 even if j0 = ζ(t0) comes from the assumption that

wϵ
j(t, x) > 0 for j ∈ [ζ(t)− 1, ζ(t)) ∪ (ξ(t), ξ(t) + 1] and all x ∈ [0, 1].

To conclude the proof one just passes to the limit ϵ→ 0.

Proposition B.3. Let λ > 0 and (N,M) ∈ Z2 such that N < M . Consider a sequence w =

(wj)j=N−1,...,M+1 satisfying

λ(wj+1 − 2wj + wj−1)− cjwj ≤ 0, j = N, . . . ,M,

for some sequence c = (cj)j=N,...,M satisfying cj ≥ 0 for all j ∈ JN,MK. If wj ≥ 0 for j ∈
{N − 1,M + 1} then wj ≥ 0 for all j ∈ JN,MK.

Proof. Let us assume first that c = 0 and that λ(wj+1 − 2wj + wj−1) < 0 for j = N, . . . ,M . We

claim that w cannot have a minimum on JN,MK. Indeed if j0 ∈ JN,MK is such a minimum then

one has

0 ≤ λ(wj0+1 − 2wj0 + wj0−1) < 0,

which is impossible. Assume now that λ(wj+1 − 2wj + wj−1) ≤ 0 for j = N, . . . ,M , then we can

define wϵ
j = wj − ϵeγj for ϵ > 0 and γ > 0. A direct computation shows that

λ(wϵ
j+1 − 2wϵ

j + wϵ
j−1) = λ(wj+1 − 2wj + wj−1)− 2ϵ(cosh(γ)− 1)eγj < 0,

from which we deduce that

inf
j=N−1,...,M+1

wϵ
j = inf

j∈{N−1,M+1}
wϵ
j ,

and thus by sending ϵ to 0 we deduce that

inf
j=N−1,...,M+1

wj = inf
j∈{N−1,M+1}

wj .

As a conclusion, if we further assume that wj ≥ 0 for j ∈ {N − 1,M + 1} then wj ≥ 0 for all

j ∈ JN,MK.
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Let us now assume that cj ≥ 0 for all j ∈ JN,MK. We denote by Ω− := {j ∈ JN,MK | wj < 0} and
Ω+ := {j ∈ JN − 1,M + 1K | wj ≥ 0}. We also let

∂Ω− := {j ∈ Ω+ | j + 1 ∈ Ω− or j − 1 ∈ Ω−} .

If Ω− = ∅ then we are done, so we assume that Ω− ̸= ∅. By assumption, for any j ∈ Ω− one has

λ(wj+1 − 2wj + wj−1) ≤ cjwj ≤ 0,

and we can use the previous step to infer that

inf
j∈Ω−∪∂Ω−

wj = inf
j∈∂Ω−

wj ,

which is impossible. Indeed, on the one hand we have that

inf
j∈Ω−∪∂Ω−

wj ≤ inf
j∈Ω−

wj < 0,

and on the other hand

0 ≤ inf
j∈Ω+

wj ≤ inf
j∈∂Ω−

wj .

As a conclusion Ω− = ∅ and this concludes the proof of the proposition.

Proposition B.4. Let λ > 0 and (N,M) ∈ Z2 such that N < M . Consider two bounded sequence

ρ = (ρ
j
)j=N−1,...,M+1 and ρ = (ρj)j=N−1,...,M+1 satisfying

λ(ρ
j+1
− 2ρ

j
+ ρ

j−1
) + f(ρ

j
) ≥ 0,

λ(ρj+1 − 2ρj + ρj−1) + f(ρj) ≤ 0,

for each j = N, . . . ,M . If ρj ≥ ρ
j
for j ∈ {N − 1,M + 1}, then ρj ≥ ρ

j
for all j = N, . . . ,M .

Proof. We set A := max
(
∥ρ∥ℓ∞ , ∥ρ∥ℓ∞

)
and let KA > 0 be the Lipschitz constant of f on the

interval [−A,A]. We define f̃(u) := f(u)+KAu which is nondecreasing on [−A,A] by construction.

Upon setting wj := ρj − ρ
j
, we obtain

λ(wj+1 − 2wj + wj−1)−KAwj + f̃(ρj)− f̃(ρ
j
) ≤ 0, j = N, . . . ,M,

with wj ≥ 0 for j ∈ {N − 1,M + 1}. Once again, we define Ω− = {j ∈ JN,MK | wj < 0}, Ω+ =

{j ∈ JN − 1,M + 1K | wj ≥ 0} and ∂Ω− = {j ∈ Ω+ | j + 1 ∈ Ω− or j − 1 ∈ Ω−}. Let us assume

that Ω− ̸= ∅. For j ∈ Ω−, we obtain

λ(wj+1 − 2wj + wj−1)−KAwj ≤ f̃(ρj − wj)− f̃(ρj) ≤ 0,

which gives a contradiction thanks to the previous proposition. As a consequence, we necessarily

have Ω− = ∅ which concludes the proof.
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Proposition B.5. Let W = (Wj)j∈Z and Q = (Qj)j∈Z with Wj , Qj ∈ C 1([0,+∞),R) for all j ∈ Z
which satisfy

∀t > 0, j ∈ Z,

{
W ′

j(t) ≥ −2αWj(t) + β(Qj(t) +Qj+1(t)),

Q′
j(t) ≥ cj(t)Qj(t) + α(Wj(t) +Wj−1(t)),

with some c = (cj)j∈Z ∈ L∞(R+, ℓ
∞(Z)). Assume that Wj(0) ≥ 0 and Qj(0) ≥ 0 for all j ∈ Z,

then Wj(t) ≥ 0 and Qj(t) ≥ 0 for all t > 0 and j ∈ Z. If furthermore W(0) ̸≡ 0 or Q(0) ̸≡ 0, then

Wj(t) > 0 and Qj(t) > 0 for all t > 0 and j ∈ Z.

Proof. Fix T > 0. By assumption on the sequence c, there exists K > 0 such that

K − cj(t) > 0, for t ∈ (0, T ] and j ∈ Z.

For any γ > 0, we define {
wj(t) := e−γ|j|−KtWj(t),

qj(t) := e−γ|j|−KtQj(t).

Since W and Q are assumed to be locally bounded, we have for each t ∈ (0, T ] and j ∈ Z that
wj(t) −→

j→±∞
0,

qj(t) −→
j→±∞

0

The sequences w and q now satisfy

∀t ∈ (0, T ], j ∈ Z,

{
w′
j(t) ≥ −2αwj(t) + β(qj(t) + C−γ

j+1qj+1(t)),

q′j(t) ≥ −(K − cj(t))qj(t) + α(wj(t) + Cγ
j wj−1(t)),

(B.6)

with Cγ
j defined in (B.3). As in the proof of Proposition B.1, we define{

wϵ
j(t) := wj(t) + ϵeρt,

qϵj(t) := qj(t) + ϵeρt,

with ϵ > 0 and ρ > 0 chosen such that

ρ > max (α(1 + eγ), β(1 + eγ)− 2α) .

With such a choice, we readily have that

∀t ∈ (0, T ], j ∈ Z,

{
wϵ
j
′(t) > −2αwϵ

j(t) + β(qϵj(t) + C−γ
j+1q

ϵ
j+1(t)),

qϵj
′(t) > −(K − cj(t))q

ϵ
j(t) + α(wϵ

j(t) + Cγ
j w

ϵ
j−1(t)),

(B.7)

with {
wϵ
j(0) := wj(0) + ϵ > 0,

qϵj(0) := qj(0) + ϵ > 0,
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and for each t ∈ (0, T ] and j ∈ Z 
wϵ
j(t) −→

j→±∞
ϵeϱt > 0,

qϵj(t) −→
j→±∞

ϵeϱt > 0.

As a consequence, there exists some J > 0 such that wϵ
j(t) > 0 and qϵj(t) > 0 for all t ∈ (0, T ]

and |j| ≥ J . Our aim is to show that this is also true for all |j| ≤ J . By contradiction, without

loss of generality, assume that there exists t0 ∈ (0, T ] and j0 ∈ J−J, JK such that wϵ
j0
(t0) = 0 while

wϵ
j(t) ≥ 0 and qϵj(t) ≥ 0 for all t ∈ (0, t0] and j ∈ J−J, JK. Then by definition, we also have that

wϵ
j0

′(t0) ≤ 0 such that

0 ≥ wϵ
j0

′(t0) + 2αwϵ
j0(t0)− β(qϵj0(t0) + C−γ

j0+1q
ϵ
j0+1(t0)) > 0,

which is a contradiction. As a consequence, one has wϵ
j(t) > 0 and qϵj(t) > 0 for all t ∈ (0, T ] and

j ∈ Z. Since ϵ > 0 was left arbitrary by passing to the limit ϵ → 0, we obtain that wj(t) ≥ 0 and

qj(t) ≥ 0 for all t ∈ (0, T ] and j ∈ Z, which concludes the first part of the proof.

In order to prove the last part of the proposition, we shall instead prove that if there exists t0 ∈ (0, T ]

and j0 ∈ Z such that Wj0(t0) = 0 or Qj0(t0) = 0 then Wj(t) = 0 and Qj(t) = 0 for all t ∈ [0, t0]

and j ∈ Z. Without loss of generality, suppose that Wj0(t0) = 0, then we obtain

0 = Wj0(t0) ≥ e−2αt0Wj0(0) + β

∫ t0

0
e−2α(t0−s) (Qj0(s) +Qj0+1(s)) ds ≥ 0,

from which we infer that Wj0(0) = 0 and Qj0(s) = Qj0+1(s) = 0 for all s ∈ [0, t0]. As a consequence,

we deduce that Wj0(s) = 0 for all s ∈ [0, t0]. Now, using the equation satisfied by Qj0 and Qj0+1,

we infer that Wj0−1(s) = 0 and Wj0+1(s) = 0 for all s ∈ [0, t0]. As a consequence, by induction, we

get that Wj(t) = 0 and Qj(t) = 0 for all t ∈ [0, t0] and j ∈ Z, which concludes the proof.

Proposition B.6. Let W = (Wj)j∈Z and Q = (Qj)j∈Z with Wj , Qj ∈ C 1([0,+∞),R) for all j ∈ Z
which satisfy

∀t > 0, ζ(t) ≤ j ≤ ξ(t),

{
W ′

j(t) ≥ −2αWj(t) + β(Qj(t) +Qj+1(t)),

Q′
j(t) ≥ cj(t)Qj(t) + α(Wj(t) +Wj−1(t)),

with some c = (cj)j∈Z ∈ L∞(R+, ℓ
∞(Z)) and continuous functions ζ : R+ → R and ξ : R+ → R.

Assume that Wj(0) ≥ 0 and Qj(0) ≥ 0 for all ζ(0) − 1 ≤ j ≤ ξ(0) + 1 together with Wj(t) ≥ 0

and Qj(t) ≥ 0 for all t > 0 and j ∈ [ζ(t) − 1, ζ(t)) ∪ (ξ(t), ξ(t) + 1], then we have Wj(t) ≥ 0 and

Qj(t) ≥ 0 for all t > 0 and ζ(t) ≤ j ≤ ξ(t).

Proof. Fix T > 0. By assumption on the sequence c, there exists K > 0 such that

K − cj(t) > 0, for t ∈ (0, T ] and j ∈ Z.

Next, let us define {
wϵ
j(t) := e−KtWj(t) + ϵeρt,

qϵj(t) := e−KtQj(t) + ϵeρt,
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for ϵ > 0 and

ρ > 2max (α, β − α) .

As a consequence (wϵ
j , q

ϵ
j) satisfies all the assumptions with strict inequalities and we can argue

as in the previous proof. Without loss of generality, we assume by contradiction that there exists

t0 ∈ (0, T ] and j0 ∈ [ζ(t0), ξ(t0)] ∩ Z such that wϵ
j0
(t0) = 0 while wϵ

j(t) ≥ 0 and qϵj(t) ≥ 0 for all

t ∈ (0, t0] and ζ(t) ≤ j ≤ ξ(t). Then by definition, we also have that wϵ
j0

′(t0) ≤ 0 such that

0 ≥ wϵ
j0

′(t0) + 2αwϵ
j0(t0)− β(qϵj0(t0) + qϵj0+1(t0)) > 0,

which is a contradiction. In the above inequality, we crucially used our assumption that wϵ
j(t) > 0

for j ∈ (ξ(t), ξ(t) + 1]. We can then pass to the limit ϵ→ 0 and conclude the proof.

Proposition B.7. Let (W,Q) and (W,Q) with W j , Qj
,W j , Qj ∈ C 1([0,+∞),R) for all j ∈

Z be respectively subsolution and supersolution of the asymptotic system (6.6) for t > 0 and

j ∈ [ζ(t), ξ(t)] ∩ Z for some continuous functions ζ : R+ → R and ξ : R+ → R. Assume that

(W j(0), Qj
(0)) ≤ (W j(0), Qj(0)) for all ζ(0) − 1 ≤ j ≤ ξ(0) + 1 together with (W j(t), Qj

(t)) ≤
(W j(t), Qj(t)) for all t > 0 and j ∈ [ζ(t)− 1, ζ(t)) ∪ (ξ(t), ξ(t) + 1], then we have (W j(t), Qj

(t)) ≤
(W j(t), Qj(t)) for all t > 0 and ζ(t) ≤ j ≤ ξ(t).

Proof. The proof is a direct consequence of the previous proposition.
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