A RESCALING VELOCITY METHOD FOR KINETIC EQUATIONS:
THE HOMOGENEOUS CASE
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ABSTRACT. In this paper, we propose a method for the numerical solution of several
kinetic equations (Boltzmann and Fokker-Planck equations). A rescaling of the distri-
bution function in velocity is performed in order to treat strong non homogeneity. We
finally treat some examples in granular media where the solution converges to a Dirac
measure, and the rescaling technique allows to describe the evolution of the distribution
with a very good accuracy.
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1. INTRODUCTION.

Numerical methods for Boltzmann type equations play an important role in practical
and theoretical analysis of the time evolution of a plasma or a rarefied gas. The widely used
and best known of these methods is the direct simulation Monte-Carlo method due to Bird
[1]. After Bird’s algorithm, more sophisticated methods related to Boltzmann equations
have been proposed [6]. These numerical simulations are often performed in engineering
to study the evolution of a gas or a plasma. Because at the kinetic level the number of
unknowns becomes too large, Monte-Carlo methods represent a good compromise between
accuracy and cheap computational time. Indeed, engineers are not interested to get an
accurate solution of the kinetic equation, but only require a good behavior of macroscopic
quantities which are experimentally observable. However, when we are interested in a
modeling issue or in a description of a very precise phenomenon, probabilistic methods
become not practical. In this case accurate methods have to be used.
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More recently, some efforts have been performed to construct deterministic methods,
which give a more accurate behavior of the time evolution of the solution.

The general difficulty related to deterministic methods is that the solution is computed
on a fixed grid, which becomes an inconvenient when the distribution function strongly
evolves or when the equation describes strong scale variations. In this paper we present a
rescaling technique allowing to deal with this change of scales using a gridded method. We
construct a deterministic schemes for time dependent kinetic equations, which are based
on two main properties

e Preservation of the main physical quantities as mass, mean velocity, energy and
steady states allows to give the correct long time behavior. High order and con-
servative methods for the evolution of the collision step allow a very accurate
discretization in velocity domain, at a reasonable computational cost.

e An adaptive scaling allows to treat strong variations of the density, velocity and
temperature in space. This rescaling is also able to catch self-similar solutions,
which can occur when we do not converge to a steady state (coagulation models).
Due to rescaling, macroscopic quantities are not computed directly from the dis-
tribution function by computing its moments as it usually done, but are solution
to moment equations. The distribution function is used to close these moment
equations.

The outline of the paper is the following: we first present the rescaling method to treat ho-
mogeneous in space kinetic equations and propose different applications in plasma physics
(Fokker-Planck operator) and ganular gas dynamics (inelastic Boltzmann equation). Fi-
nally, numerical simulations are presented to show the effectiveness of the present ap-
proach.

2. BASIS OF THE RESCALING METHOD

We first consider the homogeneous in space collision operator

of
ot
where f = f(t,v) is the distribution function of particles and Q(f) is a collision operator
conserving mass. We classically get macroscopic quantities by computing moments of the
distribution function with respect to v. We define the density p € R* and the mean
velocity u € R¢ by

(2.1) (f), veRY

(2.2) p:/ ft,v)dv, u:1 ft,v)vdv, teRT
R4 p JRd

and also w € Rt

1
2.3 w2:—/ft,v v—ul?dv, teRT.
(23 g LGOI

For the classical Boltzmann equation, these macroscopic quantities are conserved with
time, which means that the shape of the distribution function evolves, but the scale remains
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the same. However, in other applications as in granular gases, the energy is dissipated
with time and the solution converges to a Dirac measure. Then, the long time behavior of
such numerical solution becomes inappropriate, when we apply a gridded method. Indeed,
the mesh size becomes inevitably too large to represent correctly the solution. Another
example of such behavior is the Fokker-Planck equation when the temperature w and
the mean velocity w are not conserved. Here again, after a long time a fixed grid is not
suitable to represent the solution, we then have to adapt the grid to follow the velocity
and temperature variations along time.

To this aim, we propose to rescale the distribution function in velocity in order to follow
the change of scales over time and choose a new unknown

(2.4) 9(t,6) = w! f(t,u+wé),
which is solution to the following equation (see Proposition 2.1 below)

0 1 . ~

5w (W Vegrwdive(€9)) =u' Qla.g), € R,

where Q is such that Q(g, g) = Q(f, f). This equation can be re-written in the conservative
form

(2.5) % — dive (% (u + ' €) g> = w’ Q(g,9)-

The density p is in now given by

p= / g(t, &) dé.
Rd
However, the mean velocity u and the temperature w? cannot be computed directly from
g, but are solution to ordinary differential equations depending on the structure of the
collision operator (). In the general case, equations for v and w are obtained by the taking
moments of Eq.(2.5), and observing that [ g(¢,£)¢d¢é =0 and [ g(t,&)|¢[* d€ = dp,

d 5

(2.6) d—z = wt (/RdQ(g,g)ﬁd£>, q = pu,
d d ~

(2.7 W= o | Qe

The above results can be formalized in the following

Proposition 2.1. Let f be a solution to the equation (2.1), where Q(f, f) is a collision
operator conserving at least mass

/ QU ) dv =0,
Rd
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Then, the rescaled function g given by (2.4) is solution to (2.5) coupled with (2.6)-(2.7)
such that

1
d
o gl € d¢ = 0.
R4 52

Proof.

It is easy to check that if f is a solution to (2.1) with a finite energy, the the rescaled
function g is also a solution to (2.4). Moreover, g satisfies the following weak formulation:
for any smooth function ¢,

d

G |t e©de =~ [ (0 +u'9)g) - Vepds+u' | Qo) ele) e

Then, taking ¢(£) = £ and using the mean velocity equation (2.6), we get

d

R S _
G |atogae=—tuprut [ Qageds—o

Moreover, with ((¢) = [£|?, using Eq.(2.7) for w, we obtain

d w’ ~
G [aeerae = 2%dpsut [ a9t dg=0
dt Rd w Rd

O
We present some applications of this method and compute the complete system of equa-

tions for the linear Fokker-Planck equation and for the full granular Boltzmann equation.

3. APPLICATION TO THE FOKKER-PLANCK EQUATION

Consider the linear Fokker-Planck equation

0 .
(3.8) 8—{ =divy (v —tUso) f+ T Vo f),
where 1y, and Ty, are given.
Then, the mean velocity u and the temperature T' = w* computed from f using (2.2)-
(2.3) are solution to a linear system of ODE’s, which is obtained by multiplying (3.8) by

v and |v|?

2

/

W=—(u—1us), T =-2(T-Ty).
This system can be explicitly solved

(3.9) u(t) = oo + (1(0) — usg) €7, T(t) = Tnao + (T(0) — To) e 21,

Thus, g(t, &) is solution to the following rescaled equation
dg . L, / s _ Uoo — u(t) T;OO d
5 dive <w (u (t)+w(t)§)g> _d1v§<<£ —al) 9+ 3 Veg |, €€R

Using the equation (3.9) for u and T, we get

99 _

9t dive (£ g) = dive (Veg),



A RESCALING METHOD FOR KINETIC EQUATIONS: THE HOMOGENEOUS CASE 5

which means that g is solution to a rescaled Fokker-Planck equation with a zero mean
velocity and a temperature equal to one

0 .
(3.10) 8—? =dive (§g+ Veg).

Let (&;); be a velocity grid and g¢;(¢) an approximation of g(t,&;) the solution to (3.10)
at time t on the grid. To get a conservative and entropic approximation, we consider the
classical Chang & Cooper method [4]

d
dgi 1 o o
(3.11) T A E (Flp — FLi0) = DFj_q),
a=1

with
o ~ 1 Giteq gi v 9
Fit1p = M”e“/zA_v <M1+ea - Mz) = Miveas2D (M)Hea/?’

where e, is the a-th canonical vector of R? M; is the projection of the normalized
Maxwellian on the mesh,

1
M; = W €xXp (_|f|2/2) >

and
~ M; M,
M. N AG R =
itea/2 Mz’—l—ea — Mz
Here D denotes the discrete divergence. The approximation fa, of the distribution func-
tion f is then obtained by

fi(t) = fau(t,u(t) +w(t) &) = gi(t),

where u and w = /T are given by (3.9).
The properties of the above numerical method can be formalized as follows

(log(Mite,) — log(M;)) .

Proposition 3.1. Let us consider the Fokker-Planck equation (3.8) and apply the numer-
ical method (3.11) to the rescaled distribution function g. Then,

(1) gi(t) is a mass, momentum and energy conservative and entropic approzimation
to (3.10);

(2) steady states M, 1., are exactly preserved;

(3) if the initial data is a Mazwellian, the evolution of fa, is then exactly computed
from (3.11).

Proof. 1t is easy to check that this approximation corresponds to the discretization of
the weak formulation of the Fokker-Planck equation

dg;

Dirri i ZD%‘H/? : M"+1/2D (%)H—lm’
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From this formulation, we prove that mass, zero mean velocity and temperature are con-
served [4]. Moreover, this scheme is constructed to be entropic decaying : let us take

@ = log(g), we get

Z % <9z‘ 108:(&,))

- K3
3

_ 9 1 9

B ZZ,:D (IOg(M)>i+1/2 Mit12D <M>i+l/2 ’
1 Jitea \ 1 9 \\ 1y Jitea Ui
- M;Qog( ) tog( L) ) Moo (255 - )

_ Jitea \ gi v Jitea Y
- szg:(log(/\/lm&) log(Mi)> Miteas2 (Mzurea Mz'>’

Using the approximation /\;liJrea /2 and the fact that log is a nondecreasing function, we get
the decay of the relative entropy. Finally, such a scheme provides the correct equilibrium
state.

The assertion (3) directly follows from the rescaling equation and the steady state
conservation. Indeed, if the initial data fy is a Maxwellian, the rescaled initial data g(0)
becomes a normalized Maxwellian with zero mean velocity and with a temperature equal
to one. Thus, this initial data is exactly preserved by the scheme (3.11), whereas the mean
velocity and temperature evolution is given by (3.9). |

3.1. Numerical results.

Sum of two Mazwellian distributions in 3D. The initial data is now chosen as the sum of
two Maxwellian functions

1 5 v —v1]? |v — vy|?
fo(v) = 2 (27T“t2h)3/2 [exp <—72 “t2h > + exp <—72 Ut2h >] )

with v1 = (0,2,2), vo = (0,—2,—2) and the thermal velocity is vy, = 2. The final time
of the simulation is T,,4; = 6, which correspond to the equilibrium of the distribution. In
Fig.1 we report the evolution of the moments of the distribution function with respect
to v obtained with n = 24 points and compare them to a reference solution computed
with many points. We compare the two numerical results with and without the rescaling
methods. It is clear that the rescaling method allows to follow accurately the drift and
the spreading of the distribution function when time goes on.

4. APPLICATION TO THE GRANULAR BOLTZMANN EQUATION

4.1. the granular Boltzmann equation. In absence of external forces the time evolu-
tion of a granular medium can be described at the kinetic level by the inelastic Boltzmann
equation (Cf.[2])

(4.12) QUL =QF(f,f)—Q (f. /)
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FiGURE 1. Evolution of the mean velocity, the temperature components
and the third moments of f with respect to v with n = 24 points: classical
(left) and rescaled variables (right)
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where the loss term is given by

(4.13) Q7(f,f)=LIfIf, with L[f] = |STH| f = o]

where the asterisk denotes the convolution, and the gain term reads

(4.14) Q)= [ [, 8T oo Pdud.
Rd JSd—1

where 'f = f(t,/v), 'f« = f(t, v4), and J is related to the Jacobian of the transformation
from post-collisional to pre-collisional velocities, (v,v4) — (‘v,/v,). In the general case,
we only know the inverse transformation given by, but for constant restitution coefficient
e, is given by
7 1| —" v,

e o -
In this case an amount of energy is lost during the collision process and the solution
converges to a Dirac measure, whereas mass and mean velocity are conserved with time.

To study more accurately the convergence to the equilibrium (as the behavior of the tail
of the distribution function), we perform the change of variable in velocity (2.4). Here,
mass and momentum are conserved with time, but the energy is dissipated. Then, g is
solution to the following inelastic Boltzmann equation with a drift term

dg 1-¢*0(&) _

(4.15) TR T = w Q(g,9),

where Q(g,¢) is given by (4.12). Using this new formulation, we now treat the problem
with the two unknowns g and w(t), the latter satisfying Eq.(2.7)

dw wit1 ~ )
=50, ([ Qwalera).

We first only consider the inelastic Boltzmann equation for Maxwellian molecules, where
the solution formally converges to Dirac delta equilibrium state. We perform this test to
check the accuracy of the spectral method by checking the evolution of the temperature
which is analytically given by

(4.16) T(t) =Tp exp(—71t),

where Ty is the initial temperature and v = (1 — €2)/2. In this simple case, the evolution
of T is not directly coupled with the distribution function g and is computed from (4.16)
(see left picture in Fig. 2). Up to a change of variable, we can always consider an initial
data fp with a mass equal to one, a zero mean velocity and a temperature equal to one.
Then, the solution g to (4.15) satisfies

1

/g(t,@ ¢ Jae={ o
R 52 1

—_
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and the equilibrium state is given by the Lorentz function

2
4.2. Numerical results. In this section we present several numerical results obtained
by approximating (4.15). The Boltzmann operator is discretized using a spectral method
[5], whereas the approximation of the drift term is realized through fourth order centered
differences. The fourth order scheme has proved to be accurate enough in all the test cases
here presented.

Note however that the equilibrium state is still quite difficult to approximate because
of the slow zero convergence of the tails. Indeed, the third moment of g is blowing-up at
t = +oo. To illustrate the slow convergence of the tail we present in Fig. 2 the evolution
of the third moment

Ms(t) = /R o(1.€)|ePde

with respect to the truncation of the distribution function V = V,,,4, and to the number
of Fourier modes N. We also present the evolution of the distribution function g(¢) in
these new variables obtained with an uniform grid (256 points). As expected, the solution
converges to (4.17) and the spectral method give the correct behavior of the tail even if it
converges slowly to zero. Finally, in Fig.3, we plot the numerical solution corresponding
to initial data (7) :

90(&) = exp(—|¢[%/2),

1
vors
and (i7) :

1 € = 30/? € + 30
90(§) = 5o/2n <exp <_T2J> + exp <_T20>> , 0% = 1/10.

We observe the very good agreement between the numerical solution and the stationary
Lorentz function (4.17). In Figure 4 we present a comparison between the long time
behavior of the rescaled solution (in conventional variables) and the solution obtained
with the non rescaled method. It is evident how the Dirac delta is well captured by means
of the scaling technique.

5. CONCLUSION

In this paper we present an accurate deterministic method for the numerical approxi-
mation of space homogeneous, time dependent Boltzmann equation. The method couples
an accurate scheme (finite difference or spectral methods) for the treatment of the rescaled
distribution function with additional equations for macroscopic quantities (mean velocity
and/or energy).

It possesses a high order of accuracy for this kind of problems. The high accuracy is ev-
ident from the quality of the numerical results that can be obtained with a relatively small
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FIGURE 2. 1D Inelastic Maxwellian Molecules: blow-up of the third order
moment of the rescaled distribution g corresponding to (¢) and (ii).

FiGURE 3. 1D Inelastic Maxwellian Molecules: time evolution of the log-
solution corresponding to initial data (¢) and (i7) in rescaled variables and
foo denotes the Lorentz function
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FIGURE 4. 1D Inelastic Maxwellian Molecules: comparison of the large
time solution corresponding to initial data (i) obtained from computations
in classical variables (a) and from rescaled variables (b).

number of grid points in velocity domain. Finally, comparison with classical techniques
show the effectiveness of the present method for a wide class of problems.
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