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Summary. We present accurate methods for the numerical solution of the Boltz-
mann equation of rarefied gas. The methods are based on a time splitting technique.
On the one hand, the transport is solved by a third order accurate (in space) Pos-
itive and Flux conservative (PFC) method. On the other hand, the collision step
is treated by a Fourier approximation of the collision integral, which guarantees
spectral accuracy in velocity, coupled with high order integrators in time preserving
stationary states. Several space dependent numerical tests in 2D and 3D illustrate
the accuracy and robustness of the methods.

1 Introduction.

In a microscopic description of rarefied neutral gas, the gas particles move by
a constant velocity until they undergo binary collisions. In a kinetic picture,
the properties of the gas are described by a density function in phase space,
f(t,x,v), called the distribution function, which gives the number of particles
per unit volume in phase space at time ¢. The distribution function satisfies
the Boltzmann equation, an integro-differential equation, which describes the
effect of the free flow and binary collisions between the particles. In absence
of external forces the time evolution of a single component mono atomic gas,
the Boltzmann equation reads to (Cf.[6, 27])

1
%+Uvmf:EQ(f7f)a l’,’UGRd (1)
where d > 1 denotes the dimension of the velocity space, the number k,, > 0
is called Knudsen number and is proportional to the mean free path between
collisions. In the right hand side, Q(f, f) is the so-called collision operator
given by
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In the above integrals, v and v, are the velocities after the collision of two par-
ticles which had the velocities v’ and v/, before the encounter. The deflection
angle 0 is the angle between v — v, and v/ — v..

Here the pre-collision velocities are parameterized by

1 1
v’zi(v+v*+|v—v*|w), v;=§(v+v*—\v—v*|w), (5)

where w is a unit vector of the sphere S41.

The quantities QT (f, f) and L[f]f are the gain and loss term, respectively.
The precise form of the kernel B, which characterizes the details of the binary
interactions, depends on the physical properties of the gas. In the case of
inverse k-th power forces between particles, the kernel has the form

B(lv = v, 0) = ba(0)[v — 04|, (6)

where @ = (k — 5)/(k — 1). In particular, we will consider the variable hard
sphere (VHS) model [2] i.e. by (0) = C,, where C,, is a positive constant. The
case o = 0 is referred to as Maxwellian gas whereas the case o = 1 yields the
Hard Sphere gas. Note that in the case of Maxwellian gas the coefficient of
the loss term, L[f], does not depend on v. Boltzmann’s collision operator has
the fundamental properties of conserving mass, momentum and energy

1
QUS| v |dv=0, (7)

= of?
and satisfies the well-known Boltzmann’s H-theorem

| @t nios(nas <o 0

Boltzmann H-theorem implies that any equilibrium distribution function, i.e.
any function f for which Q(f, f) = 0, has the form of a locally Maxwellian
distribution | 2

p U—v
(27TT)d/2 exp(_ 2T )’ (9)

M(p,u, T)(v) =

where p, u, T are the density, mean velocity and temperature of the gas

1

P:/Rdf(v)dv, u:;/Rdvf(v)dv, T:%/Rdm—v\gf(v)dv. (10)
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Among the different approaches for the approximation of the Boltzmann
equation, we may distinguish between deterministic and Monte Carlo meth-
ods. The first usually provide accurate oscillations-free solutions, but they are
much more expensive than Monte Carlo methods with the same number of
discrete degrees of freedom. For example, if we denote by n the number of pa-
rameters which characterize the density with respect to the velocity variables
in a space homogeneous calculation, the computational cost of a conventional
deterministic method for the evaluation of the collisional integral is much
larger than n?.

As a consequence most numerical computations are based on probabilistic
Monte-Carlo techniques at different levels. Examples are the Direct Simula-
tion Monte Carlo method (DSMC) by Bird [2] and the modified Monte Carlo
method by Nanbu and Babovsky [14, 1]. For a detailed description of such
methods we refer to previous chapters of this book.

Probabilistic particle methods present different advantages: the computa-
tional cost is strongly reduced and approximatively can be considered of the
order of the number of points n. Moreover, the computer memory require-
ment is highly reduced, since the particles concentrate where the function is
not small, and memory is not wasted representing a function which is virtu-
ally zero in most phase space. For these reasons, particle methods have no
competitor for situations very far from thermodynamical equilibrium.

However, deterministic methods can be much more accurate, and can be
competitive with Monte Carlo methods for problems in which the solution
is not very far from thermodynamical equilibrium, and high accuracy is re-
quired. In the framework of deterministic approximations, the most popular
class of methods is based on the so called discrete velocity models (DVM) of
the Boltzmann equation. All these methods [4, 26, 12, 23] make use of regular
discretizations on hypercubes in the velocity field and construct a discrete col-
lision mechanics on the nodes of the hypercube in order to preserve the main
physical properties. Although the numerical results have shown that these
schemes are able to avoid fluctuations, their computational cost is high (in
general O(nqn?), where n, is the number of parameters used for the angular
integration, typically in such methods n, ~ O(n'/?)) and, due to the particu-
lar choice of the integration points imposed by the conservation properties, the
order of accuracy is lower than that of a standard quadrature formula applied
directly to the collision operator. Hence we observe that the requirement of
maintaining at a discrete level the main physical properties of the continuous
equation makes it extremely difficult to obtain high order accuracy. More-
over, even if conservation properties are not imposed from the beginning, an
accurate scheme would provide an accurate approximation of the conserved
quantities.

In [35], Pareschi and Perthame developed a discretization of the collision
operator based on expanding in Fourier series the distribution function with
respect to the velocity variable. The resulting spectral approximation can be
evaluated with a computational cost of O(n?) which is lower than that of
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previous deterministic methods. Bobylev and Rjasanow [3] used a Fourier
transform approximation of the distribution function, and they were able to
obtain exact conservation by a suitable modification of the evolution equations
for the Fourier coefficients. The method proposed is second order accurate.
On the other hand, Pareschi and Russo [20] developed a scheme based on the
approximation of the distribution function by a periodic function in phase
space, and its discretization by truncated Fourier series. Evolution equations
for the Fourier modes are explicitly derived for the Variable Hard Sphere
(VHS) model. The method provides spectral accuracy in the velocity domain,
which is the highest accuracy achieved by a numerical method for the Boltz-
mann equation, and the computational complexity of the collisional operator
is O(n?). The method preserves mass, and approximates with spectral accu-
racy momentum and energy. For a more detailed description of the spectral
approach to the Boltzmann equation and to other kinetic equations see for
example [17].

Here, we are interested in the construction of an accurate method for the
space non homogeneous Boltzmann equation [10]. The discretization of the
transport step has to be done carefully because it induces physical oscilla-
tions in the velocity space. In this chapter we construct a fractional step
deterministic scheme for the time dependent Boltzmann equation, which is
based on five main ingredients

Fractional step in time allows to treat separately the transport and the colli-
sion.

Fourier-Spectral method for the evolution of the collision step allows a very
accurate discretization in velocity domain, at a reasonable computational
cost [20].

Positive and Flux Conservative (PFC) finite volume method for the free trans-
port [8] provides a third order (in space) accurate scheme for the evolution
of distribution function during the transport step. The scheme is conser-
vative, and preserves positivity. It is much less dissipative than Essen-
tially Non Oscillatory (ENO) and Weighted Essentially Non Oscillatory
(WENO) schemes usually used for hyperbolic systems of conservation laws
[9, 24]. We also refer to [7] for the implementation of different boundary
conditions.

Positive time discretization. A suitable time discretization of the collisional
equation is used, which allows a large stability time step, even for problems
with considerably small Knudsen number. The time discretization method
for the collision step is based on a modified Time Relaxed scheme [21].

Multiple resolution. A different resolution will be used in velocity space in the
transport and in the collision step. Considering that the collision step is
more expensive, and more accurate (spectral accuracy) than the transport
step, it is convenient to use more points in velocity space during the
transport step.
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In the next section we give a general setup to solve kinetic equations in
non homogeneous situations. Then, we describe the PFC method for the free
transport and the spectral method for the evolution of the collision step.
Several numerical issues are discussed and time dependent and stationary
problems are proposed. Finally, in the last section we draw conclusions.

2 The general framework.

Let us consider the initial-boundary value problem for the Boltzmann trans-
port equation
of

1
o Vel = QU (11)

f(O,lL'7U) = fO(xa’U)

where z € 2 C RY, v € R%, ¢ € [0,T]. Boundary conditions will be specified
in the section on numerical results and we refer to [7] for their implementa-
tion. We discretize time into discrete values ¢, and we denote by f"(z,v) an
approximation of the distribution function f(t",z,v). As it is usually done
for a kinetic equation like (11), a simple first order time splitting is obtained
considering, in a small time interval At = [t t"T!], the numerical solution of
the transport step

ot (12)
50, z,v) = f*(x,v),

and the space homogeneous collision step

ot = kin (f 7f )a (13)
[0, z,0) = f*(At, z,v),

{8f +ov-V.f"=0,

We shall denote by S1(At) and Sa(At) the solution operators corresponding
respectively to the transport and collision step, i.e. we can write

(At z,v) = S1(A) [ (z,v),
(At z,v) = S (AL) f* (At z,v).
The approximated value at time ¢"*! is then given by
[ (z,v) = £ (At z,0) = Sa(A)S (A f (2, v). (14)

We assume that S; and S represent either exact or at least second order
evolution operators in time of transport and collision step, respectively.

A second order scheme for non stiff problems can be easily derived simply
by symmetrizing the first order scheme [48]
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P = 81(At/2)So (A1) S, (At)2) f7, (15)

provided every step is solved with a method at least second order accurate in
time [16]. Although higher order splitting strategies are available, in practice
they are seldomly used because of stability problems. We remind that second
order accuracy for such complex problems is considered “high order” in this
field.

In the next two sections we discuss transport and collision steps. As we
shall see, the grid step size in time, space and velocity are not directly related
by strict stability requirements, and therefore one can benefit from high order
accuracy whenever possible.

3 Discretization of the transport step.

In this section, we discuss the numerical resolution of the Vlasov equation
which characterizes the transport step (12)

Ohf+Ve(vf)=0, VY(tz)eRT xR (16)
Then, the solution of the transport equation at time t"*! reads
fTx) = f(t", x —v At), Vo e R

For simplicity, let us restrict ourselves to a one dimensional problem. We intro-
duce a uniform mesh, characterized by a finite set of mesh points {x; /2 }icr
on the computational domain. We will use the notation Az = x4 12 —2;_1/2,
Ci = [vi—1/2,Tiy1/2] and x; the center of C;. Assuming the values of the dis-
tribution function are known at time t" = n At on cells C;, we compute the
new values at time t"*! by integration of the distribution function on each
sub-interval. Thus, using the explicit expression of the solution, we have

Tiy1/2 Tijy1/2—v At
[y £t x)d,

i—1/2 Ti_1/2—v At

then, setting

Tit1/2

Bis1jat") = / £t x)dz,

Tiy1/2—v At

we obtain the conservative form

Tit1/2 1 Tit1/2
T

i—1/2 Ti—1/2

The evaluation of the average of the solution over [;_1/2,7;41/2] allows to
ignore fine details of the exact solution which may be costly to compute. The
main step is now to choose an efficient method to reconstruct the distribution
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function from the cell average on each cell C;. We will consider a reconstruction
via primitive function preserving positivity and maximum values of f [8]. Let
F(t",z) be a primitive of the distribution function f(¢", ), if we denote by

n 1 Tit1/2 n d
fi—m/ f@t", z)dz,

Ti—1/2
then F(t",2i41/2) — F(t",2;,_1/2) = Az f* and

F(t",xi+1/2) = Az Z f]? = U/,?
k=0
First we construct an approximation of the primitive on the small interval
[€i—1/2, Tit1/2] using the stencil {z;_3/2,Zi_1/2, Tit1/2, Tiy3/2}
n n n n 1 n n
Fu(t", ) = wi g + (z —210) fi" + m(m —xi12)(® — Tip12) [ — 1]
1 n n n
+ W(I = Tic12)(@ — Tiga2)(@ — Tigsp2)[fi — 27 + fital,

where we use the relation w}’ — wl ; = Az f*. Thus, by differentiation, we
obtain a third order accurate approximation of the distribution function on
the interval [z;_1 /9, i11/2]

TAGRIE %(t",x) = fi'+
1

+ m [2 (SU — 1’7,)(1’ — xi—3/2) + (1' — .’Ei_l/g)($ — xi+1/2):| (fiTL+l — fzn)
1

~ 6A22? [2 (z = 2i)(x = Tiysg/o) + (2 = @io1)2) (@ - x¢+1/2)} (fi' = fita)-

Unfortunately, this approximation does not preserve positivity of the distri-
bution function f. Then, in order to satisfy a maximum principle and to avoid
spurious oscillations we introduce slope correctors

fa(t" ) = f'+ (18)
-
+ o (20 = (o = iaya) + (@~ wim12)(o = wiaga)] (FF — )
- Fam [2(@ = @) (@ = wivag2) + (& = wicay) (@ = @) | (F = £,
with
min(1:2 £7/(f1r = 7)) i £, — £ >0,
¢ = (19)

min (1: =2 (foo — f7)/(Flky = £1)) i £ = f7 <0,
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where foo = majx{ fi'} is a local maximum.
j€
The theoretical properties of this reconstruction can be summarized by
the following
Proposition 1. The approzimation of the distribution function fj,(x), defined
by (18)-(19), satisfies
e The conservation of the average: for all i € I, f;_’:l//; fn(z)dz = Az f;.

e The mazimum principle: for all x € (Tmin, Tmaz), 0 < frn(2) < foo

Moreover, if we assume the Total Variation of the distribution function f(x)
18 bounded, then we obtain the global estimate:

[ @) - @)l de <4TV(7) As,
where fh denotes the third order approximation of f without slope corrector.
Proof. Let us consider x € C; = [7;_1/2,T;11/2] and denote by

1

T Ax?
1

5(37) = A2 {2 (33 - 951)(35 o mi+3/2) + (35 - 301'71/2)(35 - $i+1/2)]

{2 (x —23)(x — 2i_g/2) + (x — 2i_1/2) (2 — $i+1/2)}7

It is easy to check that

Tit1/2 Tit1/2
/ a(z)dr = / B(x)dz =0,

Ti—1/2 Ti—1/2

then the conservation of the average immediately follows. To obtain the preser-
vation of positivity, assuming the values f; are positive, we observe that in
the cell C;, the function «(z) is increasing whereas 3(z) decreases and «(z),
B(x) € [-1,2]. Then, we split fr(x) as the sum of h(x) and g(z) with

ple)
2

a(z)
2

0) =g [t et (= 1] sl = 3 |20 - B o)
The function h(z) (resp. g(x)) is only a combination of f; and f;+1 (resp.
fi—1 and fi), then from the value of €] (resp. €; ), it is easy to prove that
h(z) (resp. g(z)) is positive. Using a similar decomposition, we also prove
that fr(z) is bounded by foo.

Now, we prove the global estimate on the positive reconstruction:
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[ o) - )l

min

=2 / | @) (1= € foss — fil + B(@) (1= )i = foa] | dor

i i—1/2

7

<24z ) (1=€N)|fir = fil + 242 (1 =€)\ fi = fial
<44z |fig1 — fil S4AxTV(f).

O

Remark 1. If the solution is smooth, we can check numerically that the scheme
is third order. But, the numerical analysis of such a nonlinear scheme is really
difficult to perform.

4 Spectral approximation of the collision operator.

We consider now the space homogeneous Boltzmann equation in each cell,
or _
ot

with QT and L given by equations (3) and (4). To keep notation simple, we

have fixed k,, = 1. A simple change of variables permits to write

Q" (f.f) — LIfIf (20)

QN = [ [ BUal0) 6wl deods (21)
= [, [ B0y duds (22)

where g = v — v, and then
v =v (g lole), vl =v— (g +lgke). (23)

First, from the conservation of the momentum and the total energy, (v.)? +
(v')? = v2 + v?, we get the following result [35]:

Lemma 1. Let Supp(f(v)) C B(0, R) then

) Sp(QUS. 1)) € B0 VIR

i n@=[ [ Bl OIS0 - 56— glddg

with v', v, v — g € B(0,(2+ v2)R).
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Fig. 1. Restriction of the distribution function on the periodic box [—m, 7] X [—, 7]
in two dimensions.

As a consequence of the above lemma, in order to write a spectral approx-
imation to (20) we can consider the distribution function f(v) restricted on
[V, V]¢ with V > (2 + v/2)R), assuming f(v) = 0 on [-V,V]¢\ B(0, R), and
extend it by periodicity to a periodic function on [V, V]%. In view of Fig. 1,
the shortest period can be restricted to [V, V], with V > (3 +v/2)R/2.

If the distribution function is well approximated by a function of com-
pact support in velocity space, then the above approximation will provide an
accurate evaluation of the collision integral.

To simplify the notation let us take V' = 7 and hence R = Am with A =
2/(3 + V/2). Hereafter, we used just one index to denote the tree-dimensional
sums with respect to the vector k = (ki, .., kq) € Z%, hence we set

k=—N  ki,..,kq=—N
The approximate function fy is represented as the truncated Fourier series

N

In@)= Y fre™, (24)

k=—N

Fo_ 1 —ik-v
fr = 7(277)‘1 /[—mr]d f(v)e dv.

In a Fourier-Galerkin method the fundamental unknowns are the coefficients
fk, k=—N,...,N. We obtain a set of ODEs for the coefficients fk by requir-
ing that the residual of (20) be orthogonal to all trigonometric polynomials
of degree < N. Hence for k = —-N,...,N

/[ ; (agj’ + fv L(fn) = QF (f. fN>) e Mt =0 (25)
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By substituting expression (24) in (22) and (21) we get respectively
Z Z i FonBm, m)eidtm .
|=—N m=—N
and
Q fN?fN Z Z ff B ) i(l+M).U7
|=—N m=—N

where the kernel modes B(l,m) are given by

m . m—1
2 )771‘9‘“),( . )

B(l,m) = / / B(|gl, 0)eis5 dw dg. (26)
B(0,2Ax) Jgd—1
Using the orthogonality property we get from (25)
8fk _ ; A
Z fr—m fm(B(E —m,m) — B(m,m)), (27)
m=k—N
with the initial condition
. 1 ik
= — U do. 2
o) = g [ doloye 29

The evaluation of the right hand side of (71) requires exactly O(N?¢) opera-
tions. We emphasize that the usual cost for a method based on N¢ parameters
for f in the velocity space is O(N2?M) where M is the numbers of angle dis-
cretizations. The loss term on the right hand side is a convolution sum and
thus transform methods allow this term to be evaluated only in O(N?log N)
operations. Hence the most expensive part of the computation is represented
by the gain term.

4.1 Analysis of the kernel modes.

In this section we study the main characteristics of the kernel modes and in
particular we give an explicit representation of them for the VHS model.

Let us start from equation (26). In the VHS model, the kernel does not
depend on the angle §: B = C,|g|“. One has

R l
Blm) =Ca [ gfew <g *
B(0,2A7)

m
) falgd = mdg (20
where
. l—m
nalt=m) = [ e (iglo- 5™ a. (30)
Sd—l

We shall consider separately 3D and 2D collision model. The 3D case is the
important one for practical application. However, a two dimensional collisional
model will be considered for test problems.
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2D case.

For the computation in 2D we start from (29) and (30). We will consider only
the VHS model.
In this case it is

2m
I, = / exp(ilg| - w) dw = / exp(ir cos6) df
s 0
= 2/ cos(rcos @) df = 2w Jy(r), (31)
0

where r = |q| = [g]|l —m|/2, and Jp is the Bessel function of order 0. By
inserting the result in the expression (29) for B(l,m), one obtains [20]

B(lm) = Ca2n / 191 exp(—ig - (L +m)/2)Jo(|l — ml|g]/2) dg.
B(0,2A7)

Making use of polar coordinates, the expression for the coefficients becomes
R 2mA 27
B(l,m) = Ca27r/ plte </ cos(|l +m|p/2) cos@d@) Jo(|l —mlp/2)dp
0 0

2T
_ O i / P o1+ mlp/2) Jo(|l — mlp/2) dp
0
1

= Ca47r2(27r)\)2+°‘/ T Jo(&r) Jo(nr) dr (32)
0

where £ = |l + m|Aw, n = |l — m| 7. Taking now Cy, = (47%(27X)*T*)~1, the
expression of B(l,m) becomes

B(lm) = Fa(€.n)
with .
Fa(én) = / rLH o(€r) Jo(nr) dr (33)

From (33) it is easy to prove that an analogue of proposition 2 holds also in
the two dimensional case. Note that also in this case each kernel mode can be
computed as a 1-D integral and stored in an array.

3D case.

Let g = |g|(I — m)/2. Then I is computed as follows
I(lgl, 1 —m) = / e dw = 27r/ el 030 sin 0 dp
52 0
1 .
= 27r/ el dy, = 47 Sine(|q|)
~1

_ 4xSine (9”1 - m') (34)
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where .
sin x
Si = .
inc(x) =

Let p = (I+m)/2. Then, taking into account the previous result, one obtains
[20]

B(lm) = Codr / 191 Sinc(|1 — mllgl/2) exp(—ip - g) dg
B(0,2\7)

Making use of spherical coordinates, with p = |g|, one has

s

2T
B(l,m) = Ca87r2/ p*T Sinc(|]l — m|p/2) dp/ exp(—i|p|p cos 8) sin 6 df
0 0
2w
_ 1672 / 2 Sine(|l — mlp/2) Sinc(|l + mlp/2) dp.  (35)
0

With the change of variables p = 2A7r the coefficient B(I,m) can be written

as
1

B(l,m) = Ca1671'2(2/\ﬂ')3+a/ 2T Sinc(¢r) Sine(nr) dr
0

where & = |l + m|Am, n = |l — m|An. To simplify notations let us assume that
Co = (167%(207)3 7)1,

In this case the coefficient can be written as

B(l,m) = Fa(&,n)
where )
F,(&n) = / 2T Sinc(ér) Sinc(nr) dr. (36)
From (36) it is easy to prove t}(l)e following
Proposition 2. Let F(€,n) be defined by (36) then
1) Fa(€,m) = Fa(n,£),

ii) if o > —3 then |Fy (&, )]

<
iii) if a > —1 then |Fo(&,n)| <

F,(0,0)=3+a)!,
[En(1 + o))"

For integer values of «, F,, has an explicit analytical expression. We give
here the expressions for a = 0 (Maxwellian gas) and o = 1 (Hard Sphere gas)
psin(q) — gsin(p)
Fo(&,n) = 37
(&m) € (37)
p*(gsin(q) + cos(q)) — ¢*(psin(p) + cos(p)) — 4¢n
28np*q®

Fi(&m) = (38)

where p = (£ +1), ¢ = (£ — ).
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Storage of Fourier coefficients.

Note that, since the five-fold integral (26) which defines the B(l,m) has been
reduced to a one-dimensional integral (36), for non-integer values of «, the
value of the coefficients can be easily computed numerically by an accurate
quadrature formula, and stored in an array at the beginning of the calculation.

In 3D, the storage of coefficients B(l,m) is of order O(n%), where n is
the number of half modes for each direction. But, it can be easily reduced to
O(n*). Indeed, the matrix B(I,m) only depends on |k| = |l +m| and |l —m]|,
it is then replaced by the smaller matrix B(4, j), where integers 4, j are given
by

0<i=|k*<3n% 0<j=|l—m]* <120’

4.2 Properties of the spectral method.

We state here the main theoretical results of the Fourier-Spectral method,
concerning consistency and spectral accuracy. For any function f(v), let fx(v)
denote the truncated Fourier series of f, and let Py : L?([-m, x]?) — PV
denote the projection operator, with

Py = span{eik‘v‘ —N<E;<N,j= 1,..,d} .
Then the following results hold [20]
Proposition 3. Let f € L*([-m,7|?), f >0, Vv € [-7, 7%, and let us define

P 1
ou | = / f1 v | dv. (39)
pe SR Ul

and let us denote by pn, pun, and peyn the moments of fn, then the following
relations hold

P = PN,

Ch
lpu — pun| < WHsz’

&
lpe — pen| < ﬁ”f“}

The estimates given above can be strongly improved if f is smooth. If
f € Hj([—m,m)?), where r > 0 is an integer and Hj ([—,7]?) is the subspace
of the Sobolev space H" ([, 7]%), which consists of periodic functions [5], for
each ¢ € L?([—m,7]%) we have

C
| <fivo>—<fion>|<|lell2|lf = fnll2 <

< e llellall fllay,

where || - ||y denotes the norm in Hy([~m,7]%), and < f,g > denotes the
scalar product in Lg. This inequality shows that the projection error on
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the moments decay faster than algebraically when the solution is infinitely
smooth.

We state a consistency result in the L2-norm for the approximation of the
collision operator Q(f, f) with Qn(fn, fn) [20, 43],

Theorem 1. Let f € L*([—m,7]?), and B(u,0) = Cq|u|®, with o > 0 then

||Q(fN7fTN)||Hg> Cvrso,

|Q(f7f)_QN(fN>fN)||2§C<||f_fN||2+ N

(40)
where C' depends on ||f]]2.

Proof. First, let us split the error in two parts
QU ) = @n (s fn)llz < QU f) = QU f )2
+ [1QUN, fn) = Qn (v, [l

On the one hand, observing that Q(fn, fn) € P?Y and hence Q(fw, fn) is
periodic and infinitely smooth [5]

1QUN. )~ Q@ 1wl < SolIQU, )l >0, (41)
On the other hand using the symmetry of the Boltzmann operator, we get
QU S) = QU Tw) = QU + . f = f). (42)
Now, let us prove that
QU + fny f = [l < CIF + [Nl = flle: (43)

We use a duality argument : for each function ¢ € L?([—m,n]¢), we get form
the Holder inequality

‘ [ataew ~c.

[ [ 1o=vrge) 50) (o) = o) dodo.do

<Gl sw [lo-upfo) | [ o) - ol av

vy E[—m, 7|4

Let us fix vy, then from the Cauchy-Schwartz inequality we obtain

JE

<l flo =t [ (60 = plo))s

/ (p(v) = ¢(v))dw| dv
gd—1

2

Using the invariance by translation, it is enough to prove this estimate for
v, = 0. Moreover, the function v — [v|* defined in [~m,7]? is bounded, and
thus there exists a constant C', independant of N, such that
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ol [ (o) = e(w)as

< Cllelf- (44)
L2

Finally, we have shown that there exists a constant C', independant of N,
such that for each smooth function ¢

‘/Q%wwwéCquﬂmﬂ%

which proves the inequality (43) with g = f+ fy and f = f — fn. Gathering
inequalities (41) and (43), we conclude the proof. O

The previous estimate states that the rate of convergence in the L2-norm
of Qn(fn) to Q(f) depends only on the speed of convergence of fxn to f.
Hence if fy is spectrally accurate so it is Qn(fn). The following corollary
states the spectral accuracy of the approximation of the collision operator

Corollary 1. Let f € H"([—m,7]|%), r >0 then

C
<

1Q(F) = @n(fw)llz = w7 (Ifllz + QU N)|zr) - (45)

4.3 Time discretization of the collision operator.

Here we focus on the time evolution of the collision step. Let At denote the
time step of the transport phase. The goal is to solve, in each cell, the space
homogeneous Boltzmann equation

ofr 1 . px

= e

f7(0,0) = f"(v)

where, for simplicity, we drop the space dependence. One could use any second
order time discretization, such as a Runge-Kutta method, with the same time
step, At, used for the convection step, for the ordinary differential system of
the Fourier modes, (71). If the time step is too large (for accuracy or stability
reasons), then a smaller time step, At. < At, can be used during this phase.
Since each cell is independent, At. may depend on the cell. If At, << At,
then a multi-step scheme can be used to improve efficiency and accuracy.
With standard methods such as Runge-Kutta or multi-step, it is difficult to
control positivity of the solution. Here we propose a time discretization which
provides essential positivity of the distribution function, and allows the use of
rather large time steps, even in regimes in which the Knudsen number is quite
small. The schemes that we use are based on a variation of time relaxed (TR)
schemes [21], which have been effectively used in the development of Monte
Carlo methods suitable for a very wide range of Knudsen number, and for the
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space non-homogeneous Boltzmann equation [10]. We briefly recall here the
idea behind the TR schemes.
Let us consider an equation of the form

of

1
o0 = 7 PU D) —ud), (46)

f(O?U) = fO(U)7

where p # 0 is a constant and P a positive bilinear operator.

The Boltzmann equation for Maxwell molecules has the above form, with
Q+(f.f) = P(f. f), and L[f] = p.

Let us replace the time variable ¢ and the function f = f(¢,v) using the
equations

r= (1= F(rw) = f(to)et (47)
Then F is easily shown to satisfy
oF 1
= ZP(FF), 48
57 = PEF) (48)

with F'(7 = 0,v) = fo(v).
Now, the solution to the Cauchy problem for (48) can be sought in the
form of a power series

0) =S T @) frmolv) = folw), (49)
k=0
where the functions fj are given by the recurrence formula
k
fryr(v Z P(fn, fx—n), k=0,1,... (50)

Making use of the original variables we obtain the following formal represen-
tation of the solution to the Cauchy problem (20), called Wild sum expansion
[29].

f(t,v) = e Ht/kn Z (1 - e_“t/k")k fe(v). (51)

k=0
The coefficients fj, have the property that

limfy(v) = M (), (52)
where M (v) is the Maxwellian, satisfying
QM,M)=0

Representation (51) and property (52) suggest the use of a truncation of series
(51) as a numerical scheme for time discretization, namely
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) =1 =71 rF fr(v) + 7 M (v), (53)
k=0

with fi(v) computed from f"(v). Such scheme is of order m in pAt/k,, and
has the following properties [21]

Proposition 4. The Time-Relazed scheme given by (53) satisfies

i) conservation: if P(f,g) is a non negative bilinear operator such that there
exist some functions ¢(v) with the following property

/ P(f, f)d(v) dv = p / f(w) dv, (54)

and the initial condition f° is a non negative function, then f**1 is non-
negative for any pAt/k,, and satisfies

[ty = [ o (59)

ii) asymptotic preservation (AP):
for any m > 1, we have

li = M(v).
aim f (v) (56)

Proof. The result is straightforward using the construction of the scheme.
|
The above time discretization can be generalized using different weight func-

tions to combine the influence of the high order coefficients appearing in the
Wild sum (51). In general such schemes can be written as

m
Fr =N Arfe+ A M, (57)
k=0

where the coefficients fj, are given by (50) using f = f™(v). The weights
Ay, = Ag(7) are nonnegative functions that satisfy some consistency condition.
Proposition 5. If Ai(1) > 0 satisfy

i) consistency:

lim Ay(7)/7 =1, lim Ax(7)/7=0, k=2,....m+1, (58)

T7—0 T7—0

ii) conservation:
m—+1

d Ap=1 7€01], (59)

k=0
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iii) asymptotic preservation (AP):

limlAk(T)zo, k=0,...,m, (60)

then (57) is a consistent discretization of problem (46) that satisfies proposi-
tion 4.

A choice of functions which satisfies the previous requirements is given by
Ay=0-7)7" k=0,....,m, Ay =71m", (61)

which correspond to the scheme (53). A better choice of parameters is [19]

Ak:(]‘_T)Tk7 k:O7"'7m_17 Amzl_ZAk_Am+l7 A’m+1 :Tm+27
k=0

(62)
which corresponds to take f,,+1 = fm, fx = M, k > m+ 2 in (51). However,
other choices are possible and it is an open problem the determination of
the optimal set of functions Aj that satisfies the previous requirements and
guarantees the most accurate approximation.

The Boltzmann equation for Maxwell molecules has the form (46), with
P(f, f) = Q" (f, f). In order to apply the same discretization to a more general
B.E., we can proceed as follows. We write the Boltzmann equation in the form
(46), with

1
P(f,9) = Q"(f,9) + 5 (u(f +9) = L/lg = Llgl ),
where the operator P is written in a symmetric form. If we choose
p = L[f)(v) Vo € RY, (63)

then P(f, f) is a positive symmetric operator. However, in general L(v) is
an unbounded function, and therefore a constant u satisfying (63) does not
exist. Even if we consider that the discrete velocities lie in a bounded domain
2, = [V, V]?, a choice of pu satisfying (63) may lead to excessive numerical
viscosity, as is evident from standard truncation analysis.

Ideally, one should choose the smallest value of u that guarantees positivity
of operator P. This should be obtained, for a given function f(v), by imposing
that

min [QF(0) + (u — L) F)] =0. (64)

A first order (non AP) TR scheme has the structure

FrH(v) = Ao(7) f" (0) + Av(7) fi(v),

with fi = P(f™, f™)/u. Because of positivity of the coefficients Ag(7) and
Aq(7), if P(f, f) is positive, then the scheme is positive.
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Condition (64) is not practical, since the region of phase space {2, near
the edge is not physically representative, because of the approximation of the
distribution function by a periodic function in velocity. A better choice is
obtained by computing a critical constant . as

P (L(v) - Q*) , (65)

vES, f
where §2. C (2, is a smaller region, for example, 2. = [-V/2,V/2]3. Then the
constant p is computed as p = Cu., where C' is a safety factor of order one.
In all the calculations we used the value C' = 3/2, which we found a good
compromise between numerical positivity and numerical viscosity.

These practical criteria deserve further analysis. We have to keep in mind
that the spectral scheme itself does not preserve positivity rigorously [20].
However, the lack of positivity is very small, and can be neglected for all
practical purposes. Even if positive spectral scheme can be obtained, as shown
in [20] and [19], they are not practical, because of the lack of accuracy and
excessive smoothing.

Accuracy requires a small value of pAt/k,. If p is kept constant, indepen-
dently of k,, then the time step becomes exceedingly small for small values
of k,, and the method becomes inefficient. The approach that we outlined
above allows rather large time steps, even for small values of k,,. The reason
for this is that when k,, is small, then gain and loss terms balance each other,
and therefore the quantity p computed as above becomes small. It appears in
fact that for small values of k,,, p scales with k,,, and the ratio u/k,, remains
bounded.

With these considerations in mind, we maintain the same criterion for the
evaluation of the optimal u, even for higher order TR schemes.

A second order (non AP) TR scheme has the structure

FrH ) = Ao(r) ™ (v) + Ar(7) f1(v) + Aa(7) fo(v),

with fo(v) = P(f™, f1). The constant p is computed as above, u = 3/2pu.,
with p. given by (65). For all practical purpose the scheme can be considered
positive, although it is not rigorously positive.

To conclude this section, let us mention that in [10], we present two algo-
rithms to reduce the computational cost and to improve accuracy. On the one
hand, a parallel algorithm based on the fractional step approach is given. On
the other hand, a simple multi-resolution is proposed to solve the transport
and collision steps using different grids.

5 Numerical tests.

In this section, we present test cases showing the effectiveness of the spectral-
PFC method to get an accurate solution of the Boltzmann equation. We first
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give two simple numerical tests in the 3D homogeneous case (without z) in
order to illustrate the spectral accuracy of the method. In space dependent
tests we used 2D and 3D models of the Boltzmann equation in velocity space
and present results to compare the scheme with the well known Monte-Carlo
method for the Boltzmann equation. We refer to [10] for more numerical
results (Riemann problem and stationary shock waves for a model Boltzmann
equation 2D in velocity). Finally, we present a comparison with the Monte
Carlo method for the evalutation of a stationary shock.

5.1 3D space homogeneous case: spectral accuracy.

We consider 3D Maxwellian molecules (i.e. a = 0), with Cy = 1/(4r). This
problem has an exact solution given by

_ exp(—v?/25) 1-5,
J(tv) = 28 (2mo)3/2 s U

where S = 1—exp(—(t+1%9)/6),t > 0, to = 5.6 > 6 log(5/2). This test is used
to check spectral accuracy, by comparing the error at a given time, when using
n =8, 16, and 32 Fourier modes for each dimension, to check the accuracy in
the conservation of energy and to observe the evolution of the fourth moment.
Because of the symmetry of the problem, the moments of order 1 and 3 are
conserved, within round-off error. In figure 2 we report the L! relative error
vs time, for different number of modes, and the fourth order moment.

55 -3+

1 T T T T T 9 T T T T
N=8x8x8 — 4th order moment of f(tv) ——
N =16x16x16 —— 85 J
0l N =32x32432 -~ -
001} ﬁ/
0.001 ¢
oot e
e
18_06 L L L L L L L

Fig. 2. 3D homogeneous case I: evolution of the numerical L' relative error and the
fourth order moment of f(t,v).
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5.2 3D space homogeneous case: convergence to equilibrium.

We present a first result for the 3D Boltzmann equation without the transport
part and consider Maxwellian (o = 0) and hard-sphere (o = 1) molecules,
with Cy, = 1/(27). The initial condition is sum of two Gaussians

_ 1 v — v1)? |v — vol?
f(v,0) = 2(2m02)3/2 {exp (_ 202 texp |~ 202 ’

with 02 = 0.2, v1 = (1,1,1/4), v = (=1,—1,—1/4) and the final time is
tmax = 2. This test is used to check the evolution of the distribution function
and to observe the relaxation to equilibrium.

We first define the directional temperature

T.(t) = %/}Rg(va —ua)2f(t,v)dv, o€ {x,y,z}

where p and u are given by (53) and the entropy

H(t) = [ f(t,0) log(f (t,0))do.
R
In Fig. 3, the relaxation of T, (t), with « € {z,vy, 2z} and H(t) for Hard-sphere
and Maxwellian molecules are presented starting from the same initial data.
Finally, the evolution of the distribution function f is given in Fig. 4.

5.3 Riemann problem: time dependent solutions.

This test deals with the numerical solution of the non homogeneous 1D x 2D
Boltzmann equation for hard sphere molecules (@ = 1). We present some
results for one dimensional Riemann problem and compare them with the
numerical solution obtained by the Monte-Carlo scheme. Let us note that the
accuracy of the Monte Carlo solution is improved by performing averages of
the solution itself by repeating the calculation several times with different
seeds in the random number generator, and averaging the solution over the
different runs. Then, we have computed an approximation for different Knud-
sen numbers, from rarefied regime up to the fluid limit. The solution in the
hydrodynamic limit is also compared with the numerical solution of Euler sys-
tem, which is obtained by Nessyahu-Tadmor scheme [15] using a large number
of points (n,=1600). The initial data is given by

(pl;ulan):(lvoal) lf0§$§05,
(prsur, T,) = (0.125,0,0.25) if 0.5 <z <1,

In Fig. 3 we plot the results obtained in the rarefied regime (k,=10"2)
using the Spectral-PFC scheme and the Time Relaxed Monte Carlo (TRMC)
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12 ¢ . . . 24 . :
\ ™"— Entropy - VHS Molecules ——
L y—==1 26 1
A Tz
T 1 28 1
3t
34+
02 1 1 1 _42 1 1 1
0 05 1 15 2 0 05 1 15 2
(1) 2)
1,2 N T T T T '2,4 T T .I T
) ™"— Entropy - Maxwellian Molecules ——

02 1 1 1 L 1 _42 1 1 1 L 1

Fig. 3. 3D homogeneous case II: evolution of the temperature and the entropy for
hard sphere molecules (1)-(2) and for Mazwellian molecules (3)-(4).
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Sum of two Gaussian distributions : t=0.00 Sum of two Gaussian distributions : t=0.10

o N
o N

Ny
Ny

Sum of two Gaussian distributions : t=0.40 ‘Sum of two Gaussian distributions : t=2.00

Fig. 4. 3D homogeneous case II: evolution of the distribution function at time t=0,
0.1, 0.4 and 2 for hard sphere molecules (level set f(t,v) = 3.1073)

method. The TRMC method is used with 100 cells in = containing 100 par-
ticles whereas the Spectral-PFC scheme is used with 64 points in = and the
size of the velocity grid is 64 x 64 points for the transport and the total
number of modes 32 x 32. We observe that the two solutions are in this case
very comparable even if small oscillations, due to the statistical noise, per-
sist. Concerning the computational time on one processor, the Spectral-PFC
scheme is more efficient than Monte Carlo in this situation because the av-
eraging highly increases the computational time (see Table 1). Let us note
that in the two cases (Monte-Carlo and Spectral methods), the Time Relaxed
scheme allows to use a large variety of Knudsen number (k, = 1071, 1072)
without increasing the computational cost. Finally, the computational time of
the Spectral-PFC scheme can be highly reduced using the parallel algorithm
presented before.
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We also give the result of the computations close to the Euler limit (k,, =
10~*) using 128 space cells for the Spectral-PFC method. In this case, a
smaller time step (At = 0.001) is needed to keep good accuracy?®, which
increases the computational time, while a small time step for the TRMC
method does not influence the numerical solution due to the low order of the
Monte-Carlo scheme (see Table 1). For this reason a large time step is used,
which explains the lower computational cost of the TRMC scheme.

Finally, the profiles obtained with TRMC and Spectral-PFC methods are
reported in Fig. 4. The use of first order scheme for the transport for the
TRMC scheme is clearly not sufficient to give accurate results. On the oppo-
site, using a small time step (At = 0.001), an accurate solution is obtained
by the Spectral-PFC method, which is much less diffusive.

TRMC S-PFC

kn, = 107 1|17 mn 25 sec|10 mn 50 sec
k, =102 |17 mn 25 sec|10 mn 50 sec
kn, =10"%]17 mn 25 sec|44 mn 20 sec

Table 1. Riemann problem: the first column represents the value of Knudsen num-
bers ky, the second one is the computational time obtained for the TRMC scheme
and the third one is the computational time for the third order PFC scheme coupled
with the spectral method for the collision operator.

5.4 Shock profile: stationary solutions.

This test deals with the numerical solution of the non homogeneous 1D x 3D
Boltzmann equation for hard sphere molecules (o = 1). We present numerical
results for one dimensional stationary shock-profiles for different Knudsen
number and compare the solution with one obtained by the Monte-Carlo
method.

The gas is initially at the upstream equilibrium state in the left half-
space and in the downstream equilibrium state in the right-half space. The
upstream state are determined from downstream state using the Rankine-
Hugoniot relations [28]. In the present calculations, the downstream state is
characterized by

pr=1 T =1 M=2

where M is the Mach number of the shock. The downstream mean velocity is

then given by
(ULUZ) = (_M \% ’YTv 0)7

3 The degradation of accuracy is typical of Strang splitting when one of the term is
stiff (see [13]. Such degradation can be cured using a different approach for time
discretization
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Fig. 5. Riemann problem (k, = 1072): evolution of (1) the density p, (2) mean
velocity w and (8) temperature T at t = 0.05, 0.15, 0.20.
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Fig. 6. Riemann problem (k, = 10™%): (1) the density p, (2) mean velocity u and
(3) temperature T at t = 0.20 obtained by the central scheme for Euler equations
(up) and by Spectral-PFC and TRMC methods for Boltzmann equations.

with v = 5/3 since we have considered a 3D monoatomic gas in velocity space.

The results of the computation are shown in Fig. 5 and 6. On the one
hand, we compute a solution using the Spectral-PFC scheme (128 cells in
space and only 32 x 32 x 32 modes in velocity) up to t = 1.0, so that the
profile is practically stationary. On the other hand, Monte Carlo calculations
(TRMC) are performed by time-averaging the numerical solution after time
large enough (¢ = 2.0). We observe that there is a good agreement between
the TRMC and Spectral-PFC method. However, the TRMC scheme is used
with n, = 250 cells in space in order to avoid a too large numerical diffusion.
Indeed, with n, = 128, the shock is not well described with this method. In
any case, the TRMC is much cheaper in term of computational cost since we
are only interested in the stationary solution.
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Fig. 7. Shock profiles (e = 1. 10™1): (1) the density p, (2) mean velocity u and (3)
temperature T' obtained by the Spectral-PFC method and by the TRMC method.
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Fig. 8. Shock profiles (¢ = 5. 1072): (1) the density p, (2) mean velocity u and (3)
temperature T' obtained by the Spectral-PFC method and by the TRMC method.

6 Conclusion.

In this chapter we present an accurate deterministic method for the numerical
approximation of the space non homogeneous, time dependent Boltzmann
equation. The method, based on a fractional step approach, couples a Positive
and Flux Conservative scheme for the treatment of the transport step with a
Fourier spectral method for the collision step.

It possesses a high order of accuracy for this kind of problems. In fact it
is second order accurate in time, third order accurate in space, and spectrally
accurate in velocity. The high accuracy is evident from the quality of the
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numerical results that can be obtained with a relatively small number of grid
points in velocity domain.

An effective time discretization allows the treatment of problems with a

considerable range of mean free path, and the decoupling between the trans-
port and the collision step makes it possible the use of parallel algorithms,
which become competitive with state-of-the-art numerical methods for the
Boltzmann equation.

The numerical results, and the comparison with other techniques, show

the effectiveness of the present method for a wide class of problems.
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