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SOLUTIONS VIA FUNCTIONAL CALCULUS, AND APPLICATION

TO THE FINITE ELEMENT METHOD*
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Abstract. Over the last 10 years, results from [J. M. Melenk and S. Sauter, Math. Comp., 79
(2010), pp. 1871--1914], [J. M. Melenk and S. Sauter, SIAM J. Numer. Anal., 49 (2011), pp. 1210--
1243], [S. Esterhazy and J. M. Melenk, Numerical Analysis of Multiscale Problems, Springer, New
York, 2012, pp. 285--324] and [J. M. Melenk, A. Parsania, and S. Sauter, J. Sci. Comput ., 57 (2013),
pp. 536--581] decomposing high-frequency Helmholtz solutions into ``low-"" and ``high-"" frequency
components have had a large impact in the numerical analysis of the Helmholtz equation. These
results have been proved for the constant-coefficient Helmholtz equation in either the exterior of a
Dirichlet obstacle or an interior domain with an impedance boundary condition. Using the Helffer--
Sj\"ostrand functional calculus [B. Helffer and J. Sj\"ostrand, Schr\"odinger Operators, Springer, Berlin,
1989, pp. 118--197] this paper proves analogous decompositions for scattering problems fitting into
the black-box scattering framework of Sj\"ostrand and Zworski [J. Amer. Math. Soc., 4 (1991), pp.
729--769] thus covering Helmholtz problems with variable coefficients, impenetrable obstacles, and
penetrable obstacles all at once. These results allow us to prove new frequency-explicit convergence
results for (i) the hp-finite-element method (hp-FEM) applied to the variable-coefficient Helmholtz
equation in the exterior of an analytic Dirichlet obstacle, where the coefficients are analytic in a
neighborhood of the obstacle, and (ii) the h-FEM applied to the Helmholtz penetrable-obstacle
transmission problem. In particular, the result in (i) shows that the hp-FEM applied to this problem
does not suffer from the pollution effect.
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1. Introduction.

1.1. Context: The results of [51], [52], [24], [50] and their impact on nu-
merical analysis of the Helmholtz equation. At the heart of the papers [51], [52],
[24], and [50] are results that decompose solutions of the high-frequency Helmholtz
equation, i.e.,

\Delta u+ k2u= - f(1.1)

with k large, into
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3904 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

(i) a component with H2 regularity, satisfying bounds with improved k-
dependence compared to those satisfied by the full Helmholtz solution, and

(ii) an analytic component, satisfying bounds with the same k-dependence as
those satisfied by the full Helmholtz solution,

with these components corresponding to the ``high-"" and ``low-""frequency components
of the solution. In the rest of this paper, we write this decomposition as u= uH2+u\scrA .

Such a decomposition was obtained for
\bullet the Helmholtz equation (1.1) posed in \BbbR d, d= 2,3, with compactly supported
f , and with the Sommerfeld radiation condition

\partial u

\partial r
(x) - iku(x) = o

\biggl( 
1

r(d - 1)/2

\biggr) 
(1.2)

as r := | x| \rightarrow \infty , uniformly in \widehat x := x/r [51, Lemma 3.5],
\bullet the Helmholtz exterior Dirichlet problem where the obstacle has analytic

boundary [52, Theorem 4.20], and
\bullet the Helmholtz interior impedance problem where the domain is either analytic

(d = 2,3) [52, Theorem 4.10], [50, Theorem 4.5] or polygonal [52, Theorem
4.10], [24, Theorem 3.2],

in all cases under an assumption that the solution operator grows at most polynomially
in k (which has recently been shown to hold, for most frequencies, for a variety of
scattering problems in [41]).

These decompositions have had a large impact in the numerical analysis of the
Helmholtz equation in that they allow one to prove convergence, explicit in the fre-
quency k, of so-called hp-finite-element methods (hp-FEM) applied to discretizations
of the Helmholtz equation. Recall that the hp-FEM approximates solutions of PDEs
by piecewise polynomials of degree p on a mesh with meshwidth h and obtains conver-
gence by both decreasing h and increasing p; this is in contrast to the h-FEM where
p is fixed and only h decreases.

Indeed, these decompositions were used to prove frequency-explicit convergence
of a variety of hp methods in [51, 52, 24, 50, 75, 74, 21, 7]. These results about
hp methods are particularly significant, since they show that if h and p are chosen
appropriately, the FEM solution is uniformly accurate as k\rightarrow \infty with the total number
of degrees of freedom proportional to kd, i.e., the hp-FEM does not suffer from the
so-called pollution effect (i.e., the total number of degrees of freedom needing to be
\gg kd) which plagues the h-FEM [2].

These decompositions were also used to prove sharp results about the convergence
of h methods with large but fixed p [25, 20, 42]. Furthermore, analogous decom-
positions and analogous convergence results were obtained for hp-boundary-element
methods [49, 46], hp methods applied to Helmholtz problems with arbitrarily small
dissipation [54] and hp methods applied to formulations of the time-harmonic Max-
well equations [53, 57]. This work has also motivated attempts to provide simpler
decompositions valid for a variety of variable-coefficient problems [15].

The decomposition allows one to prove results about the hp-FEM since, when
combined with piecewise-polynomial approximation theory, the decomposition gives
estimates on how well (adjoint) solutions of the Helmholtz equation are approximated
by finite-element spaces; crucially, these estimates are better than if one just used the
bound on the solution in terms of the data. Given these adjoint-approximability
estimates, the so-called Schatz argument (based on ideas from [64]) then gives con-
ditions under which the finite-element solution is accurate (in the sense that it is
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3905

quasioptimal ; see (1.20) and section 5.1 below). The reasons the decomposition gives
these better approximability estimates are the following. The high-frequency part,
uH2 , is simply smaller, as k \rightarrow \infty , than the solution itself and turns out to be well
approximated when hk/p is sufficiently small. Since the low-frequency part, u\scrA , is
analytic, it is well approximated in hp spaces provided that the polynomial degree
grows logarithmically in k (with this growth in p removing the growth coming from
the solution operator, provided that the latter is polynomially bounded in k). For
more details, see the expository article [68] (in particular [68, section 5.3]).

The recent paper [43] obtained the analogous decomposition to that in [51] for
the Helmholtz problem in \BbbR d but now for the variable-coefficient Helmholtz equation

\nabla \cdot (A\nabla u) + k2

c2
u= - f(1.3)

with A and c \in C\infty . The goal of the present paper is to obtain decompositions for
more-general Helmholtz problems.

1.2. Informal statement of the main results. We show a decomposition of
the form u= uH2 + u\scrA for the solutions of the following three Helmholtz problems.

(P1) The C\infty -variable-coefficient Helmholtz exterior Dirichlet problem where the
obstacle has analytic boundary and the coefficients are analytic near the ob-
stacle. The corresponding result, discussed in section 1.3 below, is stated as
Theorem B and applied to prove quasioptimality of the hp-FEM in Theo-
rem B1. In particular, Theorem B1 shows that the hp-FEM applied to this
Helmholtz problem does not suffer from the pollution effect.

(P2) The transmission problem with finite regularity of the interface and the
coefficients---that is, the problem of scattering by a penetrable obstacle. This
result is discussed in section 1.4, where it is stated as Theorem C, and applied
to prove quasioptimality of the h-FEM in Theorem C1.

(P3) The C\infty -variable-coefficient Helmholtz equation in the full space \BbbR d. This
situation was studied in [43] and we recover the results of [43] with the more
general method presented here; see section 1.5 and Theorem D. In section 1.6
we discuss the ideas behind both [43] and the present method, and the rela-
tionship between them.

We highlight that, just as in the earlier works [51], [52], [24], and [50], uH2 and
u\scrA correspond to ``high"" and ``low"" frequencies of the solution, respectively---this is
discussed further in the informal discussion in section 1.6.

The three results outlined above are obtained as applications of a single, more
general, albeit abstract result, Theorem A below. This theorem is stated using the
black-box framework of Sj\"ostrand and Zworski [66] and covers Helmholtz problems
with variable coefficients, impenetrable obstacles, and penetrable obstacles all at once.
We postpone the rigorous statement of Theorem A to section 1.7 and give an informal
version of it here.

Theorem A\prime (informal statement of our main general result). Let P be a for-
mally self-adjoint operator with P =  - \Delta outside B(0,R0) (``the black box""). We
assume that

(H1) the solution operator associated with P  - k2 is polynomially bounded: there
exists M \geq  - 1 so that for any \chi \in C\infty 

comp and any compactly supported f \in L2,
the outgoing solution of (P  - k2)u= f satisfies

\| \chi u\| L2 \lesssim kM\| f\| L2 ;

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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3906 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

(H2) one has an estimate quantifying the regularity of P inside B(0,R0) (i.e.,
``inside the black box"").

Then, for any R>R0, any solution of (P  - k2)u= f splits as

u| B(0,R) = uH2 + u\scrA ,

where
(i) uH2 satisfies

\| uH2\| L2 + k - 2\| PuH2\| L2 \lesssim k - 2\| f\| L2 ,

(ii) u\scrA is regular, with an estimate depending on both the regularity of the un-
derlying problem (as measured by (H2)) and M . In addition, the part of u\scrA 
away from ``the black box"" B(0,R0) is entire (in the sense of Lemma 1.1(i)
below).

When P is the Dirichlet Laplacian, for example, \| PuH2\| L2 controls \| uH2\| H2

by elliptic regularity, and thus the bound in (i) is a bound on \| uH2\| H2 (hence the
notation uH2).

The paper [42] shows that assumption (H1) holds in the black-box framework for
``most"" frequencies (see part (ii) of Theorem 1.5 for a more precise statement of this).
The key point, therefore, to apply this result to specific situations is to check that an
estimate of the type (H2) holds. In the three applications to problems (P1), (P2), and
(P3) above, this estimate (H2) corresponds to, respectively, a heat-flow estimate, an
elliptic estimate, and regularity of the eigenfunctions of the Laplace operator on the
torus. Theorem A could be applied to a range of other specific situations, provided
an estimate of type (H2) is at hand. For a reader interested in applying Theorem A
without going into the details of the proof, section 1.7.2 gives a short summary on
how to do this.

Before stating the main result applied to the problems (P1), (P2), and (P3) above,
we record the following lemma about the region of analyticity of analytic functions
depending on a parameter (in this case k); we use this lemma to understand the
properties of the u\scrA s in (P1) and (P3).

Lemma 1.1 (k-explicit analyticity). Let u \in C\infty (D) (for D\subset \BbbR d) be a family of
functions depending on k.

(i) If there exist C,Cu > 0, independent of \alpha , such that

\| \partial \alpha u\| L2(D) \leq Cu(Ck)
| \alpha | for all multi-indices \alpha ,

then u is real analytic in D and its power series has infinite radius of convergence,
i.e., u can be extended to an entire function on \BbbR d.

(ii) If there exist C,Cu > 0, independent of \alpha , such that

\| \partial \alpha u\| L2(D) \leq Cu(Ck)
| \alpha | | \alpha | ! for all multi-indices \alpha ,

then u is real analytic in D with radius of convergence proportional to (Ck) - 1.
(iii) If there exist C,Cu > 0, independent of \alpha , such that

\| \partial \alpha u\| L2(D) \leq CuC
| \alpha | max

\bigl\{ 
| \alpha | , k

\bigr\} | \alpha | 
for all multi-indices \alpha ,

then u is real analytic in D with radius of convergence independent of k.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3907

Proof. In each case, we use the Sobolev embedding theorem to obtain a bound
on \| \partial \alpha u\| L\infty (D), and then sum the remainder in the truncated Taylor series. For this
procedure carried out in case (iii), see, e.g., [51, Proof of Lemma C.2]; the proofs for
the other cases are similar.

1.3. The main result applied to the exterior Dirichlet problem.

1.3.1. Background definitions.
Definition 1.2 (exterior Dirichlet problem). Let \scrO  - \subset \BbbR d, d\geq 2, be a bounded

open set such that \partial \scrO + is smooth, the open complement \scrO + :=\BbbR d \setminus \scrO  - is connected,
and \scrO  - \subset BR0

. Let A\in C\infty (\scrO +,\BbbR d\times d) be such that supp(I - A)\subset BR1
, with R1 >R0,

A is symmetric, and there exists Amin > 0 such that\bigl( 
A(x)\xi 

\bigr) 
\cdot \xi \geq Amin| \xi | 2 for all x\in \scrO + and for all \xi \in \BbbC d.(1.4)

Let c \in C\infty (\scrO +) be such that supp(1  - c) \subset BR1
, and cmin \leq c \leq cmax with cmin,

cmax > 0.
Given f \in L2(\scrO +) with suppf \Subset \BbbR d and k > 0, u\in H1

loc(\scrO +) satisfies the exterior
Dirichlet problem if

c2\nabla \cdot (A\nabla u) + k2u= - f in \scrO +,(1.5)

u= 0 on \partial \scrO +,(1.6)

and u satisfies the Sommerfeld radiation condition (1.2).

We highlight from Definition 1.2 that the obstacle \scrO  - is contained in BR0
, and

the variation of the coefficients A and c is contained inside the larger ball BR1
.

We use the standard weighted H1 norm, \| \cdot \| H1
k(BR\cap \scrO +), defined by

\| u\| 2H1
k(BR\cap \scrO +) := \| \nabla u\| 2L2(BR\cap \scrO +) + k2 \| u\| 2L2(BR\cap \scrO +) .(1.7)

Definition 1.3 (Csol). Given f \in L2(\scrO +) supported in BR with R \geq R1, let u
be the solution of the exterior Dirichlet problem of Definition 1.2. Given k0 > 0, let
Csol =Csol(k,A, c,R,k0)> 0 be such that

\| u\| H1
k(BR\cap \scrO +) \leq Csol \| f\| L2(BR\cap \scrO +) for all k\geq k0.(1.8)

Csol exists by standard results about uniqueness of the exterior Dirichlet problem
and Fredholm theory; see, e.g., [33, section 1] and the references therein. How Csol

depends on k is crucial to our analysis, and to emphasize this we write Csol =Csol(k).
A key assumption in our analysis is that Csol(k) is polynomially bounded in k in the
following sense.

Definition 1.4 (Csol is polynomially bounded in k). Given k0 > 0 and K \subset 
[k0,\infty ), Csol(k) is polynomially bounded for k \in K if there exists C > 0 and M \geq 0
such that

Csol(k)\leq CkM for all k \in K,(1.9)

where C and M are independent of k (but depend on k0 and possibly also on K,A, c,
d,R).

There exist C\infty coefficients A and c such that Csol(kj) \geq C1 exp(C2kj) for 0 <
k1 < k2 < . . . with kj \rightarrow \infty as j \rightarrow \infty (see [59]), but this exponential growth is the
worst possible, since Csol(k) \leq c3 exp(c4k) for all k \geq k0 by [8, Theorem 2]. We now
recall results on when Csol(k) is polynomially bounded in k.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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3908 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Theorem 1.5 (conditions under which Csol(k) is polynomially bounded in k for
the exterior Dirichlet problem).

(i) If A and c are C\infty and nontrapping (i.e., all the trajectories of the general-
ized bicharacteristic flow defined by the semiclassical principal symbol of (1.5)
starting in BR leave BR after a uniform time), then Csol(k) is independent
of k for all sufficiently large k, i.e., (1.9) holds for all k\geq k0 with M = 0.

(ii) Under no additional assumptions on \scrO  - , A, and c, given k0 > 0 and \delta > 0
there exists a set J \subset [k0,\infty ) with | J | \leq \delta such that

Csol(k)\leq Ck5d/2+\varepsilon for all k \in [k0,\infty ) \setminus J,

for any \varepsilon > 0, where C depends on \delta , \varepsilon , d, k0, and A.

References for the proof. (i) follows from either the results of [55] combined with
either [71, Theorem 3]/[72, Chapter 10, Theorem 2] or [44], or [9, Theorem 1.3 and
section 3]. It has recently been proved that, for this situation, Csol is proportional to
the length of the longest trajectory in BR; see [29, Theorems 1 and 2, and Equation
6.32]. (ii) is proved for c = 1 in [41, Theorem 1.1 and Corollary 3.6]; the proof for
more-general c follows from Lemma 2.3 below.

1.3.2. Theorem A applied to the exterior Dirichlet problem.
Theorem B (Theorem A applied to the exterior Dirichlet problem with analytic

\scrO  - and locally analytic A,c). Suppose that \scrO  - ,A, c,R0, and R1 are as in Defini-
tion 1.2. In addition, assume that \scrO  - is analytic and that A and c are analytic in
BR\ast for some R0 <R\ast <R1.

If Csol(k) is polynomially bounded for k \in K (in the sense of Definition 1.4), then
given f \in L2(\scrO +) supported in BR with R\geq R1, the solution u of the exterior Dirichlet
problem is such that there exists u\scrA \in C\infty (BR \cap \scrO +) and uH2 \in H2(BR \cap \scrO +), both
with zero Dirichlet trace on \partial \scrO +, such that

u| BR
= u\scrA + uH2 .

Furthermore, there exists C1, independent of k and \alpha , such that

\| \partial \alpha uH2\| L2(BR\cap \scrO +) \leq C1k
| \alpha |  - 2\| f\| L2(BR\cap \scrO +) for all k \in K and for all | \alpha | \leq 2,

(1.10)

and there exist C2, C3, C4, and C5, all independent of k and \alpha , and R
\mathrm{I}
,R

\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{V}

with R0 < R
\mathrm{I}
< R

\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{V}
< R such that u\scrA decomposes as u\scrA = uR0

\scrA + u\infty \scrA ,
where uR0

\scrA is analytic in BR
\mathrm{I}\mathrm{V}

and has zero Dirichlet trace on \partial \scrO +, and u
\infty 
\scrA is analytic

in (BR
\mathrm{I}
)c with, for all k \in K and all \alpha ,

\| \partial \alpha uR0

\scrA \| L2(BR
\mathrm{I}\mathrm{V}

\cap \scrO +) \leq C2(C3)
| \alpha | max

\bigl\{ 
| \alpha | | \alpha | , k| \alpha | 

\bigr\} 
k - 1+M \| f\| L2(BR\cap \scrO +),(1.11)

\| \partial \alpha u\infty \scrA \| L2((BR
\mathrm{I}
)c\cap \scrO +) \leq C4(C5)

| \alpha | k| \alpha |  - 1+M \| f\| L2(BR\cap \scrO +),(1.12)

and, for any N,m> 0, there exists CN,m > 0 so that

\| u\infty \scrA \| Hm(BR
\mathrm{I}\mathrm{I}
\cap \scrO +) + \| uR0

\scrA \| Hm((BR
\mathrm{I}\mathrm{I}\mathrm{I}

)c\cap \scrO +) \leq CN,mk
 - N \| f\| L2(BR\cap \scrO +) for all k \in K.

(1.13)

By parts (iii) and (i) of Lemma 1.1, uR0

\scrA is analytic in BR
\mathrm{I}\mathrm{V}

with k-independent
radius of convergence, and u\infty \scrA is entire in (BR

\mathrm{I}
)c; see Figure 1.1.
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3909

R0 R
I

R
II R

III
R

IV
R

uR0
A analytic

uR0
A = O(k−∞)

u∞A = O(k−∞)

u∞A entire

Fig. 1.1. The regions where uR0
\scrA and u\infty 

\scrA appear in Theorem B are analytic, entire, or O(k - \infty ).

Remark 1.6 (the assumptions on A and c in Theorem B). Theorem B assumes
that the coefficients A and c are analytic in BR\ast for some R0 < R\ast < R1, where
BR0 \supset \scrO  - . This assumption could be relaxed to A and c being analytic in a tubular
neighborhood of \scrO  - . To do this, one would only need to change the ``black box"" in
section 2 from the traditional BR0

to an arbitrary bounded open set. The nested balls
BR

\mathrm{I}
\Subset BR

\mathrm{I}\mathrm{I}
\Subset BR

\mathrm{I}\mathrm{I}\mathrm{I}
\Subset BR

\mathrm{I}\mathrm{V}
in Theorem B would then be replaced by nested bounded

open sets.

1.3.3. Corollary about frequency-explicit convergence of the \bfith \bfitp -FEM.
As discussed in section 1.1, Theorem B implies a frequency-explicit convergence result
about the hp-FEM applied to the exterior Dirichlet problem; we now give the neces-
sary definitions to state this result. Recall that the FEM is based on the standard
variational formulation of the exterior Dirichlet problem: Let

H1
0,\partial \scrO +

(BR \cap \scrO +) :=
\Bigl\{ 
v \in H1(BR \cap \scrO +) with v= 0 on \partial \scrO +

\Bigr\} 
.

Given R\geq R1 and F \in (H1
0,\partial \scrO +

(BR \cap \scrO +))
\ast ,

find u\in H1
0,\partial \scrO +

(BR \cap \scrO +) such that a(u, v) = F (v) for all v \in H1
0,\partial \scrO +

(BR \cap \scrO +),

(1.14)

where

a(u, v) :=

\int 
BR\cap \scrO +

\biggl( 
(A\nabla u) \cdot \nabla v - k2

c2
uv

\biggr) 
 - 
\bigl\langle 
DtNk(u), v

\bigr\rangle 
\partial BR

,(1.15)

where \langle \cdot , \cdot \rangle \partial BR
denotes the duality pairing on \partial BR that is linear in the first argument

and antilinear in the second, and DtNk :H
1/2(\partial BR)\rightarrow H - 1/2(\partial BR) is the Dirichlet-

to-Neumann map for the equation \Delta u + k2u = 0 posed in the exterior of BR with
the Sommerfeld radiation condition (1.2); the definition of DtNk in terms of Hankel
functions and polar coordinates (when d= 2)/spherical polar coordinates (when d= 3)
is given in, e.g., [51, equations 3.7 and 3.10]. We use later the fact that there exist
CDtN =CDtN(k0R0) such that\bigm| \bigm| \bigl\langle DtNk(u), v\rangle \partial BR

\bigr\rangle \bigm| \bigm| \leq CDtN \| u\| H1
k(BR\cap \scrO +) \| v\| H1

k(BR\cap \scrO +)(1.16)

for all u, v \in H1
0,\partial \scrO +

(BR \cap \scrO +) and for all k\geq k0; see [51, Lemma 3.3].
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3910 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

If F (v) =
\int 
BR\cap \scrO +

fv, then the solution of the variational problem (1.14) is the
restriction to BR of the solution of the exterior Dirichlet problem of Definition 1.2. If

F (v) =

\int 
\partial BR

\bigl( 
\partial nu

I  - DtNk(u
I)
\bigr) 
v,(1.17)

where uI is a solution of \Delta uI+k2uI = 0 in BR\cap \scrO +, then the solution of the variational
problem (1.14) is the restriction to BR\cap \scrO + of the sound-soft scattering problem (see,
e.g., [11, p. 107]).

Given a sequence, (V\sansN )
\infty 
\sansN =0, of finite-dimensional subspaces of H1

0,\partial \scrO +
(BR \cap \scrO +),

the finite-element method for the variational problem (1.14) is the Galerkin method
applied to the variational problem (1.14), i.e.,

find u\sansN \in V\sansN such that a(u\sansN , v\sansN ) = F (v\sansN ) for all v\sansN \in V\sansN .(1.18)

Theorem B1 (quasioptimality of hp-FEM for the exterior Dirichlet problem).
Let d = 2 or 3. Suppose that \scrO  - ,A, c,R,R\mathrm{I}

, and R
\mathrm{I}\mathrm{V}

are as in Theorem B. Let
(V\sansN )

\infty 
\sansN =0 be the piecewise-polynomial approximation spaces described in [51, section 5],

[52, section 5.1.1] (where, in particular, the triangulations are quasi-uniform, allow
curved elements, and thus fit BR\cap \scrO + exactly). Let u\sansN be the Galerkin solution defined
by (1.18).

If Csol(k) is polynomially bounded (in the sense of Definition 1.4) for k \in K \subset 
[k0,\infty ), then there exist k1,C1,C2 > 0, depending on A,c,R, and d, but independent
of k, h, and p, such that if

hk

p
\leq C1 and p\geq C2 logk,(1.19)

then, for all k \in K \cap [k1,\infty ), the Galerkin solution exists, is unique, and satisfies the
quasioptimal error bound

\| u - u\sansN \| H1
k(BR\cap \scrO +) \leq Cqo min

v\sansN \in V\sansN 

\| u - v\sansN \| H1
k(BR\cap \scrO +) ,(1.20)

with

Cqo :=
2
\bigl( 
max\{ Amax, c

 - 2
min\} +CDtN

\bigr) 
Amin

.(1.21)

Remark 1.7 (the significance of Theorem B1: the hp-FEM does not suffer from the
pollution effect). For finite-dimensional subspaces consisting of piecewise polynomials
of degree p on meshes with meshwidth h, the total number of degrees of freedom
\sim (p/h)d. Therefore Theorem B1, as well as the results in [51, 52, 24, 50, 43], show
that there is a choice of h and p such that the hp-FEM is quasioptimal with the total
number of degrees of freedom \sim kd. As highlighted in section 1.1, the significance of
this is that when the total number of degrees of freedom \sim kd the h-FEM (i.e., with
p fixed) does not satisfy the quasioptimal error estimate (1.20) with Cqo independent
of k; this is called the pollution effect---see [2] and the references therein.

The results in [51, 52, 24, 50] are for constant-coefficient Helmholtz problems,
and those in [43] are for the Helmholtz equation with smooth variable coefficients
and no obstacle. Theorem B1 is therefore the first result showing that the hp-FEM
applied the Helmholtz exterior Dirichlet problem with variable coefficients does not
suffer from the pollution effect.
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3911

1.4. The main result applied to the transmission problem.

1.4.1. Background definitions.
Definition 1.8 (transmission problem (i.e., scattering by a penetrable obsta-

cle)). Let \scrO  - \subset \BbbR d, d \geq 2, be a bounded Lipschitz open set such that the open
complement \scrO + :=\BbbR d \setminus \scrO  - is connected and such that \scrO  - \subset BR0 . Let A= (A - ,A+)
with A\pm \in C0,1(\scrO \pm ,\BbbR n\times n) be such that supp(I - A)\subset BR0

, A is symmetric, and there
exists Amin > 0 such that (1.4) holds (with \scrO + replaced by \BbbR d). Let c \in L\infty (\scrO  - ) be
such that cmin \leq c\leq cmax with 0< cmin \leq cmax <\infty . Let \beta > 0.

Let \nu be the unit normal vector field on \partial \scrO  - pointing from \scrO  - into \scrO +, and let
\partial \nu ,A denote the corresponding conormal derivative defined by, e.g., [47, Lemma 4.3]
(recall that this is such that, when v \in H2(\scrO +), \partial \nu ,Av= \nu \cdot \gamma (A\nabla v)).

Given f \in L2
comp(\BbbR d) and k > 0, u= (u - , u+)\in H1

loc(\BbbR d) satisfies the transmission
problem if

c2\nabla \cdot (A - \nabla u - ) + k2u - = - f in \scrO  - ,

\nabla \cdot (A+\nabla u+) + k2u+ = - f in \scrO +,

u - = u+, \partial \nu ,A - u - = \beta \partial \nu ,A+u+ on \partial \scrO  - ,(1.22)

and u+ satisfies the Sommerfeld radiation condition (1.2).

When A - and A+ are constant scalar multiples of the identity and c is constant,
two of the four parameters governing A - ,A+, c, and \beta are redundant. For example,
by rescaling u - , u+, and f , all such transmission problems can be described by the
parameters c and \beta (with A - =A+ = I), as in, e.g., [10], or by the parameters A - and
c (with A+ = I and \beta = 1); see, e.g., the discussion and examples after [56, Definition
2.3].

The definition of Csol for the transmission problem is almost identical to Defini-
tion 1.3, except that the norms in (1.8) are now over BR (as opposed to BR \cap \scrO +)
and now Csol depends additionally on \beta .

Theorem 1.9 (conditions under which Csol(k) is polynomially bounded in k for
the transmission problem). In each of the following conditions we assume that \scrO  - ,
A, and c are as in Definition 1.8.

(i) If \scrO  - is smooth and strictly convex with strictly positive curvature, A = I, c
is a constant \geq 1, and \beta > 0, then Csol(k) is independent of k for all sufficiently large
k, i.e., (1.8) holds for all k\geq k0 with M = 0

(ii) If \scrO  - is Lipschitz and star-shaped, A= I, and c is a constant with

1

c2
\leq 1

\beta 
\leq 1,

then Csol(k) is independent of k for all sufficiently large k.
(iii) If \scrO  - is star-shaped, \beta = 1, and both A and c are monotonically nonincreasing

in the radial direction (in the sense of [33, Condition 2.6]), then Csol(k) is independent
of k for all sufficiently large k.

(iv) Under no additional assumptions on \scrO  - , A, and c, given k0 > 0 and \delta > 0
there exists a set J \subset [k0,\infty ) with | J | \leq \delta such that

Csol(k)\leq Ck5d/2+1+\varepsilon for all k \in [k0,\infty ) \setminus J
for any \varepsilon > 0, where C depends on \delta , \varepsilon , d, k0,A, c, and \beta .

References for the proof. (i) is proved in [10, Theorem 1.1] (we note that, in
fact, a stronger result with the A - variable is also proved there). (ii) is proved in
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3912 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

[56, Theorem 3.1]. (iii) is proved in [33, Theorem 2.7]. (iv) is proved for constant c
and globally Lipschitz A in [41, Theorem 1.1 and Corollary 3.6]; the proof for these
more-general c and A follows from Lemma 2.3 below.

1.4.2. Theorem A applied to the transmission problem.
Theorem C (Theorem A applied to the transmission problem). Suppose that

\scrO  - , A,c, and \beta are as in Definition 1.8 and, additionally, A and c are C2m - 2,1 and
\scrO  - is C2m - 1,1 for some integer m\geq 1.

If Csol(k) is polynomially bounded for k \in K (in the sense of Definition 1.4), then
given f \in L2(\BbbR d) supported in BR with R \geq R0, the solution u of the transmission
problem is such that there exists u\scrA = (u+,\scrA , u - ,\scrA ) \in C\infty (BR \cap \scrO +)\times C\infty (\scrO  - ) and
uH2 = (u+,H2 , u - ,H2)\in H2(BR \cap \scrO +)\times H2(\scrO  - ), satisfying (1.22), and such that

u| BR
= u\scrA + uH2 .

Furthermore there exist C1,C2 > 0, independent of k but with C2 =C2(m), such that

\| \partial \alpha u\pm ,H2\| L2(BR\cap \scrO \pm ) \leq C1k
| \alpha |  - 2\| f\| L2(BR) for all k \in K and for all | \alpha | \leq 2,

(1.23)

and

\| \partial \alpha u\pm ,\scrA \| L2(BR\cap \scrO \pm ) \leq C2(m)k| \alpha |  - 1+M\| f\| L2(BR) for all k \in K and for all | \alpha | \leq 2m.

(1.24)

1.4.3. Corollary about frequency-explicit convergence of the \bfith -FEM.
For simplicity we consider the case where the parameter \beta in the transmission condi-
tion (1.22) equals one; recall from the comments below Definition 1.8 that, at least in
the constant-coefficient case, this is without loss of generality. The variational formu-
lation of the transmission problem is then (1.14) with BR \cap \scrO + replaced by BR and
a(\cdot , \cdot ) given by (1.15) with c understood as equal to one in BR \cap \scrO +.

Since the constant C2 in (1.24) depends on m, we cannot prove a result about
the hp-FEM for the transmission problem of Definition 1.8. We therefore consider
the h-FEM and prove the first sharp quasioptimality result for this problem (see
Remark 1.11 below for more discussion on the novelty of our result).

Assumption 1.10. (V\sansN )
\infty 
\sansN =0 is a sequence of piecewise-polynomial approximation

spaces on quasi-uniform meshes with mesh diameter h and polynomial degree p. Fur-
thermore, (i) the mesh consists of curved elements that exactly triangulate BR and
\scrO  - , so that each element in the mesh is included in either \scrO  - or BR \cap \scrO +, and (ii)
there exists an interpolant operator Ih,p such that for all 0 \leq j \leq \ell \leq p, there exists
C(j, \ell , d)> 0 such that\bigm| \bigm| v - Ih,pv

\bigm| \bigm| 
Hj(BR)

\leq C(j, \ell , d)h\ell +1 - j
\Bigl( 
\| v+\| H\ell +1(BR\cap \scrO +) + \| v - \| H\ell +1(\scrO  - )

\Bigr) 
(1.25)

for all v= (v+, v - )\in H\ell +1(BR \cap \scrO +)\times H\ell +1(\scrO  - ).

Assumption 1.10 is satisfied by the hp approximation spaces described in [51,
section 5], [52, section 5.1.1] (with (1.25) holding by [51, Theorem B.4] and Ih,p
defined in [51, Lemma B.3 and Theorem B.4]), and also by curved Lagrange finite-
element spaces in [4] (with (1.25) holding by [4, Theorem 4.1 and Corollary 4.1] and
Ih,p defined by [4, equation 4.1]).
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3913

Theorem C1 (quasioptimality of h-FEM for the transmission problem). Let
d = 2 or 3. Suppose that \beta = 1, A,c, and \scrO  - are as in Definition 1.8. Given an
integer p, if p is odd assume that \scrO  - is Cp,1 and both A and c are Cp - 1,1; if p is
even, assume that \scrO  - is Cp+1,1 and both A and c are Cp,1.

Let (V\sansN )
\infty 
\sansN =0 be a sequence of piecewise-polynomial approximation spaces of degree

p satisfying Assumption 1.10 and let u\sansN be the Galerkin solution defined by (1.18).
If Csol(k) is polynomially bounded (in the sense of Definition 1.4) for k \in K \subset 

[k0,\infty ), then there exists C > 0, depending on A,c,R, d, k0, and p, but independent
of k and h, such that if

hpkp+1+M \leq C,

then, for all k \in K, the Galerkin solution exists, is unique, and satisfies the quasiop-
timal error bound

\| u - u\sansN \| H1
k(BR) \leq Cqo min

v\sansN \in V\sansN 

\| u - v\sansN \| H1
k(BR)

with Cqo given by (1.21).

The regularity assumptions in Theorem C1 are optimal with p odd but suboptimal
when p is even. This is due to Theorem C controlling Sobolev norms of even order of
the solution, which is ultimately due to our using powers of the operator (which is of
order two) to obtain regularity of the solution (see (4.14) in the proof of Theorem C).
For example, when p = 2 we require u \in H3 in Theorem C1, but we achieve this by
requiring that \scrO  - ,A, and c are such that u\in H4.

Remark 1.11 (the significance of Theorem C1). The fact that ``hpkp+1 sufficiently
small"" is a sufficient condition for quasioptimality of the Helmholtz h-FEM in non-
trapping situations (i.e., M = 0) was proved for a variety of Helmholtz problems for
p = 1 in [48, Proposition 8.2.7], [34, Theorem 4.5], [29, Theorem 3] (building on the
one-dimensional results of [1, Theorem 3.2], [39, Theorem 3], [38, Theorem 4.13], and
[40, Theorem 3.5]) and for p > 1 in [51, Corollary 5.6], [52, Remark 5.9], [30, Theorem
5.1], and [15, Theorem 2.15]. Numerical experiments indicate that this condition is
also necessary---see, e.g., [15, section 4.4].

Of these existing results, only [15, Theorem 2.15] covers the Helmholtz equation
with variable A and c that are also allowed to be discontinuous. However, the results
in [15] hold only when an impedance boundary condition is imposed on the trunca-
tion boundary (in our case \partial BR), which is equivalent to approximating the exterior
Helmholtz Dirichlet-to-Neumann map by ik. Furthermore, the proof of [15, Theorem
2.15] uses the impedance boundary condition in an essential way. Indeed, in [15,
Proof of Lemma 2.13] the solution is expanded in powers of k, i.e., u =

\sum \infty 
j=0 k

juj ,
and then on \partial BR one has \partial nuj+1 = iuj ; this relationship between uj+1 and uj on
\partial BR no longer holds if DtNk is not approximated by ik.

The Helmholtz equation with an impedance boundary condition is often used as
a model problem for numerical analysis (see, e.g., the references in [27, section 1.8]).
However, it has recently been shown that, in the limit k \rightarrow \infty with the truncation
boundary fixed, the error incurred in approximating the Dirichlet-to-Neumann map
with ik is bounded away from zero, independently of k, even in the best-possible sit-
uation when the truncation boundary equals \partial BR for some R; see [27, section 1.2].
Therefore, even if one solves the problem truncated with an impedance boundary con-
dition with a high-order method (i.e., p large), the solution of the truncated problem
will not be a good approximation to the true scattering problem when k is large.
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3914 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

1.5. The main result applied to the Helmholtz equation in \BbbR \bfitd with \bfitC \infty 

coefficients. Theorem A can also be used to recover the main result of [43], namely
[43, Theorem 3.1].

Theorem D (the main result of [43] as a corollary of Theorem A). Assume that
\scrO  - = \emptyset and that A,c are as in Definition 1.2 and are furthermore C\infty . If Csol(k)
is polynomially bounded (in the sense of Definition 1.4), then, given f \in L2(BR), the
solution u of the Helmholtz problem (1.5), (1.2) is such that there exists u\scrA , analytic
in BR, and uH2 \in H2(BR), such that

u| BR
= u\scrA + uH2 .

Furthermore, there exist C1,C2, and C3, all independent of k and \alpha , such that

\| \partial \alpha uH2\| L2(BR) \leq C1k
| \alpha |  - 2\| f\| L2(BR) for all k \in K and for all | \alpha | \leq 2(1.26)

and

\| \partial \alpha u\scrA \| L2(BR) \leq C2(C3)
| \alpha | k| \alpha |  - 1+M \| f\| L2(BR) for all k \in K and for all \alpha .(1.27)

Observe that, by part (i) of Lemma 1.1, u\scrA is entire. The decomposition in
Theorem D can be used to show that the hp-FEM applied to the Helmholtz equation
in \BbbR d with C\infty coefficients is quasioptimal (with constant independent of k) if the
conditions (1.19) hold; see [43, Theorem 3.4].

1.6. Informal discussion of the ideas behind Theorem A. It is instructive
to first recall the ideas behind the results of [51, 52, 24, 50].

How the results of [51, 52, 24, 50] were obtained. The paper [51] considered the
Helmholtz equation (1.1) posed in \BbbR d with the Sommerfeld radiation condition (1.2).
The decomposition u = uH2 + u\scrA was obtained by decomposing the data f in (1.1)
into ``high-"" and ``low-"" frequency components, with uH2 the Helmholtz solution for
the high-frequency component of f , and u\scrA then the Helmholtz solution for the low-
frequency component of f . The frequency cut-offs were defining using the indicator
function

1B\lambda k
(\zeta ) :=

\Biggl\{ 
1 for | \zeta | \leq \lambda k,

0 for | \zeta | \geq \lambda k
(1.28)

with \lambda a free parameter (see [51, equation 3.31] and the surrounding text). In [51] the
frequency cut-off (1.28) was then used with (a) the expression for u as a convolution
of the fundamental solution and the data f , and (b) the fact that the fundamental
solution is known explicitly for the PDE (1.1) to obtain the appropriate bounds on
u\scrA and uH2 using explicit calculation (involving Bessel and Hankel functions). The
decompositions in [52, 24, 50] for the exterior Dirichlet problem and interior impedance
problem were obtained using the results of [51] combined with extension operators
(to go from problems with boundaries to problems on \BbbR d).

Because the proof technique in [51] did not immediately generalize to the variable-
coefficient Helmholtz equation (1.3), until the recent paper [43] there did not exist in
the literature analogous decomposition results for the variable-coefficient Helmholtz
equation. This was despite the increasing interest in the numerical analysis of (1.3);
see, e.g., [13, 3, 15, 31, 58, 34, 29, 42, 32]. While the present paper was being revised,
the thesis [5] and preprint [6] became available. These later works prove complemen-
tary results to those in the present paper; see the discussion in our follow-up paper
[28, section 1.8].
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3915

The recent results of [43]: The decomposition for the variable-coefficient Helmholtz
equation in free space. The paper [43] obtained the analogous decomposition to that
in [51] for the Helmholtz problem in \BbbR d but now for the variable-coefficient Helmholtz
equation (1.3) with A and c \in C\infty . This result was obtained again using frequency
cut-offs (as in [51]) but now applying them to the solution u as opposed to the data
f . Any cut-off function that is zero for | \zeta | \geq Ck is a cut-off to a compactly supported
set in phase space, and hence enjoys analytic estimates. The main difficulty in [43],
therefore, was in showing that the high-frequency component uH2 satisfies a bound
with one power of k improvement over the bound satisfied by u. This was achieved
by choosing the cut-off so that the (scaled) Helmholtz operator k - 2\nabla \cdot (A\nabla ) + c - 2 is
semiclassically elliptic on the support of the high-frequency cut-off. Then, choosing
the cut-off function to be smooth (as opposed to discontinuous, as in (1.28)) allowed
[43] to use basic facts about the ``nice"" behavior of elliptic semiclassical pseudodiffer-
ential operators (namely, they are invertible up to a small error) to prove the required
bound on uH2 . The expository paper [68] shows that, when A = I and c = 1, the
arguments in [43] involving pseudodifferential operators reduce to using the Fourier
transform, and in this case a frequency cut-off of the form (1.28) can be used.

The frequency decomposition achieved in Theorem A. In this paper, we achieve
the desired decomposition into low- and high-frequency pieces in the manner best
adapted to the functional analysis of the Helmholtz equation: by using the functional
calculus for the Helmholtz operator itself. Recall that once we realize the operator

P = - c2\nabla \cdot (A\nabla )(1.29)

with appropriate domain as a self-adjoint operator (on a space weighted by c - 2), the
functional calculus for self-adjoint operators allows us to define \phi (P ) for a broad class
of functions \phi . In particular, given k > 0, we take \phi a cut-off function on \BbbR d equal
to 1 on B(0, \mu k) for some \mu > 1. Then, for fixed k, (1  - \phi )(P ) is a high-frequency
cut-off and \phi (P ) a low-frequency cut-off. We emphasize that working with functions
of the operator can be thought of as just the classic idea of using expansions in terms
of eigenfunctions of the differential operator. Indeed, in the special case A= I, c= 1,
these frequency cut-offs are simply Fourier multipliers of the type used in [41].

The novelty of the approach used here is to make the functional calculus approach
work in the much more general setting of semiclassical black-box scattering introduced
by Sj\"ostrand and Zworski [66], which allows us to treat variable (possibly rough)
media, impenetrable obstacles, and penetrable obstacles all at once. We rescale,
setting \hbar = k - 1, and study operators P\hbar equal to a variable-coefficient Laplacian
outside the ``black box"" BR0

, and equal to  - \hbar 2\Delta outside a larger ball BR1
. We are

now interested in functions of P\hbar of the form \psi (P\hbar ) with \psi = 1 in B(0, \mu ) and 0 in
(B(0,2\mu ))c. After multiplying the solution u by a cut-off function \varphi that equals one
near the black box (since u is only locally L2), we split

\varphi u=\Pi High(\varphi u) +\Pi Low(\varphi u)

with

\Pi Low \equiv \psi (P\hbar ), \Pi High \equiv (1 - \psi )(P\hbar ),

and both pieces again are defined by the spectral theorem. We now discuss the two
pieces separately.

We wish to analyze \Pi High\varphi u by using the semiclassical ellipticity of P\hbar  - I on its
support in phase space. The latter notion would be well-defined if \Pi High were globally
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3916 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

a pseudodifferential operator. In the broad context of the black-box theory, though,
while the function \psi (P\hbar ) is well-defined as an abstract operator on a Hilbert space,
its structure is much less manifest than it would be for the flat Laplacian in Euclidean
space. Not much can be said in any generality about \Pi High on the black box, but this is
unnecessary in any event: we use an abstract ellipticity argument based on the Borel
functional calculus, with the ellipticity in question now amounting to the bounded
invertibility of P\hbar  - 1 on the range of \Pi High, which just follows from the boundedness
of the function (\lambda  - 1) - 1(1 - \psi (\lambda )). However, we do additionally need to understand
the commutator of \Pi High with the localizer \varphi . Fortunately, we are able to use the
Helffer--Sj\"ostrand approach to the functional calculus [36] to describe this commutator
explicitly. The method of [36] is a powerful tool for obtaining the structure theorem
that a decently behaved function of a self-adjoint elliptic differential operator is, as one
might hope, in fact a pseudodifferential operator [19, Chapter 8] (a result originally
due to Strichartz [70] in the setting of the homogeneous pseudodifferential calculus
and Helffer and Robert [35] in the semiclassical setting used here). Additionally,
Davies [17] later pointed out that in fact the same method affords a novel proof of
the functional calculus formulation of the spectral theorem itself. Here, we use some
refinements of Sj\"ostrand [65] to learn that away from the black box we can in fact treat
\Pi High as a pseudodifferential operator (see Lemma 2.8) and hence deal with [\Pi High,\varphi ]
as an element of the pseudodifferential calculus, solving it away by once again using
ellipticity (this time in the context of pseudodifferential operators) together with our
polynomial resolvent estimate.

While the analysis of \Pi High\varphi u is insensitive to the contents of the black box, our
study of the low-frequency piece \Pi Low\varphi u necessarily entails ``opening"" the black box
and studying the local question of elliptic or parabolic estimates within it. Intuitively
the compact support in the spectral parameter of the spectral measure of P applied
to \Pi Low\varphi u should imply that strong elliptic estimates hold, but knowing Cauchy-type
estimates on high derivatives is dependent on analyticity of the underlying problem.
We therefore make the abstract regularity hypothesis (1.33) locally near the black box,
which allows us to estimate the part of \Pi Lowu spatially localized near its content. The
remaining part living in \BbbR d is then given, thanks to Sj\"ostrand [65] again, by a Fourier
multiplier up to negligible terms, and hence enjoys the analytic estimate (1.40) thanks
to the properties of the Fourier transform, as used in [43].

By the functional calculus, Pm\Pi Low\varphi u is bounded for all m \in \BbbN . Provided that
P satisfies elliptic estimates, the boundedness of Pm\Pi Low\varphi u allow us to estimate all
derivatives of \Pi Low\varphi u, but the resulting estimates on \partial \alpha \Pi Lowu are not explicit in \alpha ;
these are the only estimates we have been able to obtain in the case of penetrable
obstacles (see Corollary 4.2 and Theorem C). Such estimates give the sharp condition
for quasioptimality of the h-FEM, but estimates explicit in \alpha are required for the sharp
condition for quasioptimality of the hp-FEM. For an analytic Dirichlet obstacle, with
coefficients analytic in a neighborhood of the obstacle, we use a stronger property of
\Pi Low\varphi u : we can run the backward heat equation on \Pi Low\varphi u for as long as we like and
obtain L2 estimates on the result. Under the analyticity assumptions, known heat
kernel estimates (see [23]) yield the required (explicit-in-\alpha ) Cauchy-type estimates on
\partial \alpha \Pi Low\varphi u; see Corollary 4.1 and Theorem B.

1.7. Statement of the main result in the black-box setting.

1.7.1. Statement of Theorem A. The following theorem (Theorem A) obtains
the decomposition u= uH2 +u\scrA in the framework of black-box scattering introduced
by Sj\"ostrand and Zworski in [66]. In this framework, the operator P\hbar , where \hbar := k - 1
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3917

is the semiclassical parameter,1 is a variable-coefficient Helmholtz operator outside
BR0 (the ball of radius R0 and center zero) for some R0 > 0 but is not specified
inside this ball (i.e., inside the ``black box""). In particular, this framework includes
the Helmholtz exterior Dirichlet and transmission problems, and Theorems B and C
above are Theorem A specialized to those settings.

The theorem is stated using notation from the black-box framework, recapped in
section 2. The only nonstandard concept we use is that of a black-box differentiation
operator , which is a family of operators agreeing with differentiation outside the black
box (see Definition 2.2 below).

To understand the statement of the following theorem, the reader not familiar with
black-box scattering should read it with the following identifications, which always
hold away from the black box, and, with suitable interpretation, continue to hold
inside it in the examples considered below: the Hilbert space \scrH is L2, the operator P\hbar 
is  - \hbar 2\Delta , and the subspace \scrD \subset \scrH is the domain of P\hbar . The superscript \sharp denotes the
corresponding object compactified onto a large reference torus \BbbT d

R\sharp 
:=\BbbR d/(2R\sharp \BbbZ )d, so

that P \sharp 
\hbar is  - \hbar 2\Delta , on the torus, and \scrD \sharp ,m

\hbar the domain of (P \sharp 
\hbar )

m, with norms weighted
in the standard way with \hbar (see (A.2) below, and compare to (1.7)). Finally, the
notation \lesssim indicates that the omitted constant is independent of \hbar and \alpha (where
\alpha \in \frakA and \frakA is a set multi-indices) and

C0(\BbbR ) :=
\Bigl\{ 
f \in C(\BbbR ) : lim

\lambda \rightarrow \pm \infty 
f(\lambda ) = 0

\Bigr\} 
.(1.30)

Theorem A (the decomposition in the black-box setting). Let P\hbar be a semiclas-
sical black-box operator on \scrH (in the sense of Definition 2.1). Then there exists \Lambda > 0
such that the following holds. Suppose that, for some \hbar 0 > 0, there exists \frakH \subset (0,\hbar 0]
such that the following two assumptions hold.

1. There exists \scrD out \subset \scrD loc and M \geq 0 such that for any \chi \in C\infty 
comp(\BbbR d) equal

to one near BR0
, there exists C > 0 such that if v \in \scrD out is a solution to

(P\hbar  - I)v= \chi g, then

\| \chi v\| \scrH \leq C\hbar  - M - 1\| g\| \scrH for all \hbar \in \frakH .(1.31)

2. There exists a function \scrE \in C0(\BbbR ) that is nowhere zero on [ - \Lambda ,\Lambda ] such that

\scrE (P \sharp 
\hbar ) =E +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

,(1.32)

where the operator E has the following property: there exists \rho \in C\infty (\BbbT d
R\sharp 

)
equal to one near BR0

, such that, for some \alpha -family of black-box differentia-
tion operators (D(\alpha ))\alpha \in \frakA ,

\| \rho D(\alpha )Ev\| \scrH \sharp \leq C\scrE (\alpha ,\hbar )\| v\| \scrH \sharp for all v \in \scrD \sharp ,\infty 
\hbar and \hbar \in \frakH ,(1.33)

for some C\scrE (\alpha ,\hbar )> 0.
Given R > 0 such that R0 < R < R\sharp , if g \in \scrH is compactly supported in BR and
u\in \scrD out satisfies

(P\hbar  - 1)u= g,(1.34)

then there exists uH2 \in \scrD \sharp and u\scrA \in \scrD \sharp ,\infty 
\hbar such that

1The semiclassical parameter is often denoted by h, but we use \hbar to avoid a notational clash with
the meshwidth of the FEM appearing in section 1.1 and used in Theorems B1 and C1.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

09
/2

1/
23

 to
 1

95
.2

20
.5

8.
25

4 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



3918 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

u| BR
=
\bigl( 
uH2 + u\scrA 

\bigr) 
| BR

.(1.35)

Furthermore, uH2 satisfies

\| uH2\| \scrH \sharp +
\bigm\| \bigm\| P \sharp 

\hbar uH2

\bigm\| \bigm\| 
\scrH \sharp \lesssim \| g\| \scrH for all \hbar \in \frakH ,(1.36)

and for any \widetilde R > 0 with R0 < \widetilde R < R\sharp , there exist R
\mathrm{I}
,R

\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{V}
with R0 < R

\mathrm{I}
<

R
\mathrm{I}\mathrm{I}
<R

\mathrm{I}\mathrm{I}\mathrm{I}
<R

\mathrm{I}\mathrm{V}
< \widetilde R such that u\scrA decomposes as

u\scrA = uR0

\scrA + u\infty \scrA ,(1.37)

where uR0

\scrA \in \scrD \sharp is regular near the black box and negligible away from it, in the sense
that

\| D(\alpha )uR0

\scrA \| \scrH \sharp (BR
\mathrm{I}\mathrm{V}

) \lesssim C\scrE (\alpha ,\hbar ) sup
\lambda \in [ - \Lambda ,\Lambda ]

\bigm| \bigm| \scrE (\lambda ) - 1
\bigm| \bigm| \hbar  - M - 1\| g\| \scrH (1.38)

for all \hbar \in \frakH and \alpha \in \frakA , and for any N,m> 0 there exists CN,m > 0 such that

\| uR0

\scrA \| \scrD \sharp ,m
\hbar ((BR

\mathrm{I}\mathrm{I}\mathrm{I}
)c) \leq CN,m\hbar N\| g\| \scrH for all \hbar \in \frakH (1.39)

and u\infty \scrA is entire away from the black box and negligible near it, in the sense that for
some \lambda > 1

\| \partial \alpha u\infty \scrA \| \scrH \sharp ((BR
\mathrm{I}
)c) \lesssim \lambda | \alpha | \hbar  - | \alpha |  - M - 1\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA ,(1.40)

and for any N,m> 0 there exists CN,m > 0 such that

\| u\infty \scrA \| \scrD \sharp ,m
\hbar (BR

\mathrm{I}\mathrm{I}
) \leq CN,m\hbar N\| g\| \scrH for all \hbar \in \frakH .(1.41)

In addition, if \scrE (P \sharp 
\hbar ) =E (i.e., with no O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

remainder in (1.32)), then

the functions u\scrA , u
\infty 
\scrA , u

R0

\scrA , uH2 are all independent of \scrE , and all the implicit constants
above are independent of \scrE as well.

Finally, if \rho = 1, the decomposition (1.35) can be constructed in such a way that
instead of (1.37)--(1.41), u\scrA satisfies the global regularity estimate

\| D(\alpha )u\scrA \| \scrH \sharp \lesssim C\scrE (\alpha ,\hbar ) sup
\lambda \in [ - \Lambda ,\Lambda ]

\bigm| \bigm| \scrE (\lambda ) - 1
\bigm| \bigm| \hbar  - M - 1\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA ;

(1.42)

here as well, if \scrE (P \sharp 
\hbar ) =E, then the functions u\scrA , uH2 and all the above estimates do

not depend on \scrE .
Point 1 in Theorem A is the assumption that the solution operator is polynomially

bounded in \hbar . In the black-box setting, [41] proved that this assumption always holds
with M > 5d/2 and \{ \hbar  - 1 : \hbar \in \frakH \} c having arbitrarily small measure in \BbbR + (see part
(ii) of Theorem 1.5 and part (iv) of Theorem 1.9). The solution operator is then
polynomially bounded because \frakH excludes (inverse) frequencies close to resonances.
(Under an additional assumption about the location of resonances, a similar result
with a larger M can also be extracted from [69, Proposition 3] by using the Markov
inequality.)

Point 2 in Theorem A is a regularity assumption that depends on the contents of
the black box. We later refer to (1.33) as the ``low-frequency estimate,"" since the fact
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3919

that \scrE is nowhere zero on [ - \Lambda ,\Lambda ] means that it bounds low-frequency components.
The cut-off \rho in (1.33) is needed when the black box contains, e.g., an analytic obstacle
and the operator inside has analytic coefficients; indeed the analyticity estimates that
we use for (1.33) in this case cannot hold in the transition region outside the black
box, where the coefficients cannot be analytic.

Regarding uH2 , comparing (1.31) and (1.36), and recalling that in the nontrapping
case (1.31) holds with M = 0, we see that uH2 satisfies a bound that is better, by at
least one power of \hbar , than the bound satisfied by u; this is the analogue of property (i)
in section 1.1 of the results of [51, 52, 24, 50] and is a consequence of the semiclassical
ellipticity of P\hbar  - 1 on high frequencies (discussed in section 1.6). The regularity of
uH2 depends on the domain of the operator (uH2 \in \scrD \sharp ) but not on any other features
of the black box (in particular, not on the regularity estimate (1.33)).

Regarding u\scrA , u\scrA is in the domain of arbitrary powers of the operator (u\scrA \in \scrD \sharp ,\infty 
\hbar )

and so is smooth in an abstract sense. u\scrA is split further into two parts, uR0

\scrA and
u\infty \scrA , with uR0

\scrA regular near the black box and negligible away from it, and u\infty \scrA entire
away from the black box and negligible near it; Figure 1.1 illustrates this setup (with
``uR0

\scrA analytic"" replaced by ``uR0

\scrA regular""). Comparing (1.31) and (1.38)/(1.40), we
see that, in the regions where they are not negligible, uR0

\scrA and u\infty \scrA satisfy bounds with
the same \hbar -dependence as u, but with improved regularity. These properties are the
analogue of property (ii) in section 1.1 of the results of [51, 52, 24, 50]. In particular,
the regularity of u\scrA depends on the regularity inside the black box (from (1.33)), and,
for the exterior Dirichlet problem with analytic obstacle and coefficients analytic in a
neighborhood of the obstacle, u\scrA is analytic.

1.7.2. How to use Theorem A. To apply Theorem A to a scattering problem
not discussed in this paper, the steps are the following.

1. Check that the problem fits in the black-box scattering framework of Sj\"ostrand
and Zworski [66].

2. Check that a polynomial bound on the solution operator (1.31) holds.
3. Show a ``low-frequency"" estimate of type (1.33) for the corresponding com-

pactified problem.
Concerning point 1, the black-box framework is specifically designed to include most
scattering problems. Examples treated in the literature include scattering by a Lip-
schitz Dirichlet or Neumann obstacle (Lemma 2.3, [42, section 2.2]), by a Lipschitz
penetrable obstacle (Lemma 2.4, [42, section 2.2]), by a compactly supported poten-
tial, by elliptic compactly supported perturbations of the Laplacian, and scattering
on a finite volume surface (see, for example, [22, section 4.1] for these last three
problems). For problems not already covered in the literature, of the conditions in
section 2.1, the condition on the growth of eigenvalues for the compactified operator
(BB5) will be the main nontrivial assumption to check (for examples of checking this
assumption, see, e.g., section B, [42, Appendix A]).

Concerning point 2, as mentioned below Theorem A, this assumption holds for
any M > 5d/2 and for most frequencies by [42]. For nontrapping problems, one
expects (1.31) to hold with M = 0 and \frakH = (0, h0] (see, e.g., Theorem 1.5 below and
the references therein).

Therefore, the key step in applying Theorem A is point 3: show a ``low-frequency""
estimate of type (1.33) for the corresponding compactified problem (i.e., the same
problem, but considered in a large reference torus). This estimate dictates the regu-
larity estimate on the component u\scrA , hence, the better the estimate, the better the
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3920 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

decomposition. In practical applications, the operator D(\alpha ) in (1.33) will be nothing
but differentiation D(\alpha ) := \partial \alpha . The two main considerations are then the following.

3-a. Understand if one needs \rho = 1, or \rho vanishing away from the scatterer. If one
aims for an analytic-type estimate, because the problem under consideration
has constant coefficients outside a compact set, it cannot typically be analytic
everywhere, and one needs to take \rho vanishing away from the scatterer. For
lower-regularity estimates, one can use a global estimate, i.e., with \rho = 1.

3-b. Choose the operator E and the function \scrE . In the first instance, one can
ignore the flexibility given by the error term and aim for E = \scrE (P \sharp 

\hbar ). The
function \scrE is then dictated by the type of estimate used. For example,

-- \scrE (\lambda ) = e - | \lambda | corresponds to a heat-flow estimate (see the proof of Corol-
lary 4.1),

-- \scrE (\lambda ) =
\surd 
1 + \lambda 2

 - L
, L \geq 1, corresponds to an elliptic estimate (see the

proof of Corollary 4.2),
-- \scrE \in C\infty 

comp with \scrE = 1 in [ - M,M ] corresponds to an estimate on the
eigenfunctions of the compactified operator (see the proof of Theorem D
in section 4.3).

An example where the error term in \scrE (P \sharp 
\hbar ) = E + O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

gives

more flexibility is the proof of Theorem D, where the error term is used to
take advantage of the regularity of the eigenfunctions of  - \Delta on the torus,
instead of those of the variable-coefficient operator.
On the other hand, the fact that if \scrE (P \sharp 

\hbar ) =E (i.e., with no O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
remainder in (1.32)) then the decomposition is independent of \scrE allows us to
use a family of \scrE 's in (1.32) and hence a family of estimates as (1.33). This
feature allows us to tune the choice of \scrE , depending on \hbar and \alpha , to get the best
possible estimate; this procedure is used in the proof of Theorem B, which
uses a heat-flow estimate with a time depending on \hbar and \alpha (see Corollary 4.1
and Theorem 4.3).

1.8. Outline of the rest of the paper. Section 2 recalls the black-box frame-
work and sets up the associated functional calculus. Section 3 proves Theorem A.
Section 4 proves Theorems B and C (i.e., Theorem A specialized to the exterior
Dirichlet and transmission problems) and Theorem D. Section 5 proves Theorems B1
and C1 (i.e., the convergence results for the hp-FEM for the exterior Dirichlet problem
and the h-FEM for the transmission problem). Appendix A recalls results about semi-
classical pseudodifferential operators on the torus. Appendix B proves a subsidiary
result used to prove Lemma 2.4.

2. Recap of the black-box framework.

2.1. Abstract framework. We now briefly recap the abstract framework of
black-box scattering introduced in [66]; for more details, see the comprehensive pre-
sentation in [22, Chapter 4]. A brief overview of black-box scattering with an emphasis
on the counting of resonances is contained in [41, section 2]. From the point of view
of the present paper, working in the framework of black-box scattering is a convenient
way to cover a large class of scattering problems.

We emphasize that here we use the approach of [65, section 2], where the black-
box operator is a variable-coefficient Laplacian (with smooth coefficients) outside the
black box, and not the Laplacian  - \hbar 2\Delta itself as in [22, Chapter 4] (although the
operator still agrees with  - \hbar 2\Delta outside a sufficiently large ball).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

09
/2

1/
23

 to
 1

95
.2

20
.5

8.
25

4 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3921

The Hilbert space decomposition. Let \scrH be a Hilbert space with an orthog-
onal decomposition

\scrH =\scrH R0
\oplus L2(\BbbR d\setminus BR0

, \omega (x)dx),(BB1)

where the weight-function \omega : \BbbR d \rightarrow \BbbR is measurable and supp(1 - \omega ) is compact in
\BbbR d. Let 1BR0

and 1\BbbR d\setminus BR0
denote the corresponding orthogonal projections. Let P\hbar 

be a family in \hbar of self adjoint operators \scrH \rightarrow \scrH with domain \scrD \subset \scrH independent of \hbar 
(so that, in particular, \scrD is dense in \scrH ). Outside the black box \scrH R0

, we assume that
P\hbar equals Q\hbar defined as follows. We assume that, for any multi-index | \alpha | \leq 2, there
exist functions a\hbar ,\alpha \in C\infty (\BbbR d), uniformly bounded with respect to \hbar , independent of
\hbar for | \alpha | = 2, and such that (i) for some C1 > 0\sum 

| \alpha | =2

a\hbar ,\alpha (x)\xi 
\alpha \geq C1| \xi | 2 for all x\in \BbbR d,(2.1)

(ii) for some R1 >R0 \sum 
| \alpha | \leq 2

a\hbar ,\alpha (x)\xi 
\alpha = | \xi | 2 for | x| \geq R1,

and (iii) the operator Q\hbar defined by

Q\hbar :=
\sum 
| \alpha | \leq 2

a\hbar ,\alpha (x)(\hbar Dx)
\alpha (2.2)

(where D := - i\partial ) is formally self-adjoint on L2(\BbbR d, \omega (x)dx).
We require the operator P\hbar to be equal to Q\hbar outside the black box \scrH R0

in the
sense that

1\BbbR d\setminus BR0
(P\hbar u) =Q\hbar (1\BbbR d\setminus BR0

u) for u\in \scrD , and 1\BbbR d\setminus BR0
\scrD \subset H2(\BbbR d\setminus BR0).

(BB2)

We further assume that if, for some \varepsilon > 0,

v \in H2(\BbbR d) and v| BR0+\varepsilon 
= 0, then v \in \scrD (BB3)

(with the restriction to BR0+\epsilon defined in terms of the projections in (BB2); see also
(2.8) below), and that

1BR0
(P\hbar + i) - 1 is compact from \scrH \rightarrow \scrH .(BB4)

Under these assumptions, the semiclassical resolvent

R(z,\hbar ) := (P\hbar  - z) - 1 :\scrH \rightarrow \scrD 

is meromorphic for Imz > 0 and extends to a meromorphic family of operators of
\scrH comp \rightarrow \scrD loc in the whole complex plane when d is odd and in the logarithmic plane
when d is even [22, Theorem 4.4], where \scrH comp and \scrD loc are defined by

\scrH comp :=
\Bigl\{ 
u\in \scrH : 1\BbbR d\setminus BR0

u\in L2
comp(\BbbR d\setminus BR0)

\Bigr\} 
(where L2

comp denotes compactly supported L2 functions) and

\scrD loc :=
\Bigl\{ 
u\in \scrH R0 \oplus L2

loc(\BbbR d\setminus BR0) : if \chi \in C\infty 
comp(\BbbR d), \chi | BR0

= 1,

then (1BR0
u,\chi 1\BbbR d\setminus BR0

u)\in \scrD 
\Bigr\} 
.(2.3)
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3922 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

The reference operator \bfitP \sharp 
\hbar . Let R\sharp >R1 be such that supp(1 - \omega )\subset BR\sharp 

, and
let \BbbT d

R\sharp 
:= \BbbR d/(2R\sharp \BbbZ )d; we work with [ - R\sharp ,R\sharp ]

d as a fundamental domain for this
torus. Let

\scrH \sharp :=\scrH R0
\oplus L2(\BbbT d

R\sharp 
\setminus BR0

, \omega (x)dx),

and let 1BR0
and 1\BbbT d

R\sharp 
\setminus BR0

denote the corresponding orthogonal projections. We

define

\scrD \sharp :=
\Bigl\{ 
u\in \scrH \sharp : if \chi \in C\infty 

comp(BR\sharp 
), \chi = 1 near BR0 , then

(1BR0
u,\chi 1\BbbT d

R\sharp 
\setminus BR0

u)\in \scrD , and (1 - \chi )1\BbbT d
R\sharp 

\setminus BR0
u\in H2(\BbbT d

R\sharp 
)
\Bigr\} 
,(2.4)

and, for any \chi as in (2.4) and u\in \scrD \sharp ,

P \sharp 
\hbar u := P\hbar (1BR0

u,\chi 1\BbbT d
R\sharp 

\setminus BR0
u) +Q\hbar 

\bigl( 
(1 - \chi )1\BbbT d

R\sharp 
\setminus BR0

u
\bigr) 
,(2.5)

where we have identified functions supported in B(0,R\sharp )\setminus B(0,R0) \subset \BbbT d
R\sharp 

\setminus B(0,R0)

with the corresponding functions on \BbbR d\setminus B(0,R0)---see the paragraph on notation
below.

Let q\hbar \in S2(\BbbT d
R\sharp 

) denote the principal symbol of Q\hbar as an operator acting on the

torus \BbbT d
R\sharp 

(see Appendix A for a review of semiclassical pseudodifferential operators

on \BbbT d
R\sharp 

). We record for later the fact that (2.1), (2.2), and the uniform boundedness
of a\hbar ,\alpha (x) with respect to \hbar imply that there exist C1,C2 > 0 such that

C1| \xi | 2 \leq q\hbar \leq C2| \xi | 2 for sufficiently large \xi .(2.6)

The idea behind these definitions is that we have glued our black box into a torus
instead of \BbbR d, and then defined on the torus an operator P \sharp 

\hbar that can be thought of

as P\hbar in \scrH R0 and Q\hbar in (\BbbR /2R\sharp \BbbZ )d\setminus BR0 ; see Figure 2.1. The resolvent (P \sharp 
\hbar + i) - 1 is

compact (see [22, Lemma 4.11]), and hence the spectrum of P \sharp 
\hbar , denoted by SpP \sharp 

\hbar , is
discrete (i.e., countable and with no accumulation point).

We assume that the eigenvalues of P \sharp 
\hbar satisfy the polynomial growth of eigenvalues

condition

N
\bigl( 
P \sharp 
\hbar , [ - C,\lambda ]

\bigr) 
=O(\hbar  - d\sharp 

\lambda d
\sharp /2)(BB5)

for some d\sharp \geq d and N(P \sharp 
\hbar , I) is the number of eigenvalues of P \sharp 

\hbar in the interval I,
counted with their multiplicity. When d\sharp = d, the asymptotics (BB5) correspond to a
Weyl-type upper bound, and thus (BB5) can be thought of as a weak Weyl law.

We summarize with the following definition.

Definition 2.1 (semiclassical black-box operator). We say that a family of self-
adjoint operators P\hbar on a Hilbert space \scrH , with dense domain \scrD , independent of \hbar ,
is a semiclassical black-box operator if (P\hbar ,\scrH ) satisfies (BB1), (BB2), (BB3), (BB4),
(BB5).

We define a family of black-box differentiation operators as a family of operators
agreeing with differentiation outside the black box (note that there is no notion of
derivative inside the black-box itself).
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P
]
h̄ ' Ph̄ ' ?

P
]
h̄ ' Ph̄ ' Qh̄

P
]
h̄ ' Ph̄ ' −h̄2∆

R]

R0

R1

Ph̄ ' −h̄2∆

Fig. 2.1. The black-box setting. The symbol \simeq is used to denote equality in the sense of (BB2)
and (2.5).

Definition 2.2 (black-box differentiation operator). (D(\alpha ))\alpha \in \frakA is a family of
black-box differentiation operators on \scrD \sharp ,\infty 

\hbar (defined by (2.13) below) if \frakA is a family
of d--multi-indices, and for any \alpha \in \frakA and any v \in C\infty 

comp(\BbbT d
R\sharp 

\setminus BR0
),

D(\alpha )v= \partial \alpha v.

Notation. We identify in the natural way
\bullet the elements of \{ 0\} \oplus L2(\BbbT d

R\sharp 
\setminus BR0)\subset \scrH \sharp ,

\bullet the elements of L2(\BbbT d
R\sharp 

\setminus BR0),

\bullet the elements of L2(\BbbT d
R\sharp 

) essentially supported outside BR0
,

\bullet the elements of L2(\BbbR d) essentially supported in [ - R\sharp ,R\sharp ]
d\setminus BR0

,
\bullet and the elements of \{ 0\} \oplus L2(\BbbR d\setminus BR0

)\subset \scrH whose orthogonal projection onto
L2(\BbbR d\setminus BR0

) is essentially supported in [ - R\sharp ,R\sharp ]
d\setminus BR0

.
If v \in \scrH and \chi \in C\infty 

comp(\BbbR d) is equal to some constant \alpha near BR0 , we define

\chi v := (\alpha 1BR0
v,\chi 1\BbbR d\setminus BR0

v)\in \scrH (2.7)

(for example, using this notation, the requirements on u in the definition of \scrD \sharp (2.4)
are \chi u\in \scrD and (1 - \chi )u\in H2(\BbbT d

R\sharp 
) for \chi equal to 1 near BR0).

If v \in \scrH and R>R0, we define

v| BR
:=
\bigl( 
1BR0

v, (1\BbbR d\setminus BR0
v
\bigr) 
| BR

)\in \scrH R0
\oplus L2(BR\setminus BR0

),(2.8)

and, if v \in \scrH \sharp ,

v| BR
:=
\bigl( 
1BR0

v, (1\BbbT d
R\sharp 

\setminus BR0
v
\bigr) 
| BR

)\in \scrH R0 \oplus L2(BR\setminus BR0).

Furthermore, we say that g \in \scrH is compactly supported in BR if g = \chi 0g for some
\chi 0 \in C\infty 

comp(\BbbR d) equal to one near BR0
and supported in BR.
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3924 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Finally, if R0 \leq r\leq R\sharp , we define the partial norms

\| u\| \scrH \sharp (Br) = \| u\| H(Br) := \| u\| \scrH R0
\oplus L2(Br\setminus BR0

), \| u\| \scrH \sharp (Bc
r)
:= \| 1\BbbT d

R\sharp 
\setminus BR0

u\| L2(\BbbT d
R\sharp 

\setminus Br)

and

\| u\| \scrH (Bc
r)
:= \| 1\BbbR d\setminus BR0

u\| L2(\BbbR d\setminus Br).

2.2. Scattering problems fitting in the black-box framework. The two
following lemmas show that both scattering by Dirichlet obstacles with variable co-
efficients and scattering by penetrable obstacles fit in the black-box framework. For
other examples of scattering problems fitting in the black-box framework, see [22,
section 4.1].

Lemma 2.3 (scattering by a Dirichlet obstacle fits in the black-box framework).
Let \scrO  - ,A, c,R0, and R1 be as in Definition 1.2. Then the family of operators

P\hbar v := - \hbar 2c2\nabla \cdot 
\bigl( 
A\nabla v)

with the domain

\scrD D :=H2(\scrO +)\cap H1
0 (\scrO +)

is a semiclassical black-box operator (in the sense of Definition 2.1) with \omega = c - 2,
Q\hbar = - \hbar 2c2\nabla \cdot (A\nabla ), and

\scrH R0 =L2
\bigl( 
BR0 \cap \scrO +; c

 - 2(x)dx
\bigr) 

so that \scrH =L2
\bigl( 
\scrO +; c

 - 2(x)dx
\bigr) 
.

Furthermore, the corresponding reference operator P \sharp 
\hbar satisfies (BB5) with d\sharp = d.

Proof. The nonsemiclassically scaled version of this lemma with Lipschitz \Omega  - and
Ascat and c\in L\infty and domain\Bigl\{ 

v \in H1(\scrO +), \nabla \cdot 
\bigl( 
Ascat\nabla v

\bigr) 
\in L2(\scrO +), v= 0 on \partial \scrO +

\Bigr\} 
(2.9)

is proved for c = 1 in [41, Lemma 2.1]. The proof of (BB2), (BB3), and (BB4) is
essentially the same in the present semiclassically scaled setting. The bound (BB5)
follows from comparing the counting function for P \sharp 

\hbar to the counting function for the
problem with c= 1 by a similar argument to [41, Lemma B.2]/Appendix B, and then
using the result for the problem with c = 1 proven in [41, Lemma B.1]. Finally, by
elliptic regularity, the domain (2.9) equals H2(\scrO +)\cap H1

0 (\scrO +) since \Omega  - and Ascat are
smooth in Definition 1.2.

Lemma 2.4 (scattering by a penetrable Lipschitz obstacle fits in the black-box
framework). Let \scrO  - ,A, c, \beta , and R0 be as in Definition 1.8. Let \nu be the unit normal
vector field on \partial \scrO  - pointing from \scrO  - into \scrO +, and let \partial \nu ,A be the corresponding
conormal derivative from either \scrO  - or \scrO +. Let

\scrH R0
=L2

\bigl( 
\scrO  - , c(x)

 - 2\beta  - 1dx
\bigr) 
\oplus L2

\bigl( 
BR0

\setminus \scrO  - 
\bigr) 
,

so that

\scrH =L2
\bigl( 
\scrO  - ; c(x)

 - 2\beta  - 1dx
\bigr) 
\oplus L2

\bigl( 
BR0

\setminus \scrO  - 
\bigr) 
\oplus L2

\bigl( 
\BbbR d\setminus BR0

\bigr) 
.
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3925

Let

\scrD :=
\Bigl\{ 
v= (v1, v2, v3) where v1 \in H1(\scrO  - ), \nabla \cdot (A - \nabla v1)\in L2(\scrO  - ),

v2 \in H1
\bigl( 
BR0

\setminus \scrO  - 
\bigr) 
, \nabla \cdot (A+\nabla v2)

\bigr) 
\in L2

\bigl( 
BR0

\setminus \scrO  - 
\bigr) 
,

v3 \in H1
\bigl( 
\BbbR d \setminus BR0

\bigr) 
, \Delta v3 \in L2

\bigl( 
\BbbR d \setminus BR0

\bigr) 
,

v1 = v2 and \partial \nu ,A - v1 = \beta \partial \nu ,A+
v2 on \partial \scrO  - , and

v2 = v3 and \partial \nu v2 = \partial \nu v3 on \partial BR0

\Bigr\} 
(2.10)

(observe that the conditions on v2 and v3 on \partial BR0 in the definition of \scrD are such
that (v2, v3) \in H1(\BbbR d \setminus \scrO  - ) and \nabla \cdot (A+\nabla (v2, v3)) \in L2(\BbbR d \setminus \scrO  - )). Then the family
of operators

P\hbar v := - \hbar 2
\Bigl( 
c2\nabla \cdot (A - \nabla v1),\nabla \cdot (A+\nabla v2),\Delta v3

\Bigr) 
,

defined for v= (v1, v2, v3), is a semiclassical black-box operator (in the sense of Defini-
tion 2.1) on \scrH , with Q\hbar = - \hbar 2\Delta , and any R1 >R0. Furthermore, the corresponding
reference operator P \sharp 

\hbar satisfies (BB5) with d\sharp = d.

Proof. The nonsemiclassically scaled version of this lemma was proved for c = 1
in [41, Lemma 2.3]. The proof of (BB2), (BB3), and (BB4) is essentially the same in
the present semiclassically scaled setting. The proof of the bound (BB5) is similar to
the analogous proof for c = 1 and A Lipschitz in [41, Lemma B.1]; for completeness
we include the proof in Appendix B.

Remark 2.5. Lemma 2.3 has the obstacle \scrO  - in the black box (i.e., in BR0
)

but not all the variation of the coefficients A and c (which are contained in BR1
\supset 

BR0). In contrast, Lemma 2.4 has both the obstacle \scrO  - and all the variation of
the coefficients A and c in the black box. The transmission problem also fits in the
black-box framework with some of the variation of the coefficients outside the black
box (i.e., in BR1

), but we do not need this formulation to prove Theorem C.

2.3. A black-box functional calculus for \bfitP \sharp 
\hbar . The operator P \sharp 

\hbar on the torus
with domain \scrD \sharp is self-adjoint with compact resolvent [22, Lemma 4.11], hence we can
describe the Borel functional calculus [60, Theorem VIII.6] for this operator explicitly
in terms of the orthonormal basis of eigenfunctions \phi \sharp j \in \scrH \sharp (with eigenvalues \lambda \sharp j ,
appearing with multiplicity and depending on \hbar ): for f a real-valued Borel function
on \BbbR , f(P \sharp 

\hbar ) is self-adjoint with domain

\scrD f :=

\biggl\{ \sum 
aj\phi 

\sharp 
j \in \scrH \sharp :

\sum \bigm| \bigm| f(\lambda \sharp j)aj\bigm| \bigm| 2 <\infty 
\biggr\} 
,

and if v=
\sum 
aj\phi 

\sharp 
j \in \scrD f , then

f(P \sharp 
\hbar )(v) :=

\sum 
ajf(\lambda 

\sharp 
j)\phi 

\sharp 
j .(2.11)

For f a bounded Borel function, f(P \sharp ) is a bounded operator, hence in this case we
can dispense with the definition of the domain and allow f to be complex-valued.

For m\geq 1, we then define \scrD \sharp ,m
\hbar as the domain of (P \sharp 

\hbar )
m equipped with the norm

\| v\| \scrD \sharp ,m
\hbar 

:= \| v\| \scrH \sharp + \| (P \sharp 
\hbar )

mv\| \scrH \sharp (2.12)
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3926 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

and \scrD \sharp , - m
\hbar as its dual (note that, in the exterior of the black box, the regularity

imposed in the definition of \scrD \sharp ,m
\hbar is that of periodic functions on the torus with

2m derivatives in L2). We define also the partial norms, for m > 0, \| v\| \scrD \sharp ,m
\hbar (B) :=

\| v\| \scrH \sharp (B) + \| (P \sharp 
\hbar )

mv\| \scrH \sharp (B), where B =Br or B =Bc
r with R0 \leq r \leq R\sharp . In addition,

we let

\scrD \sharp ,\infty 
\hbar :=

\bigcap 
m\geq 0

\scrD \sharp ,m
\hbar ,(2.13)

so that v \in \scrD \sharp ,\infty 
\hbar if and only if (P \sharp 

\hbar )
mv \in \scrD \sharp 

\hbar for all m\in \BbbZ +.
The following theorem is proved in [18, pp. 23--24]; see also [60, Theorem VIII.5].

Theorem 2.6. The Borel functional calculus enjoys the following properties.
1. f \rightarrow f(P \sharp 

\hbar ) is a  \star -algebra homomorphism.

2. for z /\in \BbbR , if rz(w) := (w - z) - 1, then rz(P
\sharp ) = (P \sharp 

\hbar  - z) - 1.

3. If f is bounded, f(P \sharp 
\hbar ) is a bounded operator for all \hbar with \| f(P \sharp 

\hbar )\| \scrL (\scrH \sharp ) \leq 
sup\lambda \in \BbbR | f(\lambda )| .

4. If f has disjoint support from SpP \sharp 
\hbar , then f(P

\sharp 
\hbar ) = 0.

In describing the structure of the operators produced by the functional calculus,
at least for well-behaved functions f, it is useful to recall the Helffer--Sj\"ostrand con-
struction of the functional calculus [36], [18, section 2.2] (which can also be used to
prove the spectral theorem to begin with; see [17]).

We say that f \in \scrA if f \in C\infty (\BbbR ) and there exists \beta < 0 such that, for all r > 0,
there exists Cr > 0 such that | f (r)(x)| \leq Cr(1 + | x| 2)(\beta  - r)/2.

Let \tau \in C\infty (\BbbR ) be such that \tau (s) = 1 for | s| \leq 1 and \tau (s) = 0 for | s| \geq 2. Finally,
let n\geq 1. We define an n-almost-analytic extension of f , denoted by \widetilde f , by

\widetilde f(z) :=\Biggl( n\sum 
m=0

1

m!

\bigl( 
\partial mf(Rez)

\bigr) 
(i Imz)m

\Biggr) 
\tau 

\biggl( 
Imz

\langle Rez\rangle 

\biggr) 
,

where \langle \cdot \rangle := (1 + | \cdot | 2)1/2 (observe that \widetilde f(z) = f(z) if z is real). For f \in \scrA , we define

f(P \sharp 
\hbar ) := - 1

\pi 

\int 
\BbbC 

\partial \widetilde f
\partial \=z

(P \sharp 
\hbar  - z) - 1 dxdy,(2.14)

where dxdy is the Lebesgue measure on \BbbC . The integral on the right-hand side of
(2.14) converges; see, e.g., [17, Lemma 1], [18, Lemma 2.2.1]. This definition can be
shown to be independent of the choices of n and \tau and to agree with the operators
defined by the Borel functional calculus for f \in \scrA ; see [17, Theorems 2--5], [18, Lemmas
2.2.4--2.2.7].

When P is a self-adjoint elliptic semiclassical differential operator on a compact
manifold, the Helffer--Sj\"ostrand construction can be used to show that f(P ) is a
pseudodifferential operator [36]. Here, in the presence of a black box, it can instead
be used to show that, modulo residual errors, f(P \sharp 

\hbar ) agrees with f(Q\hbar ) on the region
of the torus outside the black box, with the latter being a pseudodifferential operator.
Furthermore, the operator wavefront set of f(Q\hbar ) can be seen to be included in
q - 1
\hbar (suppf). We now state these results, obtained originally in [65].

We say that E\infty \in \scrL (\scrH \sharp ) is O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
if, for any N > 0 and any m> 0,

there exists CN,m > 0 such that

\| E\infty \| \scrD \sharp , - m
\hbar \rightarrow \scrD \sharp ,m

\hbar 
\leq CN,m\hbar N(2.15)
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3927

(compare to (A.4) below). Operators in the functional calculus are pseudolocal in the
following sense.

Lemma 2.7. Suppose f \in \scrA is independent of \hbar , and \psi 1,\psi 2 \in C\infty (\BbbT d
R\sharp 

) are
constant near BR0

. If \psi 1 and \psi 2 have disjoint supports, then

\psi 1f(P
\sharp 
\hbar )\psi 2 =O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.(2.16)

Proof. In the usual case of a smooth manifold with boundary, this result follows
from the fact that f(P \sharp 

\hbar ) is a pseudodifferential operator, and hence pseudolocal. Here,
it follows from combining the corresponding result about the resolvent [65, Lemma
4.1] (i.e., (2.16) with f(w) := (w - z) - 1)) with (2.14) and then integrating (as discussed
in a slightly different context in [65, paragraph after proof of Lemma 4.2]).

Furthermore, we can show from [65, section 4] that, modulo a negligible term,
away from the black box the functional calculus is given by the semiclassical pseudo-
differential calculus in the following sense. The following lemma uses the notion of
semiclassical pseudodifferential operators on \BbbT d

R\sharp 
(including the concept of the oper-

ator wavefront set WF\hbar ), recapped in Appendix A.

Lemma 2.8. Suppose f \in C\infty 
comp(\BbbR ) is independent of \hbar . If \chi \in C\infty (\BbbT d

R\sharp 
) is equal

to zero near BR0
, then

\chi f(P \sharp 
\hbar )\chi = \chi f(Q\hbar )\chi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.(2.17)

Furthermore, f(Q\hbar )\in \Psi  - \infty 
\hbar (\BbbT d

R\sharp 
) with

\sigma \hbar (f(Q\hbar )) = f(q\hbar )(2.18)

and

WF\hbar f(Q\hbar )\subset q - 1
\hbar (suppf).(2.19)

If, instead, f \in C\infty (\BbbR ) is identically equal to 1 near +\infty , then f(Q\hbar ) \in \Psi 0
\hbar (\BbbT d

R\sharp 
) and

(2.17), (2.18), (2.19) continue to hold.

Here we are adopting the convention that if \rho 0 = (x0, \zeta 0) \in T
\ast \BbbT d

R\sharp 
lies at fiber-

infinity (see the section ``Phase space"" in Appendix A), then the notion of support is
to be interpreted in the generalized sense q\hbar (\rho 0) = +\infty and this is in suppf if f = 1
near +\infty .

Proof. First, assume f has compact support. By [65, Lemma 4.2 and subsequent
two paragraphs],

\chi f(P \sharp 
\hbar )\chi = \chi f(Q\hbar )\chi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.

The results of Helffer and Robert [35] (see the account in [62] and in particular Re-
marques III-14 for verification of the hypotheses on f) imply that for f compactly
supported, f(Q\hbar )\in \Psi  - \infty 

\hbar , with principal symbol f(q\hbar ).
That the analogous statements hold for f = 1 near +\infty instead simply follows

by noting that for such a function f , g(s) = 1  - f(s) is zero for s > C for some C.
Then f(Q\hbar ) = I  - g(Q\hbar ); since Q\hbar is bounded below, we may assume without loss of
generality that g is compactly supported. Thus the previous results show that (2.17),
(2.18) hold for g(Q\hbar ), which is in \Psi  - \infty 

\hbar .We thus obtain (2.17), (2.18) for f(Q\hbar ), which
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3928 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

lies in \Psi 0
\hbar with symbol f(q\hbar ), hence we have established (2.17), (2.18) under either of

our hypotheses on f.
It remains to show that WF\hbar f(Q\hbar ) \subset q - 1

\hbar (suppf). To this end, pick any \rho 0 /\in 
q - 1
\hbar (suppf); we aim to show \rho 0 /\in WF\hbar f(Q\hbar ). There exists a smooth function g on \BbbR 
with g(q\hbar (\rho 0)) = 1 and suppg \cap suppf = \emptyset . We may take g to be either compactly
supported (if \rho 0 is in T \ast \BbbT d

R\sharp 
) or equal to 1 near +\infty (if \rho 0 is at fiber-infinity). Then

by part 1 of Theorem 2.6

f(Q\hbar )g(Q\hbar ) = g(Q\hbar )f(Q\hbar ) = 0(2.20)

(the Borel calculus is a homomorphism). Since \sigma \hbar (g(Q\hbar )) = 1 by (2.18), g(Q\hbar ) is
elliptic at \rho 0.

Now pick b\in C\infty (T
\ast \BbbT d

R\sharp 
) equal to 1 in a small neighborhood of \rho 0 and supported

on the elliptic set of g(Q\hbar ). Thus, writing B =Op
\BbbT d
R\sharp 

\hbar (b), \rho 0 /\in WF\hbar (I - B), and WF\hbar B
lies in the elliptic set of g(Q\hbar ). Then by Theorem A.2, we may factor

B =Zg(Q\hbar ) +R

with Z \in \Psi 0
\hbar and \rho 0 /\in WF\hbar R (by (A.7)). Now write

f(Q\hbar ) =Bf(Q\hbar ) + (I  - B)f(Q\hbar )

=Zg(Q\hbar )f(Q\hbar ) +Rf(Q\hbar ) + (I  - B)f(Q\hbar ).

The first term on the right-hand side is zero by (2.20). The point \rho 0 is not in the
semiclassical operator wavefront set of the second term or third term since it is not
in WF\hbar R or WF\hbar (I  - B) (see (A.9)). Hence by (A.8), \rho 0 /\in WF\hbar f(Q\hbar ), as desired.

3. Proof of Theorem A (the main result in the black-box framework).
The decomposition (1.35) is defined in section 3.1 (and illustrated schematically in
Figures 3.1 and 3.3). The estimates (1.36) and (1.38)--(1.42) are proved in sections 3.2
and 3.3, respectively.

3.1. The decomposition. Let \varphi \in C\infty 
comp(\BbbR d) be equal to one in BR and sup-

ported in BR\sharp 
. For v \in \scrH , we define

M\varphi v :=\varphi v,

where the multiplication is in the sense of (2.7). Let u\in \scrD out be a solution to

(P\hbar  - 1)u= g,

and let

w :=M\varphi u.

We view w as an element of \scrH \sharp and work in the torus \BbbT d
R\sharp 

.
We now define our frequency cut-offs. By (2.1), there exists \widetilde \mu > 1 and cell > 0

such that

| \xi | \geq \widetilde \mu implies that \langle \xi \rangle  - 2(q\hbar (x, \xi ) - 1)\geq cell > 0.

Therefore, by (2.6), there exists \mu > 1 such that

q\hbar (x, \xi )\geq \mu implies that \langle \xi \rangle  - 2(q\hbar (x, \xi ) - 1)\geq cell > 0.(3.1)
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3929

u

w := ϕu

considered as an element

of the reference torus

uLow

low-frequency part

uHigh

high-frequency part

u∞A

analytic away from BR0

uR0

A

regular near BR0

uε

not regular but small

uA uH2

ϕ ∈ C∞
comp

ΠLow ΠHigh

Fig. 3.1. Splitting of the Helmholtz solution.

We increase \mu further, if necessary, so that\bigl\{ 
(x, \xi ) : | q\hbar (x, \xi )| \geq \mu 

\bigr\} 
=
\bigl\{ 
(x, \xi ) : q\hbar (x, \xi )\geq \mu 

\bigr\} 
(3.2)

(note that the conditions imposed on q\hbar (x, \xi ) in section 2.1 allow it to be < 0 for some
(x, \xi )).

Let \psi \in C\infty 
comp(\BbbR ) be such that

\psi =

\Biggl\{ 
1 in B(0,1),

0 in (B(0,2))c.
(3.3)

We now fix 1\leq \mu \prime \leq \mu /2 and define

\psi \mu (\cdot ) :=\psi 

\biggl( 
\cdot 
\mu 

\biggr) 
, \psi \mu \prime (\cdot ) :=\psi 

\biggl( 
\cdot 
\mu \prime 

\biggr) 
.(3.4)

These definitions imply that

(1 - \psi \mu \prime )(1 - \psi \mu ) = (1 - \psi \mu )(3.5)

(since 2\mu \prime \leq \mu ) and

1 /\in supp(1 - \psi \mu \prime )(3.6)

(since \mu \prime \geq 1). Let

\Lambda := 5\mu (3.7)

(note that, by (3.1), both \mu and \Lambda only depend on q\hbar ), and observe that
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3930 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

supp\psi \mu \subset [ - \Lambda ,\Lambda ].(3.8)

We define, by the Borel functional calculus for P \sharp 
\hbar (Theorem 2.6), in \scrL (\scrH \sharp )

\Pi Low :=\psi \mu (P
\sharp 
\hbar ),(3.9)

and additionally

\Pi High := (1 - \psi \mu )(P
\sharp 
\hbar ) = I  - \Pi Low and \Pi \prime 

High := (1 - \psi \mu \prime )(P \sharp 
\hbar ).

By (3.5) and the fact the Borel functional calculus is an algebra homomorphism (part
1 of Theorem 2.6),

\Pi \prime 
High\Pi High =\Pi High.(3.10)

By part 3 of Theorem 2.6, the operators \Pi Low,\Pi High, and \Pi \prime 
High are bounded on \scrH \sharp ,

with

\| \Pi Low\| \scrL (\scrH \sharp ), \| \Pi High\| \scrL (\scrH \sharp ), \| \Pi \prime 
High\| \scrL (\scrH \sharp ) \leq 1,(3.11)

and they commute with P \sharp 
\hbar by part 1 of Theorem 2.6.

Since u \in \scrD loc (defined by (2.4)), the definition of \scrD \sharp (2.4), (BB2), and the fact
that \varphi is compactly supported imply that w \in \scrD \sharp . By the definition of \psi \mu (3.4), (2.11),

and the fact that SpP \sharp 
\hbar is discrete, \Pi Loww projects nontrivially only on a finite number

of eigenspaces of P \sharp 
\hbar , and thus \Pi Loww \in \scrD \sharp ,\infty 

\hbar . Therefore \Pi Highw = w - \Pi Loww \in \scrD \sharp .
We now define

uHigh := \Pi Highw \in \scrD \sharp , uLow := \Pi Loww \in \scrD \sharp ,\infty 
\hbar .(3.12)

We show in section 3.3 below that we can split uLow as

uLow = u\scrA + u\epsilon ,(3.13)

where u\scrA \in \scrD \sharp ,\infty 
\hbar satisfies (1.37)--(1.41) (or (1.42) if \rho = 1) and that uHigh and u\epsilon 

satisfy

\| uHigh\| \scrH \sharp +
\bigm\| \bigm\| P \sharp 

\hbar uHigh

\bigm\| \bigm\| 
\scrH \sharp \lesssim \| g\| \scrH (3.14)

and

\| u\epsilon \| \scrH \sharp +
\bigm\| \bigm\| P \sharp 

\hbar u\epsilon 
\bigm\| \bigm\| 
\scrH \sharp \lesssim \| g\| \scrH (3.15)

with additionally u\epsilon \in \scrD \sharp ,\infty 
\hbar (the subscript \epsilon indicates that u\epsilon is ``small"" in a sense

made precise below). We then define

uH2 := uHigh + u\epsilon \in \scrD \sharp ,

so that the decomposition (1.35), (1.36), and (1.37)--(1.41) (or (1.42) if \rho = 1) holds.
Our splitting strategy is summed up in Figure 3.1, with an overview of the splitting
of the low-frequency component uLow in Figure 3.3.

In section 3.2 we prove the estimate (3.14) for uHigh. In section 3.3 we prove that
the decomposition (3.13) holds, with u\scrA satisfying (1.37)--(1.41) (or (1.42) if \rho = 1)
and u\epsilon satisfying (3.15). We highlight that all the arguments from now on consider
\hbar \in \frakH .
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3931

3.2. Proof of the bound (3.14) on \bfitu High (the high-frequency compo-
nent). We proceed in three steps. We first use the abstract information we have
about P \sharp 

\hbar to bound \Pi Highw by \| g\| \scrH modulo a commutator term living away from the
black box BR0

. We then use Lemmas 2.7 and 2.8 to show that this commutator is
given, up to negligible terms, by the semiclassical pseudodifferential calculus on the
torus \BbbT d

R\sharp 
. Finally, we work in the torus and use the semiclassical elliptic-parametrix

construction (Theorem A.2) to estimate this commutator, seen as a semiclassical
pseudodifferential operator on \BbbT d

R\sharp 
.

Step 1: An abstract estimate in \bfscrH \sharp . Since \Pi High commutes with P \sharp 
\hbar ,

(P \sharp 
\hbar  - I)(\Pi Highw) =\Pi High(P

\sharp 
\hbar  - I)(w)

=\Pi High(P\hbar  - I)(w)

=\Pi High\varphi g+\Pi High[P\hbar ,M\varphi ]u=\Pi High\varphi g+\Pi High[P
\sharp 
\hbar ,M\varphi ]u,(3.16)

where we used the fact that we can replace P \sharp 
\hbar by P\hbar (and vice versa) on supp\varphi \subset BR0

by (BB2) and (2.5). For \lambda \in \BbbR , let

f(\lambda ) := (\lambda  - 1) - 1(1 - \psi \mu \prime )(\lambda ),

where f \in C0(\BbbR ) (defined by (1.30)) by (3.6). Using (3.10), the fact that the Borel
calculus in an algebra homomorphism (part 1 of Theorem 2.6), and finally (3.16), we
get

\Pi Highw=\Pi \prime 
High\Pi Highw= f(P \sharp 

\hbar )(P
\sharp 
\hbar  - I)\Pi Highw= f(P \sharp 

\hbar )
\bigl( 
\Pi High\varphi g+\Pi High[P

\sharp 
\hbar ,M\varphi ]u

\bigr) 
.

(3.17)

Since f \in C0(\BbbR ), f(P \sharp 
\hbar ) is uniformly bounded from \scrH \sharp \rightarrow \scrH \sharp by part 3 of Theorem 2.6.

Combining this fact with (3.17), we obtain

\| \Pi Highw\| \scrH \sharp \lesssim \| \Pi High\varphi g\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| \Pi High[P

\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| \bigm\| 
\scrH \sharp 
.

Writing P \sharp 
\hbar \Pi Highw=\Pi Highw+ (P \sharp 

\hbar  - I)\Pi Highw and using (3.16) again, we obtain

\| \Pi Highw\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| P \sharp 

\hbar \Pi Highw
\bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\lesssim \| \Pi High\varphi g\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| \Pi High[P

\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| \bigm\| 
\scrH \sharp 
.

Hence, by (3.11)

\| \Pi Highw\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| P \sharp 

\hbar \Pi Highw
\bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\lesssim \| \varphi g\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| \Pi High[P

\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\lesssim \| g\| \scrH +
\bigm\| \bigm\| \bigm\| \Pi High[P

\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| \bigm\| 
\scrH \sharp 
.(3.18)

Step 2: Viewing \Pi High[\bfitP 
\sharp 
\hbar ,\bfitM \bfitvarphi ] as a semiclassical pseudodifferential

operator on \BbbT \bfitd 
\bfitR \sharp 

. To prove (3.14) from (3.18), it therefore remains to bound the

commutator term \Pi High[P
\sharp 
\hbar ,M\varphi ]u. Since [P \sharp 

\hbar ,M\varphi ] lives away from \scrH R0 , we consider
the high-frequency cut-off in terms of the semiclassical pseudodifferential calculus
thanks to Lemma 2.8.

Since \varphi is compactly supported in BR\sharp 
and equal to one near BR0

, in \scrH \sharp we can

write [P \sharp 
\hbar ,M\varphi ] as (using the notation in section 2.1)

[P \sharp 
\hbar ,M\varphi ] = (0, [Q\hbar ,\varphi ]) = (0, \phi [Q\hbar ,\varphi ]\phi ) = (0, [Q\hbar ,\varphi ]\phi ),(3.19)
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3932 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

where \phi \in C\infty 
comp(\BbbR d) is supported in BR\sharp 

, equal to zero near BR0 , and such that

\phi = 1 near supp\nabla \varphi .(3.20)

Let \chi \in C\infty 
c (\BbbR d) be supported in BR\sharp 

, equal to zero near BR0 , and equal to one
near supp\phi . Using (3.19) and Lemma 2.7 (i.e., the pseudolocality of the functional
calculus) with \psi 1 = 1 - \chi and \psi 2 = \chi \phi = \phi , we obtain that

\Pi High[P
\sharp 
\hbar ,M\varphi ] = \chi \Pi High\chi \phi [P

\sharp 
\hbar ,M\varphi ]\phi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

= \chi \Pi High\chi [P
\sharp 
\hbar ,M\varphi ]\phi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

,(3.21)

where we used the last equality in (3.19) to obtain the second line. By Lemma 2.8
with f(P \sharp 

\hbar ) =\psi \mu (P
\sharp 
\hbar ) =\Pi Low, \Pi 

\Psi 
Low :=\psi \mu (Q\hbar )\in \Psi  - \infty 

\hbar (\BbbT d
R\sharp 

) is such that

\chi \Pi Low\chi = \chi \Pi \Psi 
Low\chi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.

Hence, taking \Pi \Psi 
High := I  - \Pi \Psi 

Low = (1 - \psi \mu )(Q\hbar )\in \Psi 0
\hbar (\BbbT d

R\sharp 
),

\chi \Pi High\chi = \chi \Pi \Psi 
High\chi +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

;(3.22)

in other words, modulo negligible terms, \chi \Pi High\chi is a high-frequency cut-off defined
from the semiclassical pseudodifferential calculus. We here emphasize that, since \chi is
supported in BR\sharp 

and vanishes near BR0
, \chi \Pi \Psi 

High\chi can be seen as an element of both

\scrL (\scrH \sharp ) and \Psi 0
\hbar (\BbbT d

R\sharp 
).

Lemma 3.1. With \Pi \Psi 
Low :=\psi \mu (Q\hbar ) and \Pi \Psi 

High := (1 - \psi \mu )(Q\hbar ),

WF\hbar \Pi 
\Psi 
Low \subset q - 1

\hbar 
\bigl( 
supp \psi \mu 

\bigr) 
= \{ | q\hbar | \leq 2\mu \} (3.23)

and

WF\hbar \Pi 
\Psi 
High \subset q - 1

\hbar 
\bigl( 
supp(1 - \psi \mu )

\bigr) 
= \{ | q\hbar | \geq \mu \} .(3.24)

Proof. This follows from (2.19) (in Lemma 2.8), first with f =\psi \mu , and then with
f = 1 - \psi \mu .

By (3.21) and (3.22), for any N and any m,\bigm\| \bigm\| \Pi High[P
\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| 
\scrH \sharp \leq 

\bigm\| \bigm\| \chi \Pi \Psi 
High\chi [P

\sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrH \sharp +CN,m\hbar N

\bigm\| \bigm\| [P \sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrD \sharp , - m

\hbar 

+C \prime 
N\hbar N

\bigm\| \bigm\| \widetilde \phi u\bigm\| \bigm\| \scrH \sharp 

with \widetilde \phi compactly supported in BR\sharp 
\setminus BR0 and equal to one on supp\phi . Taking m= 1,

then N =M + 1, and using the resolvent estimate (1.31) we get\bigm\| \bigm\| \Pi High[P
\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| 
\scrH \sharp \leq 

\bigm\| \bigm\| \chi \Pi \Psi 
High\chi [P

\sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrH \sharp +C \prime \prime 

M+1\hbar M+1
\bigm\| \bigm\| \widetilde \phi u\bigm\| \bigm\| \scrH \sharp 

=
\bigm\| \bigm\| \chi \Pi \Psi 

High\chi [P
\sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrH \sharp +C \prime \prime 

M+1\hbar M+1
\bigm\| \bigm\| \widetilde \phi u\bigm\| \bigm\| \scrH 

\lesssim 
\bigm\| \bigm\| \chi \Pi \Psi 

High\chi [P
\sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrH \sharp +

\bigm\| \bigm\| g\bigm\| \bigm\| \scrH .(3.25)

Finally, by the definition of P \sharp 
\hbar (2.5) and the fact that \phi equals zero near BR0 ,\bigm\| \bigm\| \chi \Pi \Psi 

High\chi [P
\sharp 
\hbar ,M\varphi ]\phi u

\bigm\| \bigm\| 
\scrH \sharp =

\bigm\| \bigm\| \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u

\bigm\| \bigm\| 
L2(\BbbT d

R\sharp 
)
,

hence by (3.25),\bigm\| \bigm\| \Pi High[P
\sharp 
\hbar ,M\varphi ]u

\bigm\| \bigm\| 
\scrH \sharp \lesssim 

\bigm\| \bigm\| \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u

\bigm\| \bigm\| 
L2(\BbbT d

R\sharp 
)
+ \| g\| \scrH .(3.26)
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3933

Step 3: A semiclassical elliptic estimate in \BbbT \bfitd 
\bfitR \sharp 

. Combining (3.18) and

(3.26), we see that to prove (1.36) we only need to bound \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u in

L2(\BbbT d
R\sharp 

). To do this, we use the semiclassical elliptic parametrix construction given
by Theorem A.2.

Lemma 3.2. The operator Q\hbar  - I is semiclassically elliptic on the semiclassical
wavefront set of \hbar  - 1\chi \Pi \Psi 

High\chi [Q\hbar  - I,\varphi ].

Proof. By (A.9), (A.11), (3.24), and (3.2),

WF\hbar (\hbar  - 1\chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ])\subset WF\hbar \Pi 

\Psi 
High \subset q - 1

\hbar 
\bigl( 
supp(1 - \psi \mu )

\bigr) 
\subset \{ q\hbar \geq \mu \} .

But, on \{ q\hbar \geq \mu \} , by definition of \mu (3.1),

\langle \xi \rangle  - 2(q\hbar (x, \xi ) - 1)\geq cell > 0,

and the proof is complete.

Since \hbar  - 1\chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\in \Psi 1

\hbar (\BbbT d
R\sharp 

) by Theorem A.1, we can therefore apply

the elliptic parametrix construction given by Theorem A.2 with A= \hbar  - 1\chi \Pi \Psi 
High\chi [Q\hbar  - 

I,\varphi ], B = Q\hbar  - I, and \ell = 1, m = 2. Hence, there exists S \in \Psi  - 1
\hbar (\BbbT d

R\sharp 
) and R =

O(\hbar \infty )\Psi  - \infty 
\hbar 

with

WF\hbar S \subset WF\hbar 
\bigl( 
\hbar  - 1\Pi \Psi 

High[Q\hbar  - I,\varphi ]
\bigr) 

(3.27)

and such that

\chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ] = \hbar S(Q\hbar  - I) +R.

We apply both sides of this identity to \phi u and then use (BB2) and the fact that \phi is
equal to zero near BR0

and supported in BR\sharp 
; the result is that

\chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u= \hbar S(Q\hbar  - I)\phi u+R\phi u

= \hbar S\phi (Q\hbar  - I)u+ \hbar S[Q\hbar  - I,\phi ]u+R\phi u

= \hbar S\phi (P\hbar  - I)u+ \hbar S[Q\hbar  - I,\phi ]u+R\phi u.(3.28)

The following lemma combined with (A.10) shows that

S[Q\hbar  - I,\phi ] =O(\hbar \infty )\Psi  - \infty 
\hbar 

.(3.29)

Lemma 3.3.

WF\hbar S \cap WF\hbar [Q\hbar  - I,\phi ] = \emptyset .

Proof. By (3.27) and the definition of Q\hbar (2.2),

WF\hbar S \subset WF\hbar [Q\hbar  - I,\varphi ]\subset (supp\nabla \varphi )\times \BbbR d.

Similarly,

WF\hbar [Q\hbar  - I,\phi ]\subset (supp\nabla \phi )\times \BbbR d.

Now, by (3.20), supp\nabla \varphi and supp\nabla \phi are disjoint, and the result follows.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

09
/2

1/
23

 to
 1

95
.2

20
.5

8.
25

4 
. R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.s

ia
m

.o
rg

/te
rm

s-
pr

iv
ac

y



3934 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Therefore, by (3.28), (3.29), and the definition of O(\hbar \infty )\Psi  - \infty 
\hbar 

(A.4), for any N ,

there exists CN ,C
\prime 
N > 0 such that

\| \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u\| L2(\BbbT d

R\sharp 
)

\leq \hbar \| S\phi (P\hbar  - I)u\| L2(\BbbT d
R\sharp 

) +CN\hbar N\| \widetilde \phi u\| L2(\BbbT d
R\sharp 

) +C \prime 
N\hbar N\| \phi u\| L2(\BbbT d

R\sharp 
)

= \hbar \| S\phi (P\hbar  - I)u\| L2(\BbbT d
R\sharp 

) +CN\hbar N\| \widetilde \phi u\| \scrH +C \prime 
N\hbar N\| \phi u\| \scrH ,

where \widetilde \phi is compactly supported in BR\sharp 
\setminus BR0

and equal to one on supp\phi . Taking
N :=M + 1 and using the resolvent estimate (1.31), we then obtain that

\| \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u\| L2(\BbbT d

R\sharp 
) \lesssim \hbar \| S\phi (P\hbar  - I)u\| L2(\BbbT d

R\sharp 
) + \hbar \| g\| \scrH 

\lesssim \hbar \| \phi (P\hbar  - I)u\| L2(\BbbT d
R\sharp 

) + \hbar \| g\| \scrH ,(3.30)

where we used in the second line the fact that S \in \Psi  - 1(\BbbT d
R\sharp 

)\subset \Psi 0(\BbbT d
R\sharp 

) together with
part (iii) of Theorem A.1. Now, since \phi is equal to zero near BR0

and supported in
BR\sharp 

, we get

\| \phi (P\hbar  - I)u\| L2(\BbbT d
R\sharp 

) = \| \phi (P\hbar  - I)u\| \scrH = \| \phi g\| \scrH \leq \| g\| \scrH .

Thus, (3.30) implies that

\| \chi \Pi \Psi 
High\chi [Q\hbar  - I,\varphi ]\phi u\| L2(\BbbT d

R\sharp 
) \lesssim \hbar \| g\| \scrH .

Combining this last estimate with (3.18) and (3.26) we conclude that

\| \Pi Highw\| \scrH \sharp +
\bigm\| \bigm\| \bigm\| P \sharp 

\hbar \Pi Highw
\bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\lesssim \| g\| \scrH ;

hence (3.14) holds.

3.3. Decomposition (3.13) of \bfitu Low, and proof of the bounds (1.38)--
(1.42) and (3.15) (the low-frequency component). By Assumption 2 in Theo-
rem A, there exists E\infty =O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

with

\scrE (P \sharp 
\hbar ) =E +E\infty ,(3.31)

and the low-frequency estimate (1.33) holds. By (3.8) (a consequence of the defini-
tion of the constant \Lambda (3.7)), \scrE is nowhere zero on the support of \psi \mu ; therefore the
function \psi \mu /\scrE is well-defined and in C0(\BbbR ). The definition of \Pi Low (3.9) and part 1
of Theorem 2.6 imply that

\Pi Low =\psi \mu (P
\sharp 
\hbar ) = \scrE (P \sharp 

\hbar )

\biggl( 
1

\scrE 
\psi \mu 

\biggr) 
(P \sharp 

\hbar ) =E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
+E\infty \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
.

(3.32)

Then, by part 3 of Theorem 2.6 and the fact that E\infty =O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
,

E\infty \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
=O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.(3.33)
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3935

3.3.1. The decomposition (3.13) of \bfitu Low when \bfitrho = 1. We first assume that
\rho = 1 and we show the decomposition (3.13), together with the bound (1.42) on u\scrA 
and the bound (3.15) on u\epsilon . In this case, we let

u\scrA :=E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
w and u\epsilon :=E\infty \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
w,

so that (3.13) holds by (3.31) and (3.9). Moreover, since both u\scrA and u\epsilon involve
compactly supported functions of P \sharp 

\hbar , by the reasoning immediately above (3.12),

both u\scrA and u\epsilon are in \scrD \sharp ,\infty 
\hbar . Then, using (in this order) the low-frequency estimate

(1.33), part 3 of Theorem 2.6, and finally the resolvent estimate (1.31), we get

\| D(\alpha )u\scrA \| \scrH \sharp =

\bigm\| \bigm\| \bigm\| \bigm\| D(\alpha )E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\leq C\scrE (\alpha ,\hbar )
\bigm\| \bigm\| \bigm\| \bigm\| \biggl[ 1\scrE \psi \mu 

\biggr] 
(P \sharp 

\hbar )w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\leq C\scrE (\alpha ,\hbar ) sup
\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \| w\| \scrH \sharp =C\scrE (\alpha ,\hbar ) sup
\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \| w\| \scrH 
\lesssim C\scrE (\alpha ,\hbar ) sup

\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \hbar  - M - 1\| g\| \scrH ;

thus (1.42) holds. In addition, the bound (3.15) on u\epsilon follows from (3.33) together
with the resolvent estimate (1.31).

3.3.2. The decomposition (3.13) of \bfitu Low when \bfitrho \not = 1. We now tackle the
general case (i.e., \rho \not = 1). Given R0 and \widetilde R, let R

\mathrm{I}
,R

\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{V}
be such that R0 <

R
\mathrm{I}
< R

\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{V}
< \widetilde R and \rho = 1 near BR

\mathrm{I}\mathrm{V}
. In addition, let \rho 1 \in C\infty (\BbbT d

R\sharp 
) be

equal to one near BR0
and such that supp(1 - \rho 1)\subset (BR

\mathrm{I}\mathrm{I}
)c and supp\rho 1 \Subset BR

\mathrm{I}\mathrm{I}\mathrm{I}
(see

Figure 3.2).
Using the decomposition (3.32) of \Pi Low, we decompose uLow =\Pi Loww as

uLow =\Pi Low\rho 1w+\Pi Low(1 - \rho 1)w

=E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w+E\infty \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w+\Pi Low(1 - \rho 1)w,(3.34)

and we define

uR0

\scrA :=E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w and u\infty Low := \Pi Low(1 - \rho 1)w.(3.35)

Since uR0

\scrA involves a compactly supported function of P \sharp 
\hbar , u

R0

\scrA \in \scrD \sharp ,\infty 
\hbar . We decompose

u\infty Low in section 3.3.4 below as

u\infty Low = u\infty \scrA + \widetilde u\epsilon (3.36)

with u\infty \scrA \in \scrD \sharp ,\infty 
\hbar (see (3.45) below) and then define

R0 R
I

R
II R

III
R]

γ1 ρ1γ2 ρ2

Fig. 3.2. The cut-off functions \rho 1, \rho 2, \gamma 1, \gamma 2. \rho 1 is used in section 3.3.2, \rho 2 in section 3.3.3,
and \gamma 1 and \gamma 2 in section 3.3.4.
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3936 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

uLow := ΠLoww

ΠLowρ1w

= E(P ]~) ◦
([

1

E
ψµ

]
(P ]~)

)
ρ1w

u∞Low := ΠLow(1− ρ1)w

E∞ ◦
([

1

E
ψµ

]
(P ]~)

)
ρ1w

small part

uR0

A := E ◦
([

1

E
ψµ

]
(P ]~)

)
ρ1w

regular near BR0 thanks

to the low-frequency estimate,

small away from BR0

ũε

small part

u∞A

part given by

a Fourier multiplier

on the torus Td,

entire away from BR0 ,

small near BR0

uε

part near BR0
part away from BR0

Fig. 3.3. The splitting of uLow.

u\scrA := uR0

\scrA + u\infty \scrA \in \scrD \sharp ,\infty 
\hbar and u\epsilon := \widetilde u\epsilon +E\infty \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w(3.37)

(with the first definition implying (1.37)). These definitions imply that uLow = u\scrA +u\epsilon ,
i.e., that (3.13) holds. To complete the proof, we now need to show that the bounds
(1.38) and (1.39) on uR0

\scrA , the bounds (1.40) and (1.41) on u\infty \scrA , and the bound (3.15)
on u\epsilon all hold. This decomposition of uLow and the ideas behind it are summed up in
Figure 3.3.

3.3.3. Proof of (1.38) and (1.39) for the localized term \bfitu \bfitR \bfzero 

\bfscrA . Using (in
this order) the definition of uR0

\scrA (3.35), the fact that \rho = 1 on BR
\mathrm{I}\mathrm{V}
, the low-frequency

estimate (1.33), part 3 of Theorem 2.6, and finally the resolvent estimate (1.31), we
obtain

\| D(\alpha )uR0

\scrA \| \scrH \sharp (BR
\mathrm{I}\mathrm{V}

) =

\bigm\| \bigm\| \bigm\| \bigm\| D(\alpha )E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrH \sharp (BR

\mathrm{I}\mathrm{V}
)

\leq 
\bigm\| \bigm\| \bigm\| \bigm\| \rho D(\alpha )E \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\leq C\scrE (\alpha ,\hbar )
\bigm\| \bigm\| \bigm\| \bigm\| \biggl( \biggl[ 1\scrE \psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\leq C\scrE (\alpha ,\hbar ) sup
\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \| w\| \scrH \sharp 

=C\scrE (\alpha ,\hbar ) sup
\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \| w\| \scrH 
\lesssim C\scrE (\alpha ,\hbar ) sup

\lambda \in \BbbR 

\bigm| \bigm| \bigm| \bigm| 1

\scrE (\lambda )
\psi \mu (\lambda )

\bigm| \bigm| \bigm| \bigm| \hbar  - M - 1\| g\| \scrH ;
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3937

thus (1.38) holds, where the sup\lambda \in \BbbR becomes sup\lambda \in [ - \Lambda ,\Lambda ] because of the support
property (3.8) of \psi \mu .

Let \rho 2 \in C\infty (\BbbT d
R\sharp 

) be supported in BR
\mathrm{I}\mathrm{I}\mathrm{I}

and such that \rho 2 = 1 on supp\rho 1 (see
Figure 3.2). By (3.31), part 1 of Theorem 2.6, and the pseudolocality of the functional
calculus (Lemma 2.7),

(1 - \rho 2)E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1 = (1 - \rho 2)\scrE (P \sharp 

\hbar )

\biggl( 
1

\scrE 
\psi \mu 

\biggr) 
(P \sharp 

\hbar )\rho 1 +O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 

= (1 - \rho 2)\Pi Low\rho 1 +O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 

=O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
.(3.38)

On the other hand, since \rho 2 = 0 on Bc
R

\mathrm{I}\mathrm{I}\mathrm{I}
,

\| uR0

\scrA \| \scrD m,\sharp ((BR
\mathrm{I}\mathrm{I}\mathrm{I}

)c) =

\bigm\| \bigm\| \bigm\| \bigm\| (1 - \rho 2)E \circ 
\biggl( \biggl[ 

1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrD m,\sharp ((BR

\mathrm{I}\mathrm{I}\mathrm{I}
)c)

\leq 
\bigm\| \bigm\| \bigm\| \bigm\| (1 - \rho 2)E \circ 

\biggl( \biggl[ 
1

\scrE 
\psi \mu 

\biggr] 
(P \sharp 

\hbar )

\biggr) 
\rho 1w

\bigm\| \bigm\| \bigm\| \bigm\| 
\scrD m,\sharp 

.

Combining this with (3.38) and then using the resolvent estimate (1.31), we obtain
(1.39).

3.3.4. The term away from the black box \bfitu \infty 
Low.

Step 1: Obtaining the decomposition (3.36) and the bound (3.15) on u\epsilon . Let
\gamma 1 \in C\infty (\BbbT d

R\sharp 
) be equal to zero near BR0 and such that \gamma 1 = 1 near (BR

\mathrm{I}
)c. Since

supp(1 - \gamma 1) and supp(1 - \rho 1) are disjoint (see Figure 3.2), by the pseudolocality of
the functional calculus given by Lemma 2.7,

\Pi Low(1 - \rho 1) = \gamma 1\Pi Low(1 - \rho 1) +O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 

= \gamma 1\Pi Low\gamma 1(1 - \rho 1) +O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
.

Therefore, by Lemma 2.8,

\Pi Low(1 - \rho 1) = \gamma 1\Pi 
\Psi 
L\gamma 1(1 - \rho 1) +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

,(3.39)

where \Pi \Psi 
Low \in \Psi  - \infty 

\hbar (\BbbT d
R\sharp 

) and

WF\hbar \Pi 
\Psi 
Low \subset q - 1

\hbar (supp\psi \mu ).(3.40)

By (2.6), since \psi \mu is compactly supported, there exists \lambda > 1 such that

q - 1
\hbar (supp\psi \mu )\subset \BbbT d

R\sharp 
\times B

\biggl( 
0,
\lambda 

2

\biggr) 
.(3.41)

Now, let \widetilde \varphi \in C\infty 
comp be compactly supported inB(0, \lambda 2) and equal to one onB(0, \lambda 2/4).

By (3.41) and (3.40) together with (A.11), WF\hbar (1 - Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2)))\cap WF\hbar (\Pi 
\Psi 
Low) = \emptyset .

Therefore, by (A.10), as operators on the torus,

\Pi \Psi 
Low =Op

\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
Low +E1,(3.42)
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3938 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

where E1 =O(\hbar \infty )\Psi  - \infty 
\hbar 

. Since \gamma 1 = 0 near BR0 , by the definitions of P \sharp (2.5), \| \cdot \| \scrD \sharp ,m
\hbar 

(2.12), and \| \cdot \| H2m
\hbar (\BbbT d

R\sharp )
(A.2),

\| \gamma 1w\| \scrD \sharp ,m
\hbar 

\lesssim m \| \gamma 1w\| H2m
\hbar (\BbbT d

R\sharp )
\lesssim m \| \gamma 1w\| \scrD \sharp ,m

\hbar 
for all w \in \scrD \sharp ,m

\hbar ,(3.43)

and thus \gamma 1E1\gamma 1 = O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
. Therefore, combining this with (3.42) and

(3.39), we obtain that

\Pi Low(1 - \rho 1) = \gamma 1Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L\gamma 1(1 - \rho 1) +E2,(3.44)

where E2 =O(\hbar \infty )\scrD \sharp , - \infty 
\hbar \rightarrow \scrD \sharp ,\infty 

\hbar 
. We let

u\infty \scrA := \gamma 1Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L\gamma 1(1 - \rho 1)w and \widetilde u\epsilon :=E2w;(3.45)

observe that u\infty \scrA \in \scrD \sharp because of the presence of \gamma 1 at the start of the expression.
The decomposition (3.36) then holds by (3.44) and (3.35). The bound (3.15) on u\epsilon 
follows directly from the definition of u\epsilon (3.37), together with (3.33), the fact that
E2 =O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

, and the resolvent estimate (1.31).

Step 2: Proving that u\infty \scrA is regular in (BR
I
)c (i.e., the bound (1.40)). By the

definition of u\infty \scrA (3.45) and the fact that \gamma 1 = 1 on (BR
\mathrm{I}
)c,

\| \partial \alpha u\infty \scrA \| \scrH ((BR
\mathrm{I}
)c) =

\bigm\| \bigm\| \bigm\| \partial \alpha Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L\gamma 1(1 - \rho 1)w

\bigm\| \bigm\| \bigm\| 
\scrH ((BR

\mathrm{I}
)c)

\leq 
\bigm\| \bigm\| \bigm\| \partial \alpha Op

\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L\gamma 1(1 - \rho 1)w

\bigm\| \bigm\| \bigm\| 
L2(\BbbT d

R\sharp 
)
.(3.46)

We now bound the right-hand side of (3.46). By Lemma A.3, Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2)) is given
as a Fourier multiplier on the torus (defined by (A.12)), i.e.,

Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2)) = \widetilde \varphi ( - \hbar 2\Delta ).(3.47)

Let v \in L2(\BbbT d
R\sharp 

) be arbitrary, and let \widehat v(j) be the Fourier coefficients of v. By (A.12),

\widetilde \varphi ( - \hbar 2\Delta )v=
\sum 
j\in \BbbZ d

\widehat v(j)\widetilde \varphi (\hbar 2| j| 2\pi 2/R2
\sharp )ej ,

where the normalized eigenvectors ej are defined by (A.1). Hence, for any multi-index
\alpha ,

\partial \alpha \widetilde \varphi ( - \hbar 2\Delta )v=
\sum 
j\in \BbbZ d

\widehat v(j)\widetilde \varphi (\hbar 2| j| 2\pi 2/R2
\sharp )

\biggl( 
i\pi j

R\sharp 

\biggr) \alpha 

ej

=
\sum 

j\in \BbbZ d, | j| \leq 
\lambda R\sharp 
\hbar \pi 

\widehat v(j)\widetilde \varphi (\hbar 2| j| 2\pi 2/R2
\sharp )

\biggl( 
i\pi j

R\sharp 

\biggr) \alpha 

ej ,

since \widetilde \varphi is supported in B(0, \lambda 2). Therefore

\| \partial \alpha \widetilde \varphi ( - \hbar 2\Delta )v\| 2L2(\BbbT d
R\sharp 

) =
\sum 

j\in \BbbZ d, | j| \leq 
\lambda R\sharp 
\hbar \pi 

\bigm| \bigm| \bigm| \bigm| \widehat v(j)\widetilde \varphi (\hbar 2| j| 2\pi 2/R2
\sharp )

\biggl( 
i\pi j

R\sharp 

\biggr) \alpha \bigm| \bigm| \bigm| \bigm| 2
\leq \lambda 2| \alpha | \hbar  - 2| \alpha | 

\sum 
j\in \BbbZ d

| \widehat v(j)| 2
= \lambda 2| \alpha | \hbar  - 2| \alpha | \| v\| 2L2(\BbbT d

R\sharp 
).(3.48)
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3939

We now use (3.48) with

v := \Pi \Psi 
L\gamma 1(1 - \rho 1)w

and combine the resulting estimate with (3.46) and (3.47). Using the fact that \Pi \Psi 
L \in 

\Psi \infty (\BbbT d
R\sharp 

), \gamma 1 = 0 near BR0 , and the resolvent estimate (1.31), we get

\| \partial \alpha u\infty \scrA \| \scrH ((BR
\mathrm{I}
)c) \leq \lambda | \alpha | \hbar  - | \alpha | \| \Pi \Psi 

L\gamma 1(1 - \rho 1)w\| L2(\BbbT d
R\sharp 

)

\lesssim \lambda | \alpha | \hbar  - | \alpha | \| \gamma 1(1 - \rho 1)w\| L2(\BbbT d
R\sharp 

)

= \lambda | \alpha | \hbar  - | \alpha | \| \gamma 1(1 - \rho 1)w\| \scrH \leq \lambda | \alpha | \hbar  - | \alpha | \hbar  - M - 1\| g\| \scrH ;

hence (1.40) holds.
Step 3: Proving that u\infty \scrA is negligible in BR

II
(i.e., the bound (1.41)). It therefore

remains to show (1.41). Let \gamma 2 \in C\infty (\BbbT d
R\sharp 

) be equal to zero on BR
\mathrm{I}\mathrm{I}

and such that
\gamma 2 = 1 on supp(1 - \rho 1); see Figure 3.2. Since supp(1 - \gamma 2) and supp(1 - \rho 1) are disjoint,
using (A.9) and (A.11)

WF\hbar 

\Bigl( 
(1 - \gamma 2)Op

\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L

\Bigr) 
\cap WF\hbar (1 - \rho 1) = \emptyset .

Then, by (A.10),

(1 - \gamma 2)Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L(1 - \rho 1) =O(\hbar \infty )\Psi  - \infty 

\hbar 

as a pseudodifferential operator on the torus. Multiplying by \gamma 1 on the right and on
the left, and then using the fact that \gamma 1 = 0 on BR0

and the norm equivalence (3.43),
we find

(1 - \gamma 2)\gamma 1Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\Pi \Psi 
L\gamma 1(1 - \rho 1) =O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

(3.49)

as an element of \scrL (\scrH \sharp ). On the other hand, since \gamma 2 = 0 near BR
\mathrm{I}\mathrm{I}
,

\| u\infty \scrA \| \scrD \sharp ,m
\hbar (BR

\mathrm{I}\mathrm{I}
) = \| (1 - \gamma 2)u

\infty 
\scrA \| \scrD \sharp ,m

\hbar (BR
\mathrm{I}\mathrm{I}
).

Then (1.41) follows from combining this last equation with the definition of u\infty \scrA (3.45),
(3.49), and the resolvent estimate (1.31).

3.3.5. Showing that the decomposition is independent of \bfscrE when
\bfitE \infty = 0. When E\infty = 0, uR0

\scrA = \Pi Low\rho 1w (by (3.34)), and u\epsilon = \widetilde u\epsilon (by (3.37));
see Figure 3.3. The decomposition and associated bounds are therefore independent
of \scrE .

The proof of Theorem A is now complete.

4. Proofs of Theorems B, C, and D (i.e., the application of Theorem A
to the Dirichlet, transmission, and full-space problems). Theorem D is proved
by directly verifying the assumptions of Theorem A. Theorems B and C are proved
using the following two corollaries of Theorem A. In the first corollary (Corollary 4.1),
the low-frequency estimate (1.33) comes from a heat-flow estimate and in the second
(Corollary 4.2) from an elliptic-regularity estimate.
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3940 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Corollary 4.1. Let P\hbar be a semiclassical black-box operator on \scrH satisfying
the polynomial resolvent estimate (1.31) in \frakH \subset (0,\hbar 0]. Assume further that (i) P \sharp 

\hbar \geq 
a(\hbar ) > 0 for some a(\hbar ) > 0, and (ii) for some \alpha -family of black-box differentiation
operators (D(\alpha ))\alpha \in \frakA (Definition 2.2), there exists \rho \in C\infty (\BbbT d

R\sharp 
) equal to one near

BR0
such that, for some family of subsets I(\hbar , \alpha ) \subset [0,+\infty ), the following localized

heat-flow estimate holds:\bigm\| \bigm\| \bigm\| \rho D(\alpha )e - tP \sharp 
\hbar 

\bigm\| \bigm\| \bigm\| 
\scrH \sharp \rightarrow \scrH \sharp 

\leq C(\alpha , t,\hbar ) for all \alpha \in \frakA , t\in I(\hbar , \alpha ), \hbar \in \frakH .(4.1)

Then, if R> 0 is such that R0 <R<R\sharp , g \in \scrH is compactly supported in BR, and

u\in \scrD out satisfies (1.34), there exist u\scrA \in \scrD \sharp ,\infty 
\hbar and uH2 \in \scrD \sharp such that u decomposes

as (1.35). Furthermore, uH2 satisfies (1.36) and there exists R
\mathrm{I}
,R

\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{I}\mathrm{I}
,R

\mathrm{I}\mathrm{V}
, and R\sharp ,

with R0 < R
\mathrm{I}
< R

\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{I}\mathrm{I}
< R

\mathrm{I}\mathrm{V}
< R\sharp , such that u\scrA decomposes as u\scrA = uR0

\scrA + u\infty \scrA 
with, for some \Lambda > 0 and \lambda > 1,

\| D(\alpha )uR0

\scrA \| \scrH \sharp (BR
\mathrm{I}\mathrm{V}

) \lesssim inf
t\in I(\hbar ,\alpha )

C(\alpha ,\hbar , t)e\Lambda t \hbar  - M - 1\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA ,

(4.2)

\| \partial \alpha u\infty \scrA \| \scrH \sharp ((BR
\mathrm{I}
)c) \lesssim \lambda | \alpha | \hbar  - | \alpha |  - M - 1\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA ,(4.3)

and for any N,m> 0 there exists CN,m > 0 such that

\| u\infty \scrA \| \scrD \sharp ,m
\hbar (BR

\mathrm{I}\mathrm{I}
) + \| uR0

\scrA \| \scrD \sharp ,m
\hbar ((BR

\mathrm{I}\mathrm{I}\mathrm{I}
)c) \leq CN,m\hbar N\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA .

(4.4)

In addition, if \rho = 1, the decomposition (1.35) can be constructed in such a way that
instead of (4.2)--(4.4), u\scrA satisfies the global regularity estimate

\| D(\alpha )u\scrA \| \scrH \sharp \lesssim inf
t\in I(\hbar ,\alpha )

C(\alpha ,\hbar , t)e\Lambda t \hbar  - M - 1\| g\| \scrH for all \hbar \in \frakH and \alpha \in \frakA .(4.5)

Finally, the omitted constants in (4.2), (4.3), and (4.5) are independent of \hbar and \alpha .

Proof. For \alpha \in \frakA and \hbar \in \frakH , let t\in I(\hbar , \alpha ), and \scrE t(\lambda ) := e - t| \lambda | . Since P \sharp 
\hbar \geq a(\hbar )>

0, SpP \sharp 
\hbar \subset [a(\hbar ),\infty ). Therefore, by parts 4 and 3 of Theorem 2.6, e - tP \sharp 

\hbar = \scrE t(P \sharp 
\hbar ).

Such an \scrE t is in C0(\BbbR ), never vanishes, and satisfies (1.33) with Et := \scrE t(P \sharp 
\hbar ) and

C\scrE t(\alpha ,\hbar ) := C(\alpha ,\hbar , t) by (4.1). From Theorem A, we therefore obtain the above
decomposition u\scrA , u

R0

\scrA , u\infty \scrA , uH2 . Since \scrE t(P \sharp 
\hbar ) = Et, by the final part of Theorem A,

the decomposition is constructed independently of \scrE t, and hence independently of t.
The result then follows, with the infimum in t in (4.2) coming from (1.38) and the
fact that this estimate is valid for any t\in I(\hbar , \alpha ).

Corollary 4.2. Let P\hbar be a semiclassical black-box operator on \scrH satisfying
the polynomial resolvent estimate (1.31) in \frakH \subset (0,\hbar 0]. Assume further that, for some
\alpha -family of black-box differentiation operators (D(\alpha ))\alpha \in \frakA (in the sense of Defini-
tion 2.2), there exists L> 0 and 0<L(\alpha )\leq L such that the following elliptic-regularity
estimate holds:

\| D(\alpha )w\| \scrH \sharp \leq 
L(\alpha )\sum 
\ell =0

C\ell (\alpha ,\hbar )
\bigm\| \bigm\| (P \sharp 

\hbar )
\ell w
\bigm\| \bigm\| 
\scrH \sharp for all \alpha \in \frakA , w \in \scrD \sharp ,\infty 

\hbar ,and \hbar \in \frakH ,(4.6)

for some C\ell (\alpha ,\hbar )> 0, \ell = 0, . . . ,L(\alpha ).
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3941

Then, if R0 <R<R\sharp , g \in \scrH is compactly supported in BR, and u\in \scrD out satisfies

(1.34), there exists u\scrA \in \scrD \sharp ,\infty 
\hbar , uH2 \in \scrD \sharp such that u can be written as (1.35), uH2

satisfies (1.36), and u\scrA satisfies

\| D(\alpha )u\scrA \| \scrH \sharp \lesssim 

\left(  L(\alpha )\sum 
\ell =0

C\ell (\alpha ,\hbar )

\right)  \hbar  - M - 1\| g\| \scrH for all \alpha \in \frakA and \hbar \in \frakH ,(4.7)

where the omitted constant is independent of \hbar and \alpha .

Proof. Let \rho := 1, \scrE (\lambda ) := \langle \lambda \rangle  - L and C\scrE (\alpha ,\hbar ) :=
\sum L(\alpha )

\ell =0 C\ell (\alpha ,\hbar ). We now need to
show that the bound (4.6) implies that the bound (1.33) holds with these choices of
\scrE and C\scrE . Given v \in D\sharp ,\infty 

\hbar , let w := \langle P \sharp 
\hbar \rangle  - Lv \in D\sharp ,\infty 

\hbar . The bound (4.6) implies that

\bigm\| \bigm\| \bigm\| \rho D(\alpha )\langle P \sharp 
\hbar \rangle 

 - Lv
\bigm\| \bigm\| \bigm\| 
\scrH \sharp 

\leq 
L(\alpha )\sum 
\ell =0

C\ell (\alpha ,\hbar )
\bigm\| \bigm\| (P \sharp 

\hbar )
\ell \langle P \sharp 

\hbar \rangle 
 - Lv

\bigm\| \bigm\| 
\scrH \sharp for all \alpha \in \frakA and \hbar \in \frakH .

(4.8)

Since \langle \lambda \rangle  - L\lambda \ell \leq 1, by part 3 of Theorem 2.6, the term in brackets on the right-hand
side of (4.8) is bounded by C\scrE (\alpha ,\hbar )\| v\| H\sharp , and then (1.33) follows. The result (4.7)
then follows from the bound (1.42) in Theorem A.

4.1. Proof of Theorem B. Let \hbar := k - 1, g := \hbar 2f , and define \scrH and P\hbar as in
Lemma 2.3, so that P\hbar is a semiclassical black-box operator on \scrH . The assumption
that Csol(k) is polynomially bounded means that (1.31) holds with

\frakH :=
\bigl\{ 
\hbar : \hbar = k - 1 with k \in K

\bigr\} 
.(4.9)

The plan is to apply Corollary 4.1, showing that the heat-flow estimate (4.1) is satisfied
using the following theorem.

Theorem 4.3 (heat equation estimate from [23]). Suppose that \scrO  - ,A, c,R0, and
R1 are as in Definition 1.2. In addition, assume that \scrO  - is analytic and that A and
c are C\infty everywhere and analytic in BR\ast for some R0 <R\ast <R1. Let P \sharp 

\hbar denote the
associated black-box reference operator on the torus (as described in section 2.1).

Given \rho \in C\infty 
comp with supp\rho \subset BR\ast , there exists C > 0 such that for all t \in (0,1]

and for all \tau \in [0,1]\bigm\| \bigm\| \bigm\| \rho \partial \alpha et\hbar  - 2P \sharp 
\hbar 

\bigm\| \bigm\| \bigm\| 
L2\rightarrow L2

\leq exp(t - \tau ) | \alpha | !C | \alpha | t(\tau  - 1)| \alpha | /2.(4.10)

Note that the operator et\hbar 
 - 2P \sharp 

\hbar is just the variable-coefficient heat operator for
time t.

References for the proof of Theorem 4.3. When \tau = 1, (4.10) is essentially [23,
Theorem 1.1], and when \tau = 0, (4.10) is a more standard heat equation estimate [23,
equation 1.5], attributed there to [26, Part 3, section 3].

Indeed, the bound with \tau = 1 follows from [23, Lemma 2.7] with the choice of
their parameter \theta equal to 1 (via an argument using Sobolev embedding in time, as
discussed immediately before [23, Lemma 2.7]). The bound with \tau = 0 follows from
[23, Lemma 2.7] with \theta = t (since \sigma = 1 for the heat equation in the notation of [23,
section 2]), as highlighted in [23, Remark 2.8]. The bound for general \tau \in [0,1] then
follows from [23, Lemma 2.7] with \theta = t1 - \tau .

The main difference between the setup of [23] and the hypotheses of Theorem 4.3
is that [23] works on a bounded domain with Dirichlet boundary conditions, whereas
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3942 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Theorem 4.3 works on the torus with a Dirichlet obstacle inside. However, these global
considerations only enter the arguments in [23] in deriving time-analyticity estimates
of the heat semigroup in [23, Lemma 2.1], and these estimates hold equally well on
the torus with a Dirichlet obstacle.

As in Corollary 4.1, we choose \rho to be equal to one near BR0 and further assume
that \rho is supported in B(R0+R\ast )/2 (i.e., in a region where A and c are known to be
analytic). Given \hbar \in \frakH and a multi-index \alpha , let \tau = \tau (\hbar , \alpha ) \in [0,1], depending only
on \hbar and \alpha , to be fixed later. By letting t \mapsto \rightarrow t\hbar 2 in Theorem 4.3, we see that the
heat-flow estimate (4.1) is satisfied with D(\alpha ) := \partial \alpha ,

C(\alpha ,\hbar , t) := exp
\bigl( 
(\hbar 2t) - \tau 

\bigr) 
| \alpha | !C | \alpha | \bigl( \hbar 2t)(\tau  - 1)| \alpha | /2 and I(\hbar , \alpha ) := (0,\hbar  - 2].

Note that the heat-flow given by the functional calculus, appearing in (4.1), is indeed
the solution of the heat equation; see, e.g., [60, Theorem VIII.7].

We can therefore apply Corollary 4.1 with an arbitrary R\sharp > R, and we obtain

uH2 \in \scrD \sharp and u\scrA \in \scrD \sharp ,\infty 
\hbar with u\scrA = uR0

\scrA +u\infty \scrA satisfying (1.35), (1.36), (1.37), and the
bounds (4.2)--(4.4). Observe that uH2 and u\scrA satisfy the Dirichlet boundary condition
(1.6) since they are in \scrD \sharp (2.4).

The low-frequency bounds (4.3)--(4.4) give directly the low-frequency bound away
from the obstacle (1.12) and the error bound (1.13). The rest of the proof therefore
consists in obtaining the low-frequency bound near the obstacle (1.11) from (4.2) and
the high-frequency bound (1.10) from (1.36).

To obtain (1.11), by (4.2), we only have to show that, for some \tau \in [0,1] and
\scrC > 0,

inf
t\in (0,\hbar  - 2]

\biggl( 
exp

\bigl[ 
(\hbar 2t) - \tau +\Lambda t

\bigr] 
| \alpha | !C | \alpha | 

\bigl( 
\hbar 2t)(\tau  - 1)| \alpha | /2

\biggr) 
\leq \scrC | \alpha | max

\bigl\{ 
| \alpha | | \alpha | ,\hbar  - | \alpha | \bigr\} .(4.11)

We first prove (4.11) when | \alpha | \geq \hbar  - 1, i.e., when the max on the right equals \scrC | \alpha | \alpha | \alpha | .
If \tau = 1 and t= \hbar  - 1, then the quantity in the infimum on the left-hand side of (4.11)
equals

exp
\bigl[ 
(1 +\Lambda )\hbar  - 1

\bigr] 
| \alpha | !C | \alpha | \leq ( \widetilde C)| \alpha | | \alpha | | \alpha | 

(by Stirling's formula), as required.
To prove (4.11) when | \alpha | \leq \hbar  - 1, we seek to choose t and \tau such that

(\hbar 2t)(\tau  - 1)| \alpha | /2 = \hbar  - | \alpha | | \alpha |  - | \alpha | and t= (\hbar 2t) - \tau .(4.12)

Under the second equality in (4.12), the left-hand side of the first equality becomes
\hbar  - | \alpha | t - | \alpha | ; we therefore let t = | \alpha | , which is allowed since | \alpha | \leq \hbar  - 1 \leq \hbar  - 2. We now
choose \tau such that the second equality in (4.12) holds, i.e.,

\tau =
log | \alpha | 

log(\hbar  - 2| \alpha |  - 1)
.

When 1\leq | \alpha | \leq \hbar  - 1, 0\leq \tau \leq 1, and so this choice of \tau is allowed. Under the equalities
in (4.12), the quantity in the infimum on the left-hand side of (4.11) equals

exp
\bigl[ 
(1 +\Lambda )| \alpha | 

\bigr] 
| \alpha | !C | \alpha | \hbar  - | \alpha | | \alpha |  - | \alpha | \leq ( \widetilde C)| \alpha | \hbar  - | \alpha | ,

which is the right-hand side of (4.11) when | \alpha | \leq \hbar  - 1. We have therefore proved
(4.11), and thus the low-frequency bound near the obstacle (1.11).
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3943

We now complete the proof by proving the high-frequency bound (1.10). The
bound (1.36) implies that

\| uH2\| L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + k - 2\| \nabla \cdot (A\nabla uH2)\| L2(\BbbT d
R\sharp 

\setminus \scrO  - ) \lesssim k - 2\| f\| L2(BR\cap \scrO +),

and then Green's first identity (see, e.g., [47, Lemma 4.3]) and the fact that A satisfies
(1.4) imply that

\| uH2\| L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + k - 1\| \nabla uH2\| L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + k - 2\| \nabla \cdot (A\nabla uH2)\| L2(\BbbT d
R\sharp 

\setminus \scrO  - )

\lesssim k - 2\| f\| L2(BR\cap \scrO +);(4.13)

see, e.g., [33, Lemma 3.10]. That is, (1.10) holds for | \alpha | = 0 and 1. To obtain (1.10)
for | \alpha | = 2, we combine (4.13) with the H2 regularity result of, e.g., [47, part (i) of
Theorem 4.18, pp. 137--138], applied with \Omega 1 =BR \cap \scrO + and \Omega 2 =B(R+R\sharp )/2 \cap \scrO +.

Finally, the fact that uR0

\scrA is analytic in BR
\mathrm{I}\mathrm{V}

and u\infty \scrA is analytic in (BR
\mathrm{I}
)c follows

from Lemma 1.1 and the bounds (1.11) and (1.12), respectively.

4.2. Proof of Theorem C. The plan is to apply Corollary 4.2. Let \hbar := k - 1,
g := \hbar 2f , and define \scrH and P\hbar as in Lemma 2.3. By Lemma 2.3, P\hbar is a semiclassical
black-box operator on \scrH .

The assumption that Csol(k) is polynomially bounded means that (1.31) holds
with \frakH given by (4.9) and thus we only need to show that the regularity estimate
(4.6) is satisfied for appropriate D(\alpha ),C\ell (\alpha ,\hbar ), and L(\alpha ).

We claim that for n even with n\leq 2m

\| w\| Hn(\scrO  - )\oplus Hn(\BbbT d
R\sharp 

\cap \scrO +) \leq 
n/2\sum 
\ell =0

\widetilde C\ell (n)
\bigm\| \bigm\| (\nabla \cdot (A\nabla ))\ell w

\bigm\| \bigm\| 
L2(\scrO  - )\oplus L2(\BbbT d

R\sharp 
\cap \scrO +)

(4.14)

for all w \in \scrD \sharp ,\infty 
\hbar , where \widetilde C\ell (n) also depends on \scrO  - ,A, and c. If (4.14) holds, then the

regularity estimate (4.6) is satisfied with (i) D(\alpha ) := (\partial \alpha | \scrO  - , \partial 
\alpha | \scrO +

), (ii) \frakA consisting
of multi-indices \alpha such that | \alpha | is even and | \alpha | \leq 2m, (iii) L(\alpha ) := | \alpha | /2, and (iv)

C\ell (\alpha ,\hbar ) := \hbar  - 2\ell \widetilde C\ell (| \alpha | ).(4.15)

We assume that (4.14) holds and show how the result of the theorem follows from
Corollary 4.2. Applying this corollary, we obtain uH2 , u\scrA satisfying (1.35), (1.36),
and (4.7). Observe that uH2 and u\scrA satisfy the transmission conditions (1.22) since
they are in \scrD \sharp . By (4.15), there exists C2 =C2(m)> 0 such that, for | \alpha | \leq 2m,

L(\alpha )\sum 
\ell =0

C\ell (\alpha ,\hbar )\leq C2(m)\hbar  - | \alpha | .

The low-frequency bound (4.7) therefore gives (1.24) for all \alpha \in \frakA , i.e., for all \alpha 
with | \alpha | even and \leq 2m. The bound (1.24) then holds for all \alpha with | \alpha | \leq 2m by
interpolation (see, e.g., [47, Theorem B.8], [12, section 4.2]). Finally, (1.23) follows
from the high-frequency estimate (1.36), together with Green's identity and (4.14)
applied with n= 2 (similar to the end of the proof of Theorem B).

We therefore only need to prove (4.14). The two ingredients to do this are the
regularity result

\| v\| Hn+2(\scrO  - )\oplus Hn+2(\BbbT d
R\sharp 

\cap \scrO +)

\lesssim \| \nabla \cdot (A\nabla v)\| Hn(\scrO  - )\oplus Hn(\BbbT d
R\sharp 

\cap \scrO +) + \| v\| H1(\scrO  - )\oplus H1(\BbbT d
R\sharp 

\cap \scrO +)(4.16)

for all integers n\leq 2m - 2 and the bound
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3944 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

\| v\| H1(\scrO  - )\oplus H1(\BbbT d
R\sharp 

\cap \scrO +) \lesssim \| \nabla \cdot (A\nabla v)\| L2(\scrO  - )\oplus L2(\BbbT d
R\sharp 

\cap \scrO +) + \| v\| L2(\scrO  - )\oplus L2(\BbbT d
R\sharp 

\cap \scrO +) ,
(4.17)

where both bounds are valid for all v \in \scrD \sharp ,m, and the omitted constants in both
depend on A,c, and \beta .

The bound (4.17) is proved using Green's first identity (see, e.g., [47, Lemma
4.3]), the fact that v satisfies the transmission conditions in (2.10), and the fact that
A satisfies (1.4); see, e.g., [33, Lemma 3.10] for an analogous bound in \BbbR d for the case
\beta = 1.

Regarding (4.16), elliptic-regularity results imply that, given \Omega 1,\Omega 2 with \scrO  - \Subset 
\Omega 1 \Subset \Omega 2 \Subset BR\sharp ,

\| v\| Hn+2(\scrO  - )\oplus Hn+2(\Omega 1\cap \scrO +)

\lesssim \| \nabla \cdot (A\nabla v)\| Hn(\scrO  - )\oplus Hn(\Omega 2\cap \scrO +) + \| v\| H1(\scrO  - )\oplus H1(\Omega 2\cap \scrO +)

\leq \| \nabla \cdot (A\nabla v)\| Hn(\scrO  - )\oplus Hn(\BbbT d
R\sharp 

\cap \scrO +) + \| v\| H1(\scrO  - )\oplus H1(\BbbT d
R\sharp 

\cap \scrO +)(4.18)

for all v \in \scrD \sharp and integers n\leq 2m - 2, where the omitted constant depends on A,c,\beta ;
see, e.g., [47, Theorem 4.20], [16, Theorem 5.2.1, part (i)]. Since the torus is compact
(and is thus covered by a finite number of \Omega 1s), (4.18) holds with the left-hand side
replaced by \| v\| Hn+2(\scrO  - )\oplus Hn+2(\scrO +\cap \BbbT d

R\sharp 
) and (4.16) follows.

We now use (4.16) and (4.17) to prove (4.14) by induction. The bound (4.14)
with n= 2 follows from combining (4.16) with n= 0 and v=w and (4.17) with v=w
(observe that choosing v = w in both is allowed since w \in \scrD \sharp ). We now assume that
we have proved (4.14) for n even and n\leq 2q for some 0\leq q\leq m - 1, i.e.,

\| w\| H2q \lesssim 
q\sum 

\ell =0

\bigm\| \bigm\| (\nabla \cdot (A\nabla ))\ell w
\bigm\| \bigm\| 
L2 for all w \in \scrD \sharp ,\infty 

\hbar ,(4.19)

where we have omitted the q-dependent constants and the domains of the norms for
brevity.

Applying (4.16) with n= 2q and v=w, we have

\| w\| H2q+2 \lesssim \| \nabla \cdot (A\nabla w)\| H2q + \| w\| H1(4.20)

(again omitting the domains of the norms for brevity). The desired bound (4.14) with
n = 2q + 2 then follows by using in (4.20) the inequality (4.19) with w replaced by
\nabla \cdot (A\nabla w) (which is allowed since w \in \scrD \sharp ,\infty 

\hbar implies that P \sharp 
\hbar w \in \scrD \sharp ,\infty 

\hbar by (2.13)), and
then using (4.17) with v=w.

4.3. Proof of Theorem D. Let \hbar := k - 1, g := \hbar 2f , and define \scrH and P\hbar as in
Lemma 2.3 with \scrO  - = \emptyset . By Lemma 2.3, P\hbar is a semiclassical black-box operator on
\scrH . The reference operator is given by P \sharp 

\hbar = - \hbar 2c2\nabla \cdot (A\nabla ), acting on the torus \BbbT d
R\sharp 

.
The assumption that Csol(k) is polynomially bounded means that the bound

(1.31) holds with \frakH given by (4.9), i.e., the assumption in point 1 of Theorem A is
satisfied.

We now construct \scrE and E satisfying the assumptions in point 2 of Theorem A.
Let \Lambda > 0 be as in Theorem A, and let \scrE \in C\infty 

comp(\BbbR ) be such that \scrE = 1 in [ - \Lambda ,\Lambda ],
and \scrE = 0 outside [ - 2\Lambda ,2\Lambda ]. The results of Helffer and Robert [35] (see the account
in [62]) imply that \scrE (P \sharp 

\hbar ) = \scrE ( - \hbar 2c2\nabla \cdot (A\nabla )) is a pseudodifferential operator on the
torus \BbbT d

R\sharp 
. Then, the same argument as in the proof of Lemma 2.8 shows that

WF\hbar \scrE 
\bigl( 
 - \hbar 2c2\nabla \cdot (A\nabla )

\bigr) 
\subset q - 1(supp\scrE ),
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3945

where q(x, \xi ) = c(x)2\langle A(x)\xi , \xi \rangle is the semiclassical principal symbol of  - \hbar 2c2\nabla \cdot (A\nabla ).
Hence, since \scrE is compactly supported and A satisfies (1.4), there exists \Lambda 0 > 0 such
that

WF\hbar \scrE 
\bigl( 
 - \hbar 2c2\nabla \cdot (A\nabla )

\bigr) 
\subset \BbbT d

R\sharp 
\times B

\biggl( 
0,

\Lambda 0

2

\biggr) 
.(4.21)

Let \widetilde \varphi \in C\infty 
comp be compactly supported in B(0,\Lambda 2

0) and equal to one on B(0,\Lambda 2
0/4).

By (4.21) and (A.11), WF\hbar (1 - Op
\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2)))\cap WF\hbar \scrE ( - \hbar 2c2\nabla \cdot (A\nabla )) = \emptyset ; therefore,
by (A.10),

\scrE 
\bigl( 
 - \hbar 2c2\nabla \cdot (A\nabla )

\bigr) 
=Op

\BbbT d
R\sharp 

\hbar (\widetilde \varphi (| \xi | 2))\scrE \bigl(  - \hbar 2c2\nabla \cdot (A\nabla )
\bigr) 
+O(\hbar \infty )\Psi  - \infty 

\hbar 
.

Then, by Lemma A.3,

\scrE ( - \hbar 2c2\nabla \cdot 
\bigl( 
A\nabla )) = \widetilde \varphi ( - \hbar 2\Delta )\scrE ( - \hbar 2c2\nabla \cdot 

\bigl( 
A\nabla )) +O(\hbar \infty )\Psi  - \infty 

\hbar 
.(4.22)

We now define

E := \widetilde \varphi \bigl(  - \hbar 2\Delta )\scrE ( - \hbar 2c2\nabla \cdot (A\nabla )
\bigr) 
,(4.23)

and thus (4.22) implies that

\scrE (P \sharp 
\hbar ) =E +O(\hbar \infty )\scrD \sharp , - \infty 

\hbar \rightarrow \scrD \sharp ,\infty 
\hbar 

.

We now need to show that a low-frequency estimate of the form (1.33) is satisfied.
Since \widetilde \varphi is compactly supported in B(0,\Lambda 2

0), the definition of E (4.23) and the same
argument used to show the bound (3.48) imply that

\| \partial \alpha Ev\| L2(\BbbT d
R\sharp 

) \leq \Lambda 
| \alpha | 
0 \hbar  - | \alpha | \| \scrE ( - \hbar 2c2\nabla \cdot 

\bigl( 
A\nabla v))v\| L2(\BbbT d

R\sharp 
)

for all v \in L2(\BbbT d
R\sharp 

) and for all multi-indices \alpha . Then, since \scrE ( - \hbar 2c2\nabla \cdot (A\nabla )) \in 
\Psi  - \infty 

\hbar (\BbbT d
R\sharp 

), there exists C > 0 such that

\| \partial \alpha Ev\| L2(\BbbT d
R\sharp 

) \leq C\Lambda 
| \alpha | 
0 \hbar  - | \alpha | \| v\| L2(\BbbT d

R\sharp 
) for all v \in L2(\BbbT d

R\sharp 
) and multi-indices \alpha .

Therefore, the assumption in point 2 of Theorem A is satisfied with D(\alpha ) := \partial \alpha ,

C\scrE (\alpha ,\hbar ) := C\Lambda 
| \alpha | 
0 \hbar  - | \alpha | , and \rho = 1. The result then follows from Theorem A; indeed,

the bound (1.27) follows immediately from (1.42), and (1.26) follows from (1.36) after
using Green's identity and elliptic regularity in the same way as at the end of the
proof of Theorem B---see (4.13) and the surrounding text.

5. Proofs of Theorems B1 and C1 (the frequency-explicit results about
the convergence of the FEM).

5.1. Recap of FEM convergence theory. The two ingredients for the proof
of Theorems B1 and C1 are

\bullet Lemma 5.4, which is the standard duality argument giving a condition for
quasioptimality to hold in terms of how well the solution of the adjoint prob-
lem is approximated by the finite-element space (measured by the quantity
\eta (V\sansN ) defined by (5.4)), and
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3946 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

\bullet Lemma 5.5, which bounds \eta (V\sansN ) using the decomposition from Theorems B
and C.

Regarding Lemma 5.4, this argument came out of ideas introduced in [64], was then
formalized in [63], and has been used extensively in the analysis of the Helmholtz
FEM; see, e.g., [1, 39, 48, 63, 51, 52, 75, 73, 20, 14, 45, 15, 30, 34, 29, 43].

Before stating Lemma 5.4 we need to introduce some notation. Let Ccont =
Ccont(A,c

 - 2,R, k0) be the continuity constant of the sesquilinear form a(\cdot , \cdot ) (defined
in (1.15)) in the norm \| \cdot \| H1

k(BR\cap \scrO +), i.e.,

| a(u, v)| \leq Ccont \| u\| H1
k(BR\cap \scrO +) \| v\| H1

k(BR\cap \scrO +) for all u, v \in H1(BR \cap \scrO +).

By the Cauchy--Schwarz inequality and (1.16),

Ccont \leq max\{ Amax, c
 - 2
min\} +CDtN.(5.1)

The following definitions are stated for the sesquilinear form of the Dirichlet problem
(1.15). For the sesquilinear form of the transmission problem with the transmission
parameter \beta = 1, one only needs to replace BR \cap \scrO + by BR and define c to be equal
to one in BR \cap \scrO +.

Definition 5.1 (the adjoint sesquilinear form a\ast (\cdot , \cdot )). The adjoint sesquilinear
form, a\ast (u, v), to the sesquilinear form a(\cdot , \cdot ) defined in (1.15) is given by

a\ast (u, v) := a(v,u) =

\int 
BR\cap \scrO +

\biggl( 
(A\nabla u) \cdot \nabla v - k2

c2
uv

\biggr) 
 - 
\bigl\langle 
u,DtNk(v)

\bigr\rangle 
\partial BR

.

Definition 5.2 (adjoint solution operator \scrS \ast ). Given f \in L2(BR\cap \scrO +), let \scrS \ast f
be defined as the solution of the variational problem: find \scrS \ast f \in H1(BR \cap \scrO +) such
that

a\ast (\scrS \ast f, v) =

\int 
BR\cap \scrO +

f v for all v \in H1(BR \cap \scrO +).(5.2)

Green's second identity applied to solutions of the Helmholtz equation satisfying
the Sommerfeld radiation condition (1.2) implies that \langle DtNk\psi ,\phi \rangle \partial BR

= \langle DtNk\phi ,\psi \rangle \partial BR

for all \phi ,\psi \in H1/2(\partial BR) (see, e.g., [67, Lemma 6.13]); thus a(v,u) = a(u, v) and so
the definition (5.2) implies that

a(\scrS \ast f, v) = (f, v)L2(BR) for all v \in H1(BR \cap \scrO +).(5.3)

Definition 5.3 (\eta (V\sansN )). Given a sequence (V\sansN )
\infty 
\sansN =0 of finite-dimensional sub-

spaces of H1(BR \cap \scrO +), let

\eta (V\sansN ) := sup
0 \not =f\in L2(BR\cap \scrO +)

min
v\sansN \in V\sansN 

\| S\ast f  - v\sansN \| H1
k(BR\cap \scrO +)\bigm\| \bigm\| f\bigm\| \bigm\| 

L2(BR\cap \scrO +)

.(5.4)

Lemma 5.4 (conditions for quasioptimality). If \sansN and k are such that

k \eta (V\sansN )\leq 
1

Ccont

\sqrt{} 
Amin

2
\bigl( 
Amin + c - 2

min

\bigr) ,
then the Galerkin equations (1.18) have a unique solution which satisfies

\| u - u\sansN \| H1
k(BR\cap \scrO +) \leq 

2Ccont

Amin

\biggl( 
min
v\sansN \in V\sansN 

\| u - v\sansN \| H1
k(BR\cap \scrO +)

\biggr) 
.

References for the proof. See, e.g., [43, Lemma 6.4].
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3947

The following two lemmas are proved in the next subsections.

Lemma 5.5 (bound on \eta (V\sansN ) for the exterior Dirichlet problem). Let d = 2 or
3. Suppose that \scrO  - ,A, c,R,R\mathrm{I}

, and R
\mathrm{I}\mathrm{V}

are as in Theorem B and that Csol(k) is
polynomially bounded for k \in K.

Let (V\sansN )
\infty 
\sansN =0 be the piecewise-polynomial approximation spaces described in [51,

section 5], [52, section 5.1.1].
Given k0 > 0 and N > 0 there exist
\bullet \scrC 1,\scrC 2, \sigma > 0, depending on A,c,R, d, and k0, but independent of k, h, p, and
N , and

\bullet CN depending on A,c,R, d, k0, and N , but independent of k, h, p, such that,
for k \in K \cap [k0,\infty ),

k \eta (V\sansN )\leq \scrC 1
hk

p

\biggl( 
1 +

hk

p

\biggr) 
+ \scrC 2kM

\biggl( \biggl( 
h

h+ \sigma 

\biggr) p

+ k

\biggl( 
hk

\sigma p

\biggr) p\biggr) 
+CNk

1 - N .(5.5)

Lemma 5.6 (bound on \eta (V\sansN ) for the transmission problem). Let d = 2 or 3
and let \beta = 1. Suppose that A,c, and \scrO  - are as in Definition 1.8 and, given an
integer p, satisfy the regularity assumptions in Theorem C1. Suppose that Csol(k) is
polynomially bounded for k \in K.

Let (V\sansN )
\infty 
\sansN =0 be a sequence of piecewise-polynomial approximation spaces of degree

p satisfying Assumption 1.10.
Given k0 > 0, there exist \widetilde \scrC 1, \widetilde \scrC 2, depending on A,c,R, d, k0, and p, but independent

of k and h, such that

k \eta (V\sansN )\leq 
\bigl( 
1 + hk

\bigr) \Bigl( \widetilde \scrC 1hk+ \widetilde \scrC 2 kM+1(hk)p
\Bigr) 

for all k \in K \cap [k0,\infty ).(5.6)

Proof of Theorems B1/C1 assuming Lemmas 5.5/ 5.6. Theorem C1 follows im-
mediately by combining Lemmas 5.4 and 5.6 and the inequality (5.1).

Theorem B1 follows in a similar way (and is essentially the same as the proof of
[52, Theorem 5.8]), except that we first choose N > 1, and then let k1 > 0 be such
that

CNk
1 - N \leq 1

2Ccont

\sqrt{} 
Amin

2
\bigl( 
Amin + c - 2

min

\bigr) for all k\geq k1.

Theorem B1 then follows by using this bound in (5.5) and then combining the resulting
inequality with Lemma 5.4 and the inequality (5.1).

5.2. Proof of Lemma 5.5. Given f \in L2(BR \cap \scrO +), let v= \scrS \ast f . By (5.3) and
Theorem B, v= vH2 + v\scrA , where vH2 and v\scrA satisfy the bounds (1.10)--(1.13) with u
replaced by v.

The proof of Lemma 5.5 is very similar to the proofs of [51, Theorem 5.5] and [52,
Proposition 5.3] (covering the constant-coefficient Helmholtz equation in, respectively,
\BbbR d and the exterior of an analytic Dirichlet obstacle).

The only difference is that in [51, 52] the function v\scrA is analytic on the whole
of BR \cap \scrO +, whereas here v\scrA = vR0

\scrA + v\infty \scrA with vR0

\scrA and v\infty \scrA analytic in subsets of
the domain and O(k - \infty ) in the complements of these subsets; see (1.11)--(1.13) and
Figure 1.1. The consequence is that CNk

1 - N appears on the right-hand side of (5.5),
but this term is not present on the right-hand sides of the analogous bounds in [51,
Theorem 5.5] and [52, Proposition 5.3 and equation 5.11]. Since this term can be made
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3948 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

arbitrarily small for k sufficiently large, the only consequence is that Lemma 5.5 and
Theorem B1 are valid for k sufficiently large (as opposed to for all k \geq k0 with k0
arbitrary).

Exactly as in the proof of [51, Theorem 5.5], there exists \scrC 3 > 0 (dependent only
on the constants in [51, Assumption 5.2] defining the element maps from the reference
element) such that

min
w\sansN \in V\sansN 

\| v - w\sansN \| H1
k(BR\cap \scrO +) \leq \scrC 3

h

p

\biggl( 
1 +

hk

p

\biggr) 
| v| H2(BR\cap \scrO +)(5.7)

for all v \in H2(BR \cap \scrO +); recall that this result follows from the polynomial-
approximation result of [51, Theorem B.4] and the definition (1.7) of the norm \| \cdot \| H1

k
.

Applying the bound (5.7) to vH2 and using (1.10) with | \alpha | = 2, we obtain

min
w\sansN \in V\sansN 

\| vH2  - w\sansN \| H1
k(BR\cap \scrO +) \leq \scrC 3C1

h

p

\biggl( 
1 +

hk

p

\biggr) 
\| f\| L2(BR\cap \scrO +) ;

we then let \scrC 1 :=C1 \scrC 3.
To prove (5.5), therefore, we only need to show that

min
w\sansN \in V\sansN 

\| v\scrA  - w\sansN \| H1
k(BR\cap \scrO +)

\leq 
\biggl( 
\scrC 2 kM

\biggl( \biggl( 
h

h+ \sigma 

\biggr) p

+ k

\biggl( 
hk

\sigma p

\biggr) p\biggr) 
+CNk

 - N

\biggr) 
\| f\| L2(BR\cap \scrO +)(5.8)

for some \scrC 2 > 0 independent of k,h, p, and N and some CN > 0 independent of k,h,
and p. Recall the regions where vR0

\scrA and v\infty \scrA are analytic (see Figure 1.1). Given V\sansN ,
choose D1 such that (i) D1 is a union of elements of the triangulation associated with
V\sansN and (ii) BR

\mathrm{I}\mathrm{I}\mathrm{I}
\Subset D1 \Subset BR

\mathrm{I}\mathrm{V}
. Thus, by (1.13),

min
w\sansN \in V\sansN 

\bigm\| \bigm\| vR0

\scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(BR\cap \scrO +)
\leq min

w\sansN \in V\sansN 

\bigm\| \bigm\| vR0

\scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(D1\cap \scrO +)
+
\bigm\| \bigm\| vR0

\scrA 
\bigm\| \bigm\| 
H1

k(BR\cap (D1)c)

\leq min
w\sansN \in V\sansN 

\bigm\| \bigm\| vR0

\scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(D1\cap \scrO +)
+C \prime 

Nk
 - N \| f\| L2(BR\cap \scrO +)

for some C \prime 
N > 0 independent of k,h, and p. Similarly, with D2 a union of elements

of the triangulation and such that BR
\mathrm{I}
\Subset D2 \Subset BR

\mathrm{I}\mathrm{I}
,

min
w\sansN \in V\sansN 

\bigm\| \bigm\| v\infty \scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(D2\cap \scrO +)
\leq min

w\sansN \in V\sansN 

\bigm\| \bigm\| v\infty \scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(BR\cap (D2)c)
+C \prime \prime 

Nk
 - N \| f\| L2(BR\cap \scrO +)

for some C \prime \prime 
N > 0, independent of k,h, and p. To prove (5.8), therefore, we only need

to show that

min
w\sansN \in V\sansN 

\bigm\| \bigm\| vR0

\scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(D1\cap \scrO +)
\leq \scrC 2

2
kM
\biggl( \biggl( 

h

h+ \sigma 

\biggr) p

+ k

\biggl( 
hk

\sigma p

\biggr) p\biggr) 
\| f\| L2(BR\cap \scrO +)(5.9)

and

min
w\sansN \in V\sansN 

\bigm\| \bigm\| v\infty \scrA  - w\sansN 

\bigm\| \bigm\| 
H1

k(BR\cap (D2)c)
\leq \scrC 2

2
kM
\biggl( \biggl( 

h

h+ \sigma 

\biggr) p

+ k

\biggl( 
hk

\sigma p

\biggr) p\biggr) 
\| f\| L2(BR\cap \scrO +)

(5.10)

for some \scrC 2 > 0, independent of k,h, p, and N . Note that (i) we introduced D1 and D2

so that the domains on which vR0

\scrA and v\infty \scrA are approximated in (5.9) and (5.10) are
exactly triangulated by the mesh, and (ii) for the approximation (5.9), it is important
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3949

that vR0

\scrA = 0 on \partial \scrO +, since the space V\sansN has this zero Dirichlet boundary condition
imposed.

The bounds (5.9) and (5.10) then follow from [52, Proposition 5.3] (which uses [51,
Theorem 5.5]); the key point is that v\infty \scrA and vR0

\scrA satisfy the same type of bound---
namely that in part (iii) of Lemma 1.1---as u\scrA in [52] (see the second displayed
equation in [52, Theorem 4.20], and note that \alpha in [52] equals our M).

5.3. Proof of Lemma 5.6. Given f \in L2(BR), let v = \scrS \ast f . By (5.3) and
Theorem C, v = vH2 + v\scrA , where vH2 and v\scrA satisfy the bounds (1.23) and (1.24)
with u replaced by v.

By the definition of the H1
k norm (1.7) and the bound (1.25), there exists Cint =

Cint(\ell , d)> 0 such that

min
w\sansN \in V\sansN 

\| w - w\sansN \| H1
k(BR) \leq Cint(\ell , d)

\bigl( 
1 + hk

\bigr) 
h\ell 
\Bigl( 
\| w+\| H\ell +1(BR\cap \scrO +) + \| w - \| H\ell +1(\scrO  - )

\Bigr) (5.11)

for all w = (w+,w - ) \in H\ell +1(BR \cap \scrO +)\times H\ell +1(\scrO  - ). Applying (5.11) with \ell = 1 to
vH2 and using (1.23) with | \alpha | = 2, we obtain that

min
w\sansN \in V\sansN 

\| vH2
 - w\sansN \| H1

k(BR) \leq Cint(1, d)
\bigl( 
1 + hk

\bigr) 
hC1 \| f\| L2(BR) .(5.12)

Let CSob(p, d) be such that

if \| \partial \alpha v\| L2 \leq C for all \alpha with | \alpha | \leq p, then \| v\| Hp+1 \leq CSob(p, d)C;

i.e., CSob depends only on the normalizations in the definition of \| \cdot \| Hp+1 .
The regularity assumptions on \scrO  - ,A, and c and the regularity results of, e.g., [47,

Theorem 4.20], [16, Theorem 5.2.1, part (i)] imply that u\pm ,\scrA \in Hp+1 for p odd and
Hp+2 for p even. For p odd we apply Theorem C with m= (p+ 1)/2 and for p even
with m = (p+ 2)/2. In both cases, we apply (5.11) with \ell = p to v\scrA = (v\scrA ,+, v\scrA , - )
and use (1.24) with | \alpha | = p+ 1 to obtain that

min
w\sansN \in V\sansN 

\| v\scrA  - w\sansN \| H1
k(BR) \leq Cint(p)

\bigl( 
1 + hk

\bigr) 
hpCSob(p, d)C2(p)k

p+M \| f\| L2(BR) .

(5.13)

The bound on \eta (V\sansN ) in (5.6) then follows from combining (5.12) and (5.13) with\widetilde \scrC 1 :=Cint(1, d)C1 and \widetilde \scrC 2 :=Cint(p, d)CSob(p, d)C2.

Appendix A. Semiclassical pseudodifferential operators on the torus.
Recall that for R\sharp > 0 we defined the torus

\BbbT d
R\sharp 

:=\BbbR d/(2R\sharp \BbbZ )d.

This appendix reviews the material about semiclassical pseudodifferential operators
on \BbbT d

R\sharp 
used in section 3.2, and appearing in Lemma 2.8, with our default references

being [76] and [22, Appendix E].
Semiclassical Sobolev spaces. We consider functions or distributions on the torus

as periodic functions or distributions on \BbbR d. To eliminate confusion between Fourier
series and integrals, for f \in L2(\BbbT d

R\sharp 
) we define the Fourier coefficients

\widehat f(j) := \int 
\BbbT d
R\sharp 

f(x)ej(x)dx,
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3950 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

where j \in \BbbZ d and the integral is over the cube of side 2R\sharp , and where the Fourier
basis given by the L2-normalized functions

ej(x) = (2R\sharp )
 - d/2 exp

\bigl( 
i\pi j \cdot x/R\sharp 

\bigr) 
(A.1)

for j \in \BbbZ d. The Fourier inversion formula is then

f =
\sum 
j\in \BbbZ d

\widehat f(j)ej .
The action of the operator (\hbar D)\alpha on the torus is therefore

(\hbar D)\alpha f =
\sum 
j\in \BbbZ d

(\hbar j\pi /R\sharp )
\alpha \widehat f(j)ej .

We work on the spaces defined by the boundedness of these operators, namely

Hm
\hbar (\BbbT d

R\sharp 
) :=

\Bigl\{ 
u\in L2(\BbbT d

R\sharp 
), \langle j\rangle m \widehat f(j)\in \ell 2(\BbbZ d)

\Bigr\} 
,

and use the norm

\| u\| 2Hm
\hbar (\BbbT d

R\sharp 
) :=

\sum 
| \widehat f(j)| 2\langle \hbar j\rangle 2m;(A.2)

see [76, section 8.3], [22, section E.1.8]. In this appendix, we abbreviate Hm
\hbar (\BbbT d

R\sharp 
) to

Hm
\hbar and L2(\BbbT d

R\sharp 
) to L2.

Since these spaces are defined for positive integer m by boundedness of (hD)\alpha 

with | \alpha | =m (and can be extended to m\in \BbbR by interpolation and duality), they agree
with localized versions of the corresponding spaces on \BbbR d defined by semiclassical
Fourier transform

\scrF \hbar u(\xi ) :=

\int 
\BbbR d

exp
\bigl( 
 - ix \cdot \xi /\hbar 

\bigr) 
u(x)dx

and

\| u\| 2Hm
\hbar (\BbbR d) := (2\pi \hbar ) - d

\int 
\BbbR d

\langle \xi \rangle m| \scrF \hbar u(\xi )| 2 d\xi .

We note for later use that the inverse semiclassical Fourier transform has a prefactor
of (2\pi \hbar ) - d in this normalization.

Phase space. The set of all possible positions x and momenta (i.e., Fourier vari-
ables) \xi is denoted by T \ast \BbbT d

R\sharp 
; this is known informally as ``phase space."" Strictly,

T \ast \BbbT d
R\sharp 

:= \BbbT d
R\sharp 

\times (\BbbR d)\ast , but for our purposes, we can consider T \ast \BbbT d
R\sharp 

as \{ (x, \xi ) : x \in 
\BbbT d
R\sharp 
, \xi \in \BbbR d\} . We also use the analogous notation for T \ast \BbbR d where appropriate.
To deal uniformly near fiber-infinity with the behavior of functions on phase space,

we also consider the radial compactification in the fibers of this space,

T
\ast \BbbT d

R\sharp 
:=\BbbT d \times Bd,

where Bd denotes the closed unit ball, considered as the closure of the image of \BbbR d

under the radial compactification map

\sansR \sansC : \xi \mapsto \rightarrow \xi /(1 + \langle \xi \rangle );
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3951

see [22, section E.1.3]. Near the boundary of the ball, | \xi |  - 1 \circ \sansR \sansC  - 1 is a smooth
function, vanishing to first order at the boundary, with (| \xi |  - 1 \circ \sansR \sansC  - 1, \widehat \xi \circ \sansR \sansC  - 1) thus
furnishing local coordinates on the ball near its boundary. The boundary of the ball
should be considered as a sphere at infinity consisting of all possible directions of the
momentum variable. Where appropriate (e.g., in dealing with finite values of \xi only),
we abuse notation by dropping the composition with \sansR \sansC from our notation and simply
identifying \BbbR d with the interior of Bd.

Symbols, quantization, and semiclassical pseudodifferential operators. A symbol
on \BbbR d is a function on T \ast \BbbR d that is also allowed to depend on \hbar and thus can be
considered as an \hbar -dependent family of functions. Such a family a= (a\hbar )0<\hbar \leq \hbar 0

, with
a\hbar \in C\infty (\BbbR d), is a symbol of order m on the \BbbR d, written as a \in Sm(\BbbR d), if for any
multi-indices \alpha ,\beta 

| \partial \alpha x \partial 
\beta 
\xi a(x, \xi )| \leq C\alpha ,\beta \langle \xi \rangle m - | \beta | for all (x, \xi )\in T \ast \BbbR d and for all 0< \hbar \leq \hbar 0,

where C\alpha ,\beta does not depend on \hbar ; see [76, p. 207], [22, section E.1.2].
For a \in Sm(\BbbR d), we define the semiclassical quantisation of a on \BbbR d, denoted by

Op\hbar (a), \bigl( 
Op\hbar (a)v

\bigr) 
(x) := (2\pi \hbar ) - d

\int 
\xi \in \BbbR d

\int 
y\in \BbbR d

exp
\bigl( 
i(x - y) \cdot \xi /\hbar 

\bigr) 
a(x, \xi )v(y)dyd\xi (A.3)

[76, section 4.1], [22, p. 543]. The integral in (A.3) need not converge and can be
understood either as an oscillatory integral in the sense of [76, section 3.6], [37, section
7.8] or as an iterated integral, with the y integration performed first; see [22, p. 543].
It can be shown that for any symbol a, Op\hbar (a) preserves Schwartz functions and
extends by duality to act on tempered distributions [76, section 4.4].

We use below that if a= a(\xi ) depends only on \xi , then

Op\hbar (a) =\scrF  - 1
\hbar Ma\scrF \hbar ,

where Ma denotes multiplication by a, i.e., in this case Op\hbar (a) is simply a Fourier
multiplier on \BbbR d.

We now return to considering the torus: if a(x, \xi ) \in Sm(\BbbR d) and is periodic, and
if v is a distribution on the torus, we can view v as a periodic (hence, tempered)
distribution on \BbbR d and define\bigl( 

Op
\BbbT d
R\sharp 

\hbar (a)v
\bigr) 
=
\bigl( 
Op\hbar (a)v

\bigr) 
,

since the right side is again periodic; for details see, e.g., [76, section 5.3.1].

If A can be written in the form above, i.e., A=Op
\BbbT d
R\sharp 

\hbar (a) with a\in Sm, we say that
A is a semiclassical pseudodifferential operator of order m on the torus and we write
A\in \Psi m

\hbar (\BbbT d
R\sharp 

); furthermore we often abbreviate \Psi m
\hbar (\BbbT d

R\sharp 
) to \Psi m

\hbar in this appendix. We

use the notation a \in \hbar lSm if \hbar  - la \in Sm; similarly A \in \hbar l\Psi m
\hbar if \hbar  - lA \in \Psi m

\hbar . We say
that A\in \Psi  - \infty 

\hbar if A\in \Psi  - N
\hbar for all N \geq 1.

Theorem A.1 (composition and mapping properties of semiclassical pseudodif-
ferential operators [76, Theorem 8.10], [22, Propositions E.17 and E.19]). If A\in \Psi m1

\hbar 
and B \in \Psi m2

\hbar , then
(i) AB \in \Psi m1+m2

\hbar ,
(ii) [A,B]\in \hbar \Psi m1+m2 - 1

\hbar ,
(iii) for any s\in \BbbR , A is bounded uniformly in \hbar as an operator from Hs

\hbar to Hs - m1

\hbar .
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3952 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Residual class. We say that A = O(\hbar \infty )\Psi  - \infty 
\hbar 

if, for any s > 0 and N \geq 1, there
exists Cs,N > 0 such that

\| A\| H - s
\hbar \rightarrow Hs

\hbar 
\leq CN,s\hbar N ,(A.4)

i.e., A\in \Psi  - \infty 
\hbar , and furthermore all of its operator norms are bounded by any algebraic

power of \hbar .
Principal symbol \sigma \hbar . Let the quotient space Sm/\hbar Sm - 1 be defined by identifying

elements of Sm that differ only by an element of \hbar Sm - 1. For any m, there is a linear,
surjective map

\sigma m
\hbar : \Psi m

\hbar \rightarrow Sm/\hbar Sm - 1,

called the principal symbol map, such that, for a\in Sm,

\sigma m
\hbar 
\bigl( 
Op

\BbbT d
R\sharp 

\hbar (a)
\bigr) 
= a mod \hbar Sm - 1;(A.5)

see [76, p. 213], [22, Proposition E.14] (observe that (A.5) implies that ker(\sigma m
\hbar ) =

\hbar \Psi m - 1
\hbar ).
When applying the map \sigma m

\hbar to elements of \Psi m
\hbar , we denote it by \sigma \hbar (i.e., we omit

the m dependence) and we use \sigma \hbar (A) to denote one of the representatives in Sm (with
the results we use then independent of the choice of representative).

Operator wavefront set WF\hbar . We say that (x0, \zeta 0) \in T
\ast \BbbT d

R\sharp 
is not in the semi-

classical operator wavefront set of A = Op
\BbbT d
R\sharp 

\hbar (a) \in \Psi m
\hbar , denoted by WF\hbar A, if there

exists a neighborhood U of (x0, \zeta 0) such that for all multi-indices \alpha ,\beta and all N \geq 1
there exists C\alpha ,\beta ,U,N > 0 (independent of \hbar ) such that, for all 0< \hbar \leq \hbar 0,

| \partial \alpha x \partial 
\beta 
\xi a(x, \xi )| \leq C\alpha ,\beta ,U,N\hbar N \langle \xi \rangle  - N for all (x,\sansR \sansC (\xi ))\in U.(A.6)

For \zeta 0 = \sansR \sansC (\xi 0) in the interior of Bd, the factor \langle \xi \langle  - N is moot, and the definition
merely says that outside its semiclassical operator wavefront set an operator is the
quantization of a symbol that vanishes faster than any algebraic power of \hbar ; see [76, p.
194], [22, Definition E.27]. For \zeta 0 \in \partial Bd = Sd - 1, by contrast, the definition says that
the symbol decays rapidly in a conic neighborhood of the direction \zeta 0, in addition to
decaying in \hbar .

Three properties of the semiclassical operator wavefront set that we use in sec-
tion 3.2 are

WF\hbar A= \emptyset if and only if A=O(\hbar \infty )\Psi  - \infty 
\hbar 

(A.7)

(see [22, E.2.3]),

WF\hbar (A+B)\subset WF\hbar A\cup WF\hbar B(A.8)

(see [22, E.2.4]),

WF\hbar (AB)\subset WF\hbar A\cap WF\hbar B(A.9)

(see [76, section 8.4], [22, E.2.5]),

WF\hbar (A)\cap WF\hbar (B) = \emptyset implies that AB =O(\hbar \infty )\Psi  - \infty 
\hbar 

(A.10)

(as a consequence of (A.7) and (A.9)), and

WF\hbar 
\bigl( 
Op\hbar (a)

\bigr) 
\subset supp a(A.11)

(since (supp a)c \subset (WF\hbar (Op\hbar (a)))
c by (A.6)).
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DECOMPOSITIONS OF HELMHOLTZ SOLUTIONS 3953

Ellipticity. We say that B \in \Psi m
\hbar is elliptic at (x0, \zeta 0) \in T

\ast \BbbT d
R\sharp 

if there exists a
neighborhood U of (x0, \zeta 0) and c > 0, independent of \hbar , such that

\langle \xi \rangle  - m
\bigm| \bigm| \sigma \hbar (B)(x, \xi )

\bigm| \bigm| \geq c for all (x,\sansR \sansC (\xi ))\in U and for all 0< \hbar \leq \hbar 0.

A key feature of elliptic operators is that they are microlocally invertible; this is
reflected in the following result, proved by inverting at the level of principal symbols,
and then using the composition property.

Theorem A.2 (elliptic parametrix [22, Proposition E.32]). Let A \in \Psi \ell 
\hbar (\BbbT d

R\sharp 
)

and B \in \Psi m
\hbar (\BbbT d

R\sharp 
) be such that B is elliptic on WF\hbar (A). Then there exist S,S\prime \in 

\Psi \ell  - m
\hbar (\BbbT d

R\sharp 
) such that2

A=BS +O(\hbar \infty )\Psi  - \infty 
\hbar 

= S\prime B +O(\hbar \infty )\Psi  - \infty 
\hbar 

with

WF\hbar S \subset WF\hbar A, WF\hbar S
\prime \subset WF\hbar A.

Functional calculus. The main properties of the functional calculus in the black-
box context are recalled in section 2.3; here we record a simple result that we need
about functions of the flat Laplacian.

For f a Borel function, the operator f( - \hbar 2\Delta ) is defined on smooth functions on
the torus (and indeed on distributions if f has polynomial growth) by the functional
calculus for the flat Laplacian, i.e., by the Fourier multiplier

f( - \hbar 2\Delta )v=
\sum 
j\in \BbbZ d

\widehat v(j)f(\hbar 2| j| 2\pi 2/R2
\sharp )ej .(A.12)

It is reassuring to discover that indeed it is precisely the quantization of f(| \xi | 2). Since
our quantization procedure was defined in terms of Fourier transform rather than
Fourier series, this is not obvious a priori.

Lemma A.3. For f \in Sm(\BbbR 1) (i.e., f is a function of only one variable),

f( - \hbar 2\Delta )=Op\hbar f(| \xi | 2).

Proof. First note that for v \in C\infty (\BbbT d
R\sharp 

),

v=
\sum \widehat v(j)ej = (2R\sharp )

 - d/2

\int 
\BbbR d

\sum 
j\in \BbbZ d

\widehat v(j)\delta (\xi  - \hbar \pi j/R\sharp ) exp(i\xi x/\hbar )d\xi 

= (2\pi \hbar )d(2R\sharp )
 - d/2\scrF  - 1

\hbar 

\sum 
j\in \BbbZ d

\widehat v(j)\delta (\xi  - \hbar \pi j/R\sharp ).(A.13)

Thus, if we take the semiclassical Fourier transform of v, regarded as a periodic
function,

\scrF \hbar v(\xi ) = (2\pi \hbar )d(2R\sharp )
 - d/2

\sum 
j\in \BbbZ d

\widehat v(j)\delta (\xi  - \hbar \pi j/R\sharp ).

2We highlight that working in a compact manifold allows us to dispense with the proper-support
assumption appearing in [43, section 4], [22, Proposition E.32, Theorem E.33].
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3954 GALKOWSKI, LAFONTAINE, SPENCE, AND WUNSCH

Consequently,

\scrF \hbar 
\bigl[ 
f( - \hbar 2\Delta )v

\bigr] 
(\xi ) = (2\pi \hbar )d(2R\sharp )

 - d/2
\sum 
j\in \BbbZ d

f(\hbar 2\pi 2| j| 2/R2
\sharp )\widehat v(j)\delta (\xi  - \hbar \pi j/R\sharp )

= (2\pi \hbar )d(2R\sharp )
 - d/2

\sum 
j\in \BbbZ d

f(| \xi | 2)\widehat v(j)\delta (\xi  - \hbar \pi j/R\sharp )

= f(| \xi | 2)\scrF \hbar [v](\xi ),

by (A.13), from which

f( - \hbar 2\Delta )v=Op\hbar f(| \xi | 2)(v).

Appendix B. Proof of (BB5) for the transmission problem. By the
min-max principle for self-adjoint operators with compact resolvent (see, e.g., [61,
Theorem 13.1, p. 76])

\lambda n = inf
X\in \Phi n(\scrD \sharp )

sup
u\in X

\langle P\#u,u\rangle \beta ,c
\| u+\| 2L2(\BbbT d

R\sharp 
\setminus \scrO  - ) + \beta  - 1 \| u - /c\| 2L2(\scrO  - )

,(B.1)

where (\lambda n)n\geq 1 denotes the ordered eigenvalues of P\#, \scrD \sharp is the domain of P\# defined
by (2.4) (with \scrD given by (2.10)), \Phi n(\scrD \sharp ) is the set of all n-dimensional subspaces of
\scrD \sharp , and \langle \cdot , \cdot \rangle \beta ,c is the scalar product defined implicitly by the norm in the denominator
(which is the norm in Lemma 2.4).

By Green's identity and the definition of \scrD \sharp ,

\langle P\#u,u\rangle \beta ,c = \hbar 2\langle A+\nabla u+,\nabla u+\rangle L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + \beta  - 1\hbar 2\langle A - \nabla u - ,\nabla u - \rangle L2(\scrO  - ).(B.2)

Furthermore,

\langle A+\nabla u+,\nabla u+\rangle L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + \beta  - 1\langle A - \nabla u - ,\nabla u - \rangle L2(\scrO  - )

\| u+\| 2L2(\BbbT d
R\sharp 

\setminus \scrO  - ) + \beta  - 1 \| u - /c\| 2L2(\scrO  - )

\geq 
min

\bigl( 
(A+)min, \beta 

 - 1(A - )min

\bigr) 
max

\bigl( 
1, \beta  - 1(cmin) - 2

\bigr) \| \nabla u\| 2L2(\BbbT d
R\sharp 

)

\| u\| 2L2(\BbbT d
R\sharp 

)

.(B.3)

The definition of \scrD \sharp implies that

\scrD \sharp \subset 
\bigl\{ 
(u1, u2)\in H1(\BbbT d

R\sharp 
\setminus \scrO  - )\oplus H1(\scrO  - ) such that u1 = u2 on \partial \scrO  - 

\bigr\} 
=H1(\BbbT d

R\sharp 
).

(B.4)

Using (B.2), (B.3), and (B.4) in (B.1), we have

\lambda n \geq 
min

\bigl( 
(A+)min, \beta 

 - 1(A - )min

\bigr) 
max

\bigl( 
1, \beta  - 1(cmin) - 2

\bigr) 
\left(  inf

X\in \Phi n(H1(\BbbT d
R\sharp 

))
sup
u\in X

\hbar 2 \| \nabla u\| 2L2(\BbbT d
R\sharp 

)

\| u\| 2L2(\BbbT d
R\sharp 

)

\right)  .

The result then follows from the min-max principle for the eigenvalues of the Laplacian
on the torus.
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