Numerische Mathematik (2022) 150:137-178 N U menSChe
https://doi.org/10.1007/500211-021-01253-0 Mathematik

®

Check for
updates

A sharp relative-error bound for the Helmholtz h-FEM at
high frequency

D. Lafontaine’ - E. A. Spence? - J. Wunsch3

Received: 1 September 2020 / Revised: 16 July 2021/ Accepted: 25 October 2021 /
Published online: 27 November 2021
© The Author(s) 2021

Abstract

For the h-finite-element method (A-FEM) applied to the Helmholtz equation, the ques-
tion of how quickly the meshwidth 4 must decrease with the frequency k to maintain
accuracy as k increases has been studied since the mid 80’s. Nevertheless, there still
do not exist in the literature any k-explicit bounds on the relative error of the FEM
solution (the measure of the FEM error most often used in practical applications),
apart from in one dimension. The main result of this paper is the sharp result that, for
the lowest fixed-order conforming FEM (with polynomial degree, p, equal to one),
the condition “h%k3 sufficiently small" is sufficient for the relative error of the FEM
solution in 2 or 3 dimensions to be controllably small (independent of k) for scatter-
ing of a plane wave by a nontrapping obstacle and/or a nontrapping inhomogeneous
medium. We also prove relative-error bounds on the FEM solution for arbitrary fixed-
order methods applied to scattering by a nontrapping obstacle, but these bounds are
not sharp for p > 2. A key ingredient in our proofs is a result describing the oscillatory
behaviour of the solution of the plane-wave scattering problem, which we prove using
semiclassical defect measures.
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1 Introduction and informal statement of the main results
1.1 Introduction

When solving the Helmholtz equation Au 4 k*u = 0 with the & version of the finite-
element method (where accuracy is increased by decreasing the meshwidth /2 while
keeping the polynomial degree p constant), # must decrease faster than k~! to maintain
accuracy as k increases; this is the so-called “pollution effect" [4].

A thorough investigation of how quickly /# must decrease with the frequency & to
maintain accuracy as k increases was performed by Ihlenburg and Babuska in the mid
90’s [70,71] on the 1-d model problem.

W +kKu=—f in(0,1), u0) =0 and u'(1)—iku(l)=0. (1.1)

An explicit expression for the discrete Green’s function for this problem is available,
and Thlenburg and Babuska used this to prove the following two sets of results:

1. The h-FEM is quasi-optimal in the H ' semi-norm, with quasi-optimality constant
independent of k, if (hk?/p) is sufficiently small; i.e. there exists ¢, C > 0,
independent of &, k, and p such that, if hk? /p <c,then

IV —un)llp20.1) < C min [V —vp)llz20.1)
v,eHy,

where ), is the appropriate conforming subspace of H'(0, 1) of piecewise poly-
nomials of degree p on meshes of width %, and u;, is the Galerkin solution; see
[70, Theorem 3], [69, Theorem 4.13], [71, Theorem 3.5] (when p = 1 this result
was proved earlier in [3, Theorem 3.2]). The numerical experiments in [70, Fig-
ures 8 and 9] then indicated that, when p = 1, the condition “Ak? sufficiently
small" for quasi-optimality is necessary.

2. Under an assumption on the data f (discussed below), the relative error in the
h-FEM can be made arbitrarily small by, when p = 1, making hk3/? sufficiently
small and, when p > 2 and the data is sufficiently smooth (see [69, Remark
4.28]), making h2pj2p+l sufficiently small. More precisely, [70, Equation 3.25],
[71, Theorem 3.7], [69, Equation 4.5.15, §4.6.4, and Theorem 4.27] prove that
there exists C > 0, independent of & and k (but dependent on p) such that, if ik
is sufficiently small, then the Galerkin solution u, exists and

= unll g} 0.1 hk\” hk\*"
— 0D ¢ (—) +k(—) , (1.2)
”u”Hkl (0,1) p p
where the weighted H! norm | - || HL0.1) is defined by (3.2) below. The numerical

experiments in [70, Figure 11], and [69, Figure 4.13] then indicated that, when
p = 1, the condition “A?k3 sufficiently small" is necessary for the relative error
to be bounded (in agreement with the earlier numerical experiments in [8] for
small k).
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A sharp relative-error bound for the Helmholtz h-FEM at... 139

A note on terminology: following [69—71], we call the regime in &, k, and p where
the solution is quasi-optimal (with constant independent of k) the asymptotic regime,
and the regime where the solution is not quasi-optimal the preasymptotic regime. For
example, by the results in Points 1 and 2 above, when p = 1 the asymptotic regime is
when hk? is sufficiently small and the preasymptotic regime is when hk? >> 1.

The (asymptotic) quasi-optimality results in Point 1 above have since been gener-
alised to Helmholtz problems in 2 and 3 dimensions (and improved in the case p > 2).
Indeed, the fact that the 7-FEM with p = 1 is quasi-optimal (with constantindependent
of k) in the full Hk1 norm when /k? is sufficiently small was proved for the homoge-
neous Helmholtz equation on a bounded domain with impedance boundary conditions
in [79, Proposition 8.2.7] (in the case of constant coefficients) and [61, Theorem 4.5
and Remark 4.6(ii)] (in the case of variable coefficients), and for scattering problems
with variable coefficients in [50, Theorem 3]. The fact that the #-FEM for p > 2 is
quasi-optimal when APkP*! is sufficiently small was proved for a variety of constant
coefficient Helmholtz problems in [80, Corollary 5.6], [81, Proof of Theorem 5.8],
and [51, Theorem 5.1], and for a variety of problems including variable-coefficient
Helmbholtz problems in [25, Theorem 2.15]; the condition “h?Pk? +1 sufficiently small"
is indicated to be sharp for quasi-optimality by, e.g., the numerical experiments in [25,
§4.4].

In contrast, the (preasymptotic) relative-error bound (1.2) in Point 2 above has not
been obtained for any Helmholtz problem in 2 or 3 dimensions, even though numerical
experiments indicate that the condition “h??k2P*+! sufficiently small" is necessary and
sufficient for the relative error to be controllably small; see, e.g., [32, Left-hand side
of Figure 3]. The closest-available result is that, if h2P 2+l gg sufficiently small, then

It =l gty = € ()7 + KO ) 1 f 2 (1.3)

for the Helmholtz problem Au+k*u = — f posed ina domain D with either impedance
boundary conditions on 9 D or a perfectly matched layer (PML). Indeed, for the PML
problem, (1.3) is proved for p = 1 in [76, Theorem 4.4 and Remark 4.5(iv)] and [51,
Theorem 5.4]. For the impedance problem, (1.3) is proved for p = 1 in [100, Theorem
6.1], for p > 11in [32, Corollary 5.2] (following earlier work by [104]), and for p > 1
for the variable-coefficient Helmholtz equation V - (AVu) + kKnu = — fin[87,§2.3]
(under a nontrapping condition on A and 7).

We highlight that, while [32,51,76] all prove results of the form (1.3), all the numer-
ical experiments in these papers consider the relative error (either in the H' norm
[32,76], or the weighted H Lhorm (3.2) [51)), illustrating that relative error is indeed the
quantity of interest in practice. An analogous situation is encountered in the preasymp-
totic error analyses of other Helmholtz FEMs in [14,18,33-35,44,101-103]: all these
papers prove bounds on the error in terms of the data, as in (1.3), but all the numerical
experiments in these papers concerning the error consider the relative error.
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140 D. Lafontaine et al.

1.2 The main results of this paper and their novelty

The two main results are the following:

(a) Theorem 4.1 proves the relative-error bound (1.2) when p = 1 for scattering of
a plane wave by a nontrapping obstacle and/or a nontrapping inhomogeneous
medium (modelled by the PDE V - (AVu) + k*nu = 0 with variable A and
n) in 2 or 3 dimensions (see Definition 2.2 below for the precise definition of
the boundary-value problems considered). As highlighted above, the numerical
experiments in [8,69,70] show that “h”k> sufficiently small" is necessary for the
relative error of the #-FEM with p = 1 to be controllably small (independent of
k), and so the result of Theorem 4.1 is the sharp bound to which the title of the
paper refers.

(b) Theorem 4.2 proves for p > 2 a slightly-weaker bound than (1.2), namely that

l — upll 1
— ISRk + k (k)P (1.4)
”””Hkl(_QR)

for scattering of a plane wave by a nontrapping obstacle in 2 or 3 dimensions,
where C in (1.4) is independent of 7 and k but depends on p, with this dependence
given explicitly in the theorem.

As discussed above, these are the first-ever frequency-explicit relative-error bounds
on the Helmholtz #-FEM in 2 or 3 dimensions. We recall the interest (highlighted at
the end of the previous subsection) from [14,18,32-35,44,51,76,100—104] in proving
such bounds.

An additional novelty of Theorem 4.1 is that it applies to the variable-coefficient
Helmbholtz equation, and all the constants in the relative-error bound are explicit, not
only in k and A, but also in the coefficients A and n. The only other coefficient-explicit,
preasymptotic FEM error bound on the variable-coefficient Helmholtz equation in the
literature appears in [87, Theorem 2.39], where the bound (1.3) is proved for the interior
impedance problem when h2Pk?P*+1 is sufficiently small and A and n are nontrapping.
The only other coefficient-explicit FEM error bounds for the Helmholtz equation with
variable A and 7 are in [50,61]. Both prove quasi-optimality under the condition “kk>
sufficient small" when p = 1, with [61, Theorems 4.2 and 4.5] proving this result for
the interior impedance problem and [50, Theorem 3] proving this result for scattering
by a nontrapping Dirichlet obstacle.

Our two main results, Theorems 4.1 and 4.2, are proved for a particular class of
Helmbholtz problems, namely those corresponding to scattering by a plane wave, and
not for the equation Au + k?u = — f with general f € L2. We highlight that, for
this latter class of problems, it is unreasonable to expect a relative-error bound such
as (1.2) to hold, and thus the best one can do is prove bounds for a particular class of
realistic data (as we do here). For example, consider the 1-d problem (1.1) with

F) = —[exp(ik"x) x (x)]" — K[ exp(ik"x) x (x)], (1.5)
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where x has compact support in (0, 1). The solution to (1.1) is then u(x) =
exp(ik"x) x (x), which oscillates on a scale of k™", i.e., a smaller scale than k! when
n > 1. The finite-element method with, say, p = 1 and hk>/? small (and independent
of k) will therefore not resolve this solution, and hence a bound such as (1.2) does
not hold. This example is nevertheless consistent with the previous results recalled in
§1.1 since (i) the assumptions on the solution « in [70, First equation in §3.4] and [71,
Definition 3.2] exclude such data f, and (ii) with f given by (1.5), | fll z20.1) ~ k"
and ||M||Hkl(0’1) ~ k", so that || fll2¢0.1) > ”””Hk‘(o,l)» and the error estimate (1.3)
holds in this case because, although the absolute error on left-hand side of (1.3) is
large, the right-hand side of (1.3) is larger.

1.3 Discussion of these results in the context of using semiclassical analysis in the
numerical analysis of the Helmholtz equation

In the last ~10 years, there has been growing interest in using results about the k-
explicit analysis of the Helmholtz equation from semiclassical analysis (a branch of
microlocal analysis) to design and analyse numerical methods for the Helmholtz equa-
tion.! The activity has so far occurred in, broadly speaking, five different directions:

1. The use of the results in [83] (on the rigorous k — oo asymptotics of the solution
of the Helmholtz equation in the exterior of a smooth convex obstacle with strictly
positive curvature) to design and analyse k-dependent approximation spaces for
integral-equation formulations [2,31,36,38,39,53,74,75],

2. The use of the results in [83], along with those in [72] on scattering from several
convex obstacles, to analyse algorithms for multiple scattering problems [1,11,
37,40].

3. The use of bounds on the Helmholtz solution operator (also known as resolvent
estimates) due to [86,99] (with the latter using the propagation of singularities
results in [82]) to prove k-explicit bounds on both inverses of boundary-integral
operators and the inf-sup constant of the domain-based variational formulation
[7,22,23,91], and also to analyse preconditioning strategies [52].

4. The use of identities introduced in [86] to prove coercivity of boundary-integral
operators [94] and to introduce new coercive formulations of Helmholtz problems
[30,55,56,85,93].

5. The use of bounds on the restriction of quasimodes of the Laplacian to hyper-
surfaces from [17,27,64,95-97] to prove sharp k-explicit bounds on boundary
integral operators [48], [63, Appendix A], [45,49], with these bounds then used
to prove sharp k-explicit bounds on the number of iterations when GMRES is
applied to boundary-integral equations [47].

The results of the present paper include a sixth direction. Namely, a key ingredient in
our proofs of Theorems 4.1 and 4.2 (indeed, the ingredient that allows one to obtain
a relative-error bound instead of a bound in terms of the data, such as (1.3)) is a

LA closely-related activity is the design and analysis of numerical methods for the Helmholtz equation
based on proving new results about the k — 0o asymptotics of Helmholtz solutions for polygonal obstacles;
see [20,21,58,65-67]

@ Springer



142 D. Lafontaine et al.

result describing the oscillatory behaviour of the solution of the plane-wave scatter-
ing problem, which we prove using semiclassical defect measures. These measures
describe where the mass in phase space of a Helmholtz solution is concentrated in
the high-frequency limit (see the discussion in §9.1 below), and were introduced in
[57,77]; see [15] for more discussion on the history of defect measures.

2 Formulation of the problem

Assumption 2.1 (Assumptions on the domain and coefficients)

() 2_ c R4, d =2, 3, is abounded open Lipschitz set such that its open comple-
ment 2, := R?\ 2_ is connected.

(i) AeC 0*1(.Q+, SPD) (where SPD is the set of d x d real, symmetric, positive-
definite matrices) is such that supp(I — A) is compact in R? and there exist
0 < Amin < Amax < o0 such that, for all £ € R?,

Aminl€1* < ET(AXE) < Amax|€]* foralmosteveryx € 2.  (2.1)

(iii) n € L*°(£24,R) is such that supp(l — n) is compact in R? and there exist
0 < Nmin < Nmax < 00 such that

Nmin < N(X) < nmax for almost every x € §2. (2.2)

Figure 1 shows a schematic of £2_ and the supports of | — A and 1 — n. Let the
scatterer £25c be defined by 2y := £2_ U supp(l — A) U supp(1 — n) (i.e., the union
of the shaded areas in Fig. 1). Given R > 0 such that 2, C Bg, where Bg denotes
the ball of radius R about the origin, let 2 := §£24 N Bgr. Let I'r := dBg and let
I' := 0£2_. Let n denote the outward-pointing unit normal vector field on both I”
and I'g. We denote by 9y the corresponding Neumann trace on I” or I'g and dp A the
corresponding conormal-derivative trace. We denote by yu the Dirichlet trace on I”
or I'g.

Definition 2.2 (Helmholiz plane-wave scattering problem) Given k > 0 and a € R4
with |a| = 1, let u! (x) := e**a_ Given £22_, A, and n, as in Assumption 2.1, we say
ue ngc(9+) satisfies the Helmholtz plane-wave scattering problem if

V - (AVu) +k’nu =0 in 24, either yu=0 or Odyau=0 onI, (2.3)

and S := u — u! satisfies the Sommerfeld radiation condition
O ) — kS ) =0 (= 2.4
?(X)—lu x)=o0 @i 2.4)

as r := |x| — oo, uniformly inX := x/r.

@ Springer



A sharp relative-error bound for the Helmholtz h-FEM at... 143

Fig.1 A schematic of £2_, the
supports of | — A and 1 — n, and
Br

We call a solution of the Helmholtz equation satisfying the Sommerfeld radiation
condition (2.4) an outgoing solution (so, in Definition 2.2, u* is outgoing).

Define DNy, : H'/2(I'r) — H~'/2(I'g) to be the Dirichlet-to-Neumann map for
the equation Au + k*>u = 0 posed in the exterior of Bg with the Sommerfeld radiation
condition (2.4). When I'r = dBp, for some R > 0, the definition of DtN; in terms
of Hankel functions and polar coordinates (when d = 2)/spherical polar coordinates
(when d = 3) is given in, e.g., [80, Equations 3.7 and 3.10]. Let

Hy p(2g) == {ve H'(2r): yv=0o0nTI}.
When Dirichlet boundary conditions are prescribed in (2.3), let
H = Hy (2r); (2.5)
when Neumann boundary conditions are prescribed, let
H:= H'(2g). (2.6)
Lemma 2.3 (Variational formulation of the Helmholtz plane-wave scattering problem)

Withu!, 2_, A, n, g, and H as above, define it € H as the solution of the variational
problem

find W € H such that a(u,v) = F(v) forallv € H, 2.7)

where

0, v) = AViD) - Vv — k*niiv) — (DINy (y D), . and
a(u, v) /;)R (( u)- Vv nuv) ( r(yu) yv)FR an
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144 D. Lafontaine et al.

F(v) :=f (a,,u’ —DtNk(yul))W. (2.8)
I'r

where (-, )y, denotes the duality pairing on I'r that is linear in the first argument
and antilinear in the second. Then i = u|g r» Where u is the solution of the Helmholtz
plane-wave scattering problem of Definition 2.2.

For a proof of Lemma 2.3, see, e.g., [60, Lemma 3.3]. From here on we denote the
solution of the variational problem (2.7) by u, so that u satisfies

a(u,v) = F(v) forallv e H. 2.9)

Lemma 2.4 The solution of the Helmholtz plane-wave scattering problem of Defini-
tion 2.2 exists and is unique.

Proof Uniqueness follows from the unique continuation principle; see [60, §1], [61,
§2] and the references therein. Since a(-, -) satisfies a Garding inequality (see (10.6)
below), Fredholm theory then gives existence. O

The h finite-element method Let T, be a family of triangulations of £2g (in the sense
of, e.g., [28, Page 61]) that is shape regular (see, e.g., [ 12, Definition 4.4.13], [28, Page
128]). When Neumann boundary conditions are prescribed in (2.3), let

Hy, = {v € C(2R) : v|g is a polynomial of degree p for each K € 7,}; (2.10)

when Dirichlet boundary conditions are prescribed we impose the additional condition
that elements of Hj, are zero on I in both cases we then have H; C H. The main
results, Theorems 4.1 and 4.2 below require I” to be at least C!-!. For such §2 it is not
possible to fit 92 exactly with simplicial elements (i.e. when each element of 7, is a
simplex), and fitting d§2g with isoparametric elements (see, e.g, [28, Chapter VI]) or
curved elements (see, e.g., [9]) is impractical. Some analysis of non-conforming error
is therefore necessary, but since this is very standard (see, e.g., [12, Chapter 10]), we
ignore this issue here.

The second main result, Theorem 4.2 (for p > 2 and analytic I"), requires the
triangulation 7 to be quasi-uniform in the particular sense of [81, Assumption 5.1].
Triangulations satisfying this assumption can be constructed by refining a fixed trian-
gulation that has analytic element maps; see [81, Remark 5.2].

The finite-element method for the variational problem (2.7) is the Galerkin method
applied to the variational problem (2.7), i.e.

find u;, € Hy, such that a(uy, vy) = F(vy) forall v, € Hy,. (2.11)

Observe that setting v = vy, in (2.9) and combining this with (2.11) we obtain the
Galerkin orthogonality that

a(u —up,vy) =0 forall v, € Hy. (2.12)
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3 Definitions of quantities involved in the statement of the main
results

Throughout the paper we assume that R > R > 0 for some fixed Ry > 0 and k > ko
for some fixed ko > 0. For simplicity we assume throughout that

koRo>1 and hk < 1. 3.1)

Given a bounded open set D, we let the weighted ! norm, || - || H] be defined by

||u||§13([,) = 1Vulga ) + K lullf2 ) - (3.2)
We now define quantities CpiNj, j = 1,2, Csol; Cosc, CpF, Cpy2, Cint, and Cyms

that appear in the main results (Theorems 4.1 and 4.2). All of these are dimensionless

quantities, independent of k, i, and p, but dependent on one or more of A, n, £2_

(indicated below).

CpiNj, j = 1,2 By [80, Lemma 3.3], there exist Cpinj = Cpivj(koRo), j = 1,2,

such that

’(DtNk(Vu), VU)FR)| =< CpiNi ”u”Hkl(QR) ”U”Hkl(QR) (3.3)
forall u, v e H'(2g) and for all k > ko, and
— RDNe, ¢) . = Coma R IB117 (3.4)

forall ¢ € H'/?(I'g) and for all k > ko.

Csol We assume that A, n, and §2_ are nontrapping in the sense that there exists Cso) =
Csol1(A, n, 2_, R, ko) such that, given f € L2(.QR), the solution of the boundary
value problem (BVP)

V- (AVv) + kKny = —f in$£24, either yv =0 or dpav =0 on I,

and v satisfies the Sommerfeld radiation condition (2.4) (with u5 replaced by v),
satisfies the bound

”U”Hkl(_QR) < CslR ”f”Lz(.QJr) forall k > ko; (3.5)

observe that the factor R on the right-hand side makes Co) dimensionless. (Remark 4.5
discusses the situation where this nontrapping assumption is removed and Cyo depends
on k.) This assumption holds if the obstacle £2_ and the coefficients A and n are non-
trapping in the sense that all billiard trajectories (or, more precisely, Melrose—Sjostrand
generalized bicharacteristics [68, Section 24.3]) starting in an exterior neighbourhood
of £2_ and evolving according to the Hamiltonian flow defined by the symbol of (2.3)
escape from that neighbourhood after some uniform time. For this flow to be well-
defined, I" must be C*, and A and n must be globally C''! and C* in a neighbourhood
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146 D. Lafontaine et al.

of I"; note that the flow may in general be set-valued rather than unique in cases where
the boundary is permitted to be infinite-order flat. Assuming the uniqueness of the
flow, an explicit expression for Cyo) in terms of A, n, £2_, and R is then given in [50,
Theorems 1 and 2, and Equation 6.32]. However, the bound (3.5) can be established
in situations with much less smoothness; indeed, [60, Theorems 2.5, 2.7, and 2.19]
establishes (3.5) for a Dirichlet C? star-shaped obstacle and L>° A and n satisfying
certain monotonicity assumptions. Furthermore, our arguments in the rest of the paper
do not need the flow to be well-defined on £2y¢ := £2_Usupp(l—A)Usupp(1l —n), they
only require that the bound (3.5) holds. We can therefore define nontrapping in this
weaker sense, and work with scatterers of much lower smoothness than in standard
microlocal-analysis settings.

Cosc By Theorem 9.1 below, if A, n, and £2_ are nontrapping then there exists
Cosc = Cosc(A,n, £2_) (‘osc’ standing for ‘oscillation’) such that for u# a solution
to the Helmholtz plane-wave scattering problem of Definition 2.2,

Ul m2(2p) < Cosck ”u”[—]kl(_QR) ) 3.6)
where | - | g2, denotes the H? semi-norm; i.e. lulp2(oq) = Z|a|=2 /-QR |0%u|?.

Cpr By [12, §5.3], [98, Corollary A.15], there exists Cpr = Cpp(§2-) (‘PF’ standing
for ‘Poincaré—Friedrichs’) such that

R 1005 g = Cor (R Y013y + 101220, (37)

forall v e H'(2g).
C 2 By Theorem 6.1 below, there exists C ;2 = C 2 (A, £2_) suchthat,if f € L?>(2g)
and v € H'(2g) satisfy

V. (AVv) = —f in §2g, onv = DtNg(yv) on I'g, and (3.82)
either yv =0 or dpbv =0 on [, (3.8b)

then
] 12000 < Cir2 (||f||L2(QR) + R IVl 20y + R ||u||L2<QR)) . (39

The key point in (3.9) is that, although v in (3.8) depends on k via the boundary
condition on I'g, Cpp is independent of k.

Cint By, e.g., [12, Equation 4.4.28], [90, Theorem 4.1] the nodal interpolant I, :
C(2r) — Hy, is well-defined for functions in H2(2g) (for d = 2, 3) and satisfies

v = Invll 2@ + 1 IV = L)l 200, < Cindh10lp2(0p.  (3.10)

for all v € H?(£2g), for some Cjy that depends only on the shape-regularity constant
of the mesh. As a consequence of (3.10), the definition of || - ”Hkl (28) (3.2), and the
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A sharp relative-error bound for the Helmholtz h-FEM at... 147

assumption that hk < 1 (3.1), we have
I = 10l g1 () < V2Cinh 10l 2(2p)- (3.11)

Cwms By [81, Lemma 3.4 and Proposition 5.3] there exists Cys = Cwms(§£2-) (‘MS’
standing for ‘Melenk—Sauter’) so that, if I" is analytic, A = I, n = 1, and £24 is
nontrapping, then the bound (8.6) below holds.

In §1.2 we recalled that the only other frequency- and coefficient-explicit FEM
error bounds for the variable-coefficient Helmholtz equation appear in [61, Theorems
4.2 and 4.5], [50, Theorem 3], and [87, Theorem 2.39]. We note here that the constants
in these bounds are expressed in terms of analogous quantities to those defined above.

4 Statement and discussion of the main results
4.1 The main results

The first theorem holds for any p > 1, but is most relevant in the case p = 1.

Theorem 4.1 Let u be the solution of the Helmholtz plane-wave scattering problem
(Definition 2.2). Assume that both Assumption 2.1 and (3.1) hold, $2_ is c1 and A,
n, and $2_ are nontrapping. If p > 1 and

Kk < Cy, 4.1

then the Galerkin solution uy, to the variational problem (2.11) exists, is unique, and
satisfies the bound

llu — uh”HkI(.QR)

< Cohk + C3h*K°, 4.2)
”u”[-]kl(_QR)
where
C ! < + ! + 2)1
1 .= n -
4(Amax + CoN D max (Cy2)?(Cin)2Csot R ™ koRoCiol
2 _1
X <l + — T/_ 1 ) )
min { CoiN2(Cpr) ™!, Amin(1 + Cpp) ™'}
V2Cint Co
Cy = ﬂ(max {Ama)h nmax} + CDtNl),
Amin
and

Cs = - (Amax + CDtNl)(Cint)ch2CsolRCOSC\/ Mmax + Amin
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— +2].
x (nmax * kOROCsol * >

Theorem 4.2 Let u be the solution of the Helmholtz plane-wave scattering problem
(Definition 2.2). Assume that both Assumption 2.1 and (3.1) hold, A = |, n = 1,
§2_ is a nontrapping Dirichlet obstacle, I" is analytic, and the triangulation T}, in
the definition of Hj, (2.10) satisfies the quasi-uniformity assumption [81, Assumption
511 If

(hk)? k(hk)Pth
+ CSOIRT < Cl (43)

then the Galerkin solution uy, to the variational problem (2.11) exists, is unique, and
satisfies the bound

et — unll 1 0 &
- @ 5( , 4 3EMS . @4

k(hk)P*!
”u”Hkl(QR) P

> hk + 63CM5C301R

where

~ 1 2 -1

C:= <1 + — fl ; ) ,
2V2(1 + Com1)Cp2Cys \ min {Cona (Cpr) !, (1 + Cpp) '

E;2 = \/Eccontcintcosm and 53 = 4(1 + CDtNl)Cintcosc~

Observe that (i) the condition (4.3) is satisfied if A7 kP12 is sufficiently small, and
(i1) the bound (4.4) is of the form (1.4).

The result of Theorem 4.2 might appear not to be a high-order result, since the
lowest-order terms in (4.3) and (4.4) are h% and h, respectively. Nevertheless, for fixed
p, if k(hk)P*! is sufficiently small, so that (4.3) is satisfied, then

ho~k VPN g0 pk ~ kYD 1 ask — oo,

and the dominant term on the right-hand side of (4.4) is that involving k (hk)?*+!. We
highlight that Theorem 4.2, along with the previous work discussed in §1.1, shows
that high-order methods suffer less from the pollution effect than low-order methods.

4.2 How the main results are proved

Theorems 4.1 and 4.2 are proved using the so-called elliptic-projection argument or
modified duality argument, used to prove the bound (1.3) on the solution in terms of
the data. We first make some remarks about the history of this argument, and then
outline our new contributions.

Recall that the classic duality argument, coming out of ideas introduced in [89],
proves quasi-optimality of the Helmholtz FEM, and was used in, e.g., [3,24,25,50,51,
61,70,79-81,88]. The elliptic-projection argument is a modification of this argument
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that allows one to prove results in the preasymptotic regime (as opposed to the asymp-
totic regime). The initial ideas were introduced in the Helmholtz context in [42,43] for
interior-penalty discontinuous Galerkin methods, and then further developed for the
standard FEM and continuous interior-penalty methods in [100,104]. The argument
has been subsequently used by [6,24,32,51,76,101] (see, e.g., the literature review in
[87, §2.3]).

We note that [43,100] also used an error-splitting argument (with this idea called
“stability-error iterative improvement" in these papers), and that error splitting ideas
were also used in [32], together with the idea of using discrete Sobolev norms in the
duality argument. Although we do not use these ideas in this paper, one expects that
they could be used to improve the p dependence in Theorem 4.2, but see [87, Remark
2.48] for a discussion on the challenges in doing this.

Our three new contributions to the elliptic-projection argument are (i) a rigorous
proof, using semiclassical defect measures, of the bound (3.6) describing the oscilla-
tory behaviour of the solution of the plane-wave scattering problem (see Theorem 9.1
below), (ii) the proof of H? regularity, with constant independent of k, of the solution
of Poisson’s equation with the boundary condition d,v = DtNg(yv) (see (3.9) and
Theorem 6.1), and (iii) determining how all the constants in the elliptic-projection
argument depend on A, n, £2_, and R.

Regarding (i): oscillatory behaviour similar to (3.6) of Helmholtz solutions has been
an assumption in many analyses of finite- and boundary-element methods; see, e.g.,
[70, First equation in §3.4], [71, Definition 3.2], [13, Definition 4.6], [5, Definition
3.5], [30, Assumption 3.4]. However, to our knowledge, the only existing rigorous
results proving such behaviour are [59, Theorems 1.1 and 1.2] and [47, Theorem
1.11(c)]. These results concern the Neumann trace of the solution of the Helmholtz
plane-wave scattering problem with A = | and n = 1, and are then used in [59] and
[47] to analyse boundary-element methods applied to this problem. In common with
(3.6), these results are obtained using semiclassical-analysis techniques.

Regarding (ii): the analogous result (H?> regularity with constant independent of
k) for Poisson’s equation with the impedance boundary condition dav = ikyv is
central to the elliptic-projection argument for the Helmholtz equation with impedance
boundary conditions. This result was explicitly assumed in [43, Lemma 4.3], implicitly
assumed in [6,24,100,104], and recently proved in [26]. Our proof of (3.9) uses (and
makes A-explicit) arguments from [26], which in turn use results from [62], adapting
them to deal with the operator DtNy, instead of ik, in the boundary condition.

Regarding (iii): while the standard duality argument applied to the Helmholtz equa-
tion discussed above has recently been made explicit in A, n, and £2_ in [50,61] (as
discussed in §1.2), the only places in the literature where the elliptic-projection argu-
ment is made explicit in A, n, and £2_ are the present paper and [87, §2.3], leading
to the coefficient-explicit preasymptotic error bounds on the Helmholtz FEM at high-
frequency in Theorem 4.1 and [87, Theorem 2.39]. One area in which we expect these
results to be applied is in the analysis of uncertainty quantification (UQ) algorithms
for the high-frequency Helmholtz equation with random coefficients, as discussed in
the following remark.
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Remark 4.3 (The importance of coefficient-explicit FEM results for Helmholtz
UQ) To analyse UQ algorithms that use the standard Helmholtz variational formula-
tion, one needs to understand how existence and uniqueness of the Galerkin solution is
affected by the randomness in the coefficients. One therefore needs coefficient-explicit
existence and uniqueness results for the Galerkin solution for the Helmholtz equation
with variable (deterministic) coefficients (such as in Theorem 4.1 and [87, Theorem
2.39]); this issue is highlighted (but not fully analysed) in the analysis of Monte Carlo
and Multi-level Monte Carlo methods in [87, Chapter 5]; see [87, Assumption 5.1 and
Remark 5.2].

The only other analyses of uncertainty quantification (UQ) algorithms for the high-
frequency Helmholtz equation with random coefficients in the literature are [41,54]
(concerning Monte Carlo and Quasi-Monte Carlo methods, respectively). Because
of the issue described in the previous paragraph, these papers use formulations of
the Helmholtz equation where existence and uniqueness of the Galerkin solution is
established for all k, &, p, and for a class of (deterministic) coefficients ([41] uses
the interior-penalty discontinuous-Galerkin method of [42,43,54] uses the coercive
formulation of [56]). This then ensures that the Galerkin solution exists and is unique
for all realisations of the random coefficients; see the discussion at the beginning of
[41, §4].

4.3 Why does Theorem 4.2 not cover scattering by an inhomogeneous medium?

In both the elliptic-projection argument and the standard duality argument, a key role
is played by the quantity n(H) defined by (8.3) below, which describes how well
solutions of the (adjoint of the) Helmholtz equation can be approximated in H,.

In the case p = 1 we estimate 1(7;,) using H? regularity of the solution (which
holds when A and £2_ satisfy the assumptions of Theorem 4.1), leading to the bound
(8.5) below. When p > 1, A = I, n = 1, §£2_ is a Dirichlet obstacle, and I is analytic,
[81] proved the bound (8.6) on n(H;), and we use this result to prove Theorem 4.2.
The bound (8.6) was proved via a judicious splitting of the solution [81, Theorem
4.20] into an analytic but oscillating part, and an H? part that behaves “well" for large
frequencies, and this splitting is only available for the exterior Dirichlet problem with
A=landn = 1.

We highlight that an alternative splitting procedure valid for Helmholtz problems
with variable coefficients was recently developed in [25], leading to an alternative proof
of the bound on n(Hy) (8.6) [25, Lemma 2.13]. However, this alternative procedure
requires that DtNy be approximated by ik on I'g. Indeed, in [25, Proof of Lemma
2.13] the solution is expanded in powers of k, i.e. u = Z?O:o klu j» and then on I'g
one has dyu ;11 = iyu;; this relationship between u 1 and u ; on I'g no longer holds
if DtNy is not approximated by ik.

4.4 Approximating DtN,

Implementing the operator DtN; is computationally expensive, and so in practice
one seeks to approximate this operator by either imposing an absorbing boundary
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condition on I, or using a PML. In this paper we follow the precedent established in
[80,81] of, when proving new results about the FEM for exterior Helmholtz problems,
first assuming that DtNy is realised exactly. We remark, however, that if the two
key ingredients in §4.2 (a proof of the oscillatory behaviour (3.6) and H?-regularity,
independent of k, of a Poisson problem) can be established when DtNy is replaced
by an absorbing boundary condition on Ig, then the result of Theorem 4.1 carry
over to this case. When an impedance boundary condition (i.e. the simplest absorbing
boundary condition) is imposed on I'g, the necessary Poisson H>-regularity result is
proved in [26], but we discuss below in Remark 9.9 the difficulties in proving (3.6) in
this case.

4.5 Removing the nontrapping assumption

The only place in the proofs of Theorems 4.1 and 4.2 where the nontrapping assumption
(i.e. the fact that Cy in (3.5) is independent of k) is used is in the proof of the bound
(3.6) (in Theorem 9.1 below). We sketch in Remark 9.10 below how (3.6) can be
proved in the trapping case (i.e. when Cs) is not independent of k); the rest of the
proofs of Theorems 4.1 and 4.2 then go through as before. In the case of Theorem 4.1,
the requirement for the relative error to be bounded independently of k would then
be that 12k3Cy be sufficiently small. Under the strongest form of trapping, Csoj can
grow exponentially through a sequence of ks [10, §2.5], but is bounded polynomially
in k if a set of frequencies of arbitrarily-small measure is excluded [73, Theorem 1.1].
However, it is not clear how sharp the requirement “A%k>Cyq) sufficiently small" for
the relative error to be bounded is in these cases.

5 Outline of the proof

As highlighted in §4.2, one of the novelties of this paper is that it makes the elliptic-
projection argument explicit in the coefficients A and n. However, this explicitness
means that many of the expressions in the proofs are complicated (in the same way as
the expressions in the results in Theorems 4.1 and 4.2 are complicated). In this section
therefore, we give an outline of the proof, keeping track of the dependence on k, A,
and p, but ignoring the dependence on A, n, £2_, and R. We use the notation a < b
when a < Cb with C independent of k, i, and p, but dependent on A, n, £2_, and R.

As in the standard duality argument coming out of ideas introduced in [89] and then
formalised in [88], our starting point is the fact that, since a(-, -) satisfies the Garding
inequality (10.6), Galerkin orthogonality (2.12) and continuity of a(-, -) (10.4) imply
that, for any v, € Hy,

2

Amin llu — uh”HkI (2r)

< Na@u —up, u—vp) + Kk (Mmax + Amin) llu — uhlliz(QR)

< Cecont llu — uh”Hkl(QR) flu — vh”Hkl(.QR) + kz(nmax + Amin) flu — Mh”iz(_QR) .
6.
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Recall (from, e.g., [88, Theorem 2.5], [80, Theorem 4.3], [92, Theorem 6.32]) that
the standard duality argument (related to the Aubin-Nitsche trick) shows that

llu — Mh”LZ(_QR) < Ceonth(Hp) llu — Mh”Hkl(_QR) s (5.2)

where 1(Hj,), defined by (8.3) below, describes how well solutions of the adjoint
problem are approximated in the space Hj,. Inputting (5.2) into (5.1) one obtains quasi-
optimality, with constant independent of k, if kn(’H},) is sufficiently small. Lemma 8.2
below shows that n(H;) < h + (hk)?, and thus the condition “kn(H;,) sufficiently
small" is satisfied if A”kP*! is sufficiently small.

In contrast, the elliptic-projection argument, which we follow, shows that

e = wnll 2y S NCH) Nt = wall gy gy forall wy € Hy,  (53)

provided that hi®n(Hp) is sufficiently small (see Lemma 10.1 below). Observe that
(5.3) is a stronger bound than (5.2), since wj, on the right-hand side of (5.3) is arbitrary.
The proof of (5.3) in our setting of the plane-wave scattering problem requires the new
Poisson H?-regularity bound (3.9), which we prove in Theorem 6.1 below.

Inputting (5.3) into (5.1), choosing wy, = vy, and using the inequality

208 < ea’ +¢e7 B foralle, B, > 0, (5.4)

on the first term on the right-hand side of (5.1), we obtain that, if hkzn(Hh) is suffi-
ciently small, then, for any v, € H,

2 2 2 2 .
=il gy S (LK CHRD?) Nl = vll g5

i.e. quasi-optimality. Assuming H? regularity of the solution, and using (3.11), we
obtain that, if hkzn(Hh) is sufficiently small, then

= w31 gy S (LK) R 0t o - (5.5)

In the standard elliptic-projection argument (see, e.g., [24, §5.5]) applied to the
PDE Au + k*u = — f, an H?-regularity bound similar to (3.5) and the nontrapping
bound (3.5) are combined to give |u|H2(QR) < k||f||Lz(QR), and combining this with
both (5.5) and the bound n(H;) < hk (see (8.5) below) proves the bound (1.3) with
p = 1 on the Galerkin error in terms of the data when 4%k is sufficiently small.

In contrast, in this paper we prove, using semiclassical defect measures, that
the solution to the plane-wave scattering problem satisfies (3.6), i.e. [u|g2(0,) S
k||lu ”Hkl (©@r) (see Theorem 9.1 below), and using this in (5.5), along with the bounds
on n(Hy) in Lemma 8.2, we obtain the relative-error bounds (4.2) and (4.4).

In summary, once one has proved the bound (3.6) (which we do via semiclassical
analysis) and the Poisson H2-regularity bound (3.9) (which we do using results from
[62] and properties of DtNy), if one ignores the technicalities of making the argument
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explicitin A, n, £2_, and R, then the proof of a preasymptotic relative-error bound fol-
lows via a straightforward modification of the elliptic-projection argument. Given the
large and sustained interest (reviewed in §1.1) in preasymptotic relative-error bounds
for the Helmholtz FEM, we believe this fact illustrates the advantage of approaching
the numerical analysis of the Helmholtz equation from a perspective encompassing
both numerical-analysis and semiclassical-analysis techniques.

6 Proof of the Poisson H2-regularity result (3.9)

Theorem 6.1 With A, 2_, I', and 2k as in §2, let v € H! (82R) be the solution of the
Poisson boundary value problem (3.8). If I" is 11, then v € H*(2g) and the bound
(3.9) holds.

We follow the recent proof of the related regularity result [26, Theorem 3.1] (where
DtNy is replaced by ik, A = |, and £2_ = () and start by recalling results from [62].

Lemma 6.2 Let D be a bounded, convex, open set of R" with C? boundary. Then, for
allv e HY(D; C%),

) -
dv; dv; ,
IV v? - /——) > MM Vi -m), . (6.1)
/D < i,]z=:] D 0x; 0%i Kooy, ¥ oo

where V is the surface gradient on 0 D and (yv)T := yv—n(yVv-n) is the tangential
component of yVv.

Proof The result with v real follows from [62, Theorem 3.1.1.1] and the fact that the
second fundamental form of @ D (defined in, e.g., [62, §3.1.1]) is non-positive (see [62,
Proof of Theorem 3.1.2.3]). The result with v complex follows in a straightforward
way by repeating the argument in [62, Theorem 3.1.1.1] for complex v. O

Lemma 6.3 ([62, Lemma 3.1.3.4]) If A € C%!(D, SPD) satisfies (2.1) (with $2,
replaced by D), then, for all v € H2(D),

d

2 d _
3% 8%v 8%
Amin)® < AigAjy——— : 6.2
(4min) Z oxjox;| — Z ieAm 0x;j0xg 0x;0xy 6.2)
i,j=1 i,j,0,m=1
As afirst step to proving Theorem 6.1, we prove it in the case when £2_ = §.

Lemma 6.4 Let A € C%'(Bg, SPD) satisfy (2.1) (with 2, replaced by Bg) and be
such that supp(I — A) CC Bg. Given f € L*(Bg), letv € H'(Bg) be the solution of

V.- (AVv) = —f in Bg, onv = DtNi(yv) on I'g. (6.3)
Then v € H*(Bg) and
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2 < L 2 d4 VA 2
|U|H2(BR) = (Amin)2 ”f”LZ(BR) + ” ”LOC(BR)

+

d¥ A7 o (g o I VAT o0 Vo2 ,
4 WAL I VAL ) 1V0 1725

where VA denotes the derivative of A.

Proof Letw € H'(R?)be the outgoing solution of the following transmission problem

V-(AVw)=—f inBg, Aw+kw=0 inR?\ By,

ywy =yw_ and dawy = dhw_ on [,

where w_ := w|p; and wy := w|ga\ p,. (Note that it is important here that A = | in
a neighbourhood of I'g, so that o, aw— = dpw—.) By the definition of the operator
DtNy, w_ = v. Since I'g is C2, the regularity result [29, Theorem 5.2.1 and §5.4b]
implies that w_ € H*(Bg) and w,. € Hfm(Rd \ Bg); therefore v € H>(Bg).

Sincev € H?(Bg) and Ais Lipschitz, AVv € H'(Bg) and we can apply Lemma 6.2
with v := AVwv. Since A = I near I'g, v = Vv near I'g and so the right-hand side of
(6.1) becomes

—29(V (yv). Vi @), = —29%(V7 (yv), Vi DNy o), -
where we have used the boundary condition in (6.3).
Now, DtN; and V7 commute on I'; this can be seen either by rotation invariance,

or by using the definition of DtN; and Vr in terms of Fourier series on I'g. Therefore,
the inequality (3.4) implies that the right-hand side of (6.1) is non-negative, hence

9 v 5
— (A, — )< . 6.4
Z / ax,( M)ax[( Jmaxm)_nfuLz(BR) (6.4)

i,j,l,m=1

The left-hand side of (6.4) equals

/ 925 d
Z itA im S A A A + Z f Ri,j,@,ma (6.5)
Lt 0x;j 8xe 0X; 0 Xy, P72
where
dA; v 3’0 v A, 0V
dx; dxg 0x;0x,, 8xj3xz ax; 8xm

dAjp dv A}y T
axl‘ 8)6(5 3)6,' 8xm

. 1 2 3
=R jom TR jom TR jom:
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By the Cauchy-Schwarz inequality

| 2
'/ R jom| T ‘/ Ry i om
Bx Br

and

< 2[|AllLeBr) IVAI L2 B VU L2(8) [V H2(BR)

3
‘ / R jem
Bg

We therefore obtain

d
Z / Rijom
Br

ij.tm=1

< IVAI s g IV 25,

< 2d*|All o) I VAN L B V0l 28y 1V 2 8p)

+d VA @ VU725,

Combining this with (6.2), (6.4), and (6.5), we obtain

(Amin)*[V132 gy < 171725, + 24 1AL (3) I VAL (8 VO 2205 [0 12

+ d VA s (5 1 V01172 5,

Using (5.4) on the second term on the right-hand side, we obtain the result. O
We now use Lemma 6.4 to prove Theorem 6.1.

Proof (Proof of Theorem 6.1) Let 0 < Ry < R; < R be such that 2_ C Bg,, and
let x € C*(R?) be such that 0 < x < 1and

x=0inBg, and x =1 inR?\ Bg,.
We decompose v as
v=xv+ ({1 —x)v=:v]+ v (6.6)
Then vy € H'(Bg) and satisfies
V- (AVv) = —xf+Vyx - -(AVv) +Vuv- (AVx) + vV - (AVy) in Bg,

and dpv; = DtNi(yv1) on I'g. Lemma 6.4 implies that v; € H?(Bpg) and that there
exists C4 = C4(A, d, x) > 0 such that

Wlce = Co(If 20 + R IV + R 2 020y ) (67)
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where (i) we have used the fact that Vx = 0 in a neighbourhood of §2_ to write all
the norms as norms over 2z, and (ii) we have inserted the inverse powers of R on the
right-hand side to keep C4 a dimensionless quantity. On the other hand, v, satisfies
V-(AVr) == —x)f —Vx-(AVv) — Vv - (AVyx) —vV - (AVy) in Bg,
vy = 01n B \ Bg,, and either yv, = 0 or dqva =0on I".
Since A is Lipschitz, Api, > 0, and both I" and I'g are C L1162, Theorems
2.3.3.2,2.4.25, and 2.4.2.7] imply that, if w € H'(2g), V - (AVw) € L*(2g),

and either yw = 0 or dyaw = 0 on 92g, then w € H2(£2_) and there exists
Cs = Cs5(A, 2_,d, R) > 0 such that

Wl e = Cs (IV - (AV) = wll 2 + R IVWllL2(2y
+R™? ||w||L2(_QR)> .

Applying this with w = v, we obtain that

w2l = Cs (Il + R IVl + B2 0l 2 gy ). (68)

and the bound (3.9) follows from combining (6.7) and (6.8) using (6.6). O

7 The elliptic projection and associated results

Define the sesquilinear form a, (-, -) by
a,(u,v) = / AVu -Vov — (DtNk)/u, yv)rR. (7.1)
2R

Recall from (2.5) and (2.6) that H equals either Hol‘ p(£2Rr) (with Dirichlet condi-
tions in (2.3)) or H'(£2g) (with Neumann conditions).

Lemma 7.1 (Continuity and coercivity of a,(-, -)) Forall u, v € H,

2
’a*(u, U)| =< Ceconts ”u”HkI(-QR) ”U”Hk] (2g) and Ra, (v, v) > Ceoers ”U”H}g(fzk) s
(7.2)

where
Ceontx = Amax + CoN1, Ceoers = min { Con2(Cpr) ™", Amin(1 + Cpp) ™'},

and

l[v]|? = || Vull? +

Hy(Rg) L2(2g) (7.3)

2
F ||U||L2(.QR) .
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Proof The first inequality in (7.2) follows from the inequality (3.3) and the Cauchy-
Schwarz inequality. The second inequality in (7.2) follows from (3.4) and (3.7). O

As a consequence of Lemma 7.1, we have
2 2
Ceoerx ||U||H]1Q(QR) =< |a*(Ua U)| < Ceontx ”U”Hkl (28) forallv € H, (7.4)
and we then define the new norm on H,

vl := Vas (v, v).

Lemma 7.2 (Bounds on the solution of the variational problem associated with a, (-, -))
The solution of the variational problem

find u € H such that a,(u, v) = (f, V)12, foralve™

satisfies

Iy < Wiz and 2oy < Crz 1f iz . (75)

Coerx

where
Cy, =Cpp2 (1 + \/E(Ccoer*)_l) .

Proof Since a,(-, -) is continuous and coercive in H, the first bound in (7.5) follows
from the Lax—Milgram theorem and the fact that

(s 01220

< RIS N2 »
veH ”v”H['e(.QR)

by the definition of [|-|| 1(25) (7.3). The second bound in (7.5) follows from combining
the first bound in (7.5) and the bound (3.9). O

We now define the particular Galerkin projection known in the literature as the
“elliptic projection” (see the discussion in §4.2).

Definition 7.3 (Elliptic projection Py) Given u € 'H, define Pru € Hj, by

a,(vy, Phu) = a.(vy, u) forall v, € Hy.
Since a, (-, -) is continuous and coercive in H by Lemma 7.1, the Lax—Milgram theorem
implies that Py is well defined. The definition of P;, then immediately implies the

Galerkin-orthogonality property that

ac(vp, u — Ppu) =0 forall v, € Hy. (7.6)
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Lemma 7.4 (Approximation properties of Pp,) The elliptic projection Py, satisfies

lu — Prully <+ Ceontx v;{rfleiﬁh lu — Uh”Hk} (2r) and 7.7
lu = Putell 1205 < hV2CinCp2,v/Coonta 1t — Prull, (7.8)

forallu € 'H.

Proof By the Cauchy—Schwarz inequality a., (-, -) is continuous in the || - ||, norm, and
by definition, a,(-, -) is coercive in this norm. Therefore Céa’s lemma implies that

lu = Ppull, = min [lu —vpll,,
UhEHh

and (7.7) follows from the norm equivalence (7.4).

To prove (7.8) we use the standard duality argument. Given u € H, let & be the
solution of the variational problem

find & € ‘H such that a, (&, v) = (u — Ppu, U)LZ(QR) forallve H. (7.9
Then, by Galerkin orthogonality (7.6) and continuity of a, (-, -), for all v, € Hj,

lu = Phuell7s ) = @€, e = Phit) = au(§ — vp, u — Phu)
< 1€ = vall, lle = Phall, - (7.10)

By the norm equivalence (7.4), the consequence (3.11) of the definition of Cjy, the
definition of & (7.9), and the second bound in (7.5),

1§ = In§ |l = v/ Ceontx ”";:_Ihg”Hkl (2r) = Ccont*\/zcinth|$|H2((2R)’
<V Ccont*“/zcinthCHz* ”M_Phu”LZ(QR) ,

and the result (7.8) follows from combining this last inequality with (7.10). O

8 Adjoint approximability

Definition 8.1 (Adjoint solution operator S*) Given f € L*(£2g), let S* f be defined
as the solution of the variational problem

find S*f € H suchthat a(v,S*f) = (v, D2y forallveH. (8.1)

S* is therefore the solution operator of the adjoint problem to the variational problem
(2.7) with data in L2(2g).
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Green’s second identity applied to outgoing solutions of the Helmholtz equa-
tion implies that (DINy ¥/, @), = (DtNx¢, 1//) (see, e.g., [92, Lemma 6.13]); thus
a(v,u) = a(u, v) and so the cfeﬁmtlon (8.1) 1mp11es that

a(S*f,v) = (f, V)20, forallveH; (8.2)

i.e. §* f is the complex-conjugate of an outgoing Helmholtz solution.
Following [88], we define the quantity n(H},) by

IS*f = vnll g1
n(Hl’l) = sup m]]‘] k( R), (83)
fELz(QR) vpeH ”f”Lz(ﬂR)

observe that this definition implies that, given f € L?(2g),

there exists wy, € Hpy such that ”S*f — wy H H (@) < n(Hw) 1 fllL2(2p) - (8-4)

Lemma 8.2 Assume that A, n, and $2_ are nontrapping (and so (3.5) holds with Co)
independent of k).

Q) IfI" € CYV and A € €O, then
1
n(Hh) < hk |:\/§CintCH2CsolR (nmax +—+ 2)i| . (85)
koRoCsol

(ii) If §$2_ is a Dirichlet obstacle (so that H = Hé p(82R)), I is analytic, A = |,
n = 1, and the triangulation Ty, in the definition of Hy, (2.10) satisfies the quasi-
uniformity assumption [81, Assumption 5.1], then there exists Cyjs = Cwms (§2-)
such that

h hk\?
n(Hp) < Cms [— + CsalR (—) } . (8.6)
p p

Proof Part (ii) is proved in [81, Lemma 3.4 and Proposition 5.3]: see [81, Proof of
Theorem 5.8], and observe that the nontrapping assumption implies that « in [81]
equals zero. We now prove Part (i).

By the consequence (3.11) of the definition of Cjy; (3.10), there exists v, € Hp,
such that

|S*f — va HHkI(-QR) < V26l fliran

(indeed, we can take v, = 1,(S* f)). By (8.2), the BVP (3.8) is satisfied with v := §* f
and f := f 4 k’nS* f. Applying the bounds (3.9) and (3.5), we obtain

18" fluzen < Cr2 (kznmax |s*f ”LZ(QR) T 1 lz2(2p)
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1 1
4 19 Dy + 72 15 Liscan

< CH2C501kR (”max + kR Cuoy + ﬁ + W) ||f||L2(QR) ’

and the result (8.5) follows from the assumption that kR > kgRg > 1 (see (3.1)). O

9 Proof of the oscillatory-behaviour bound (3.6)

Theorem 9.1 IfA, n, and 2 are nontrapping (in the sense that the bound (3.5) holds),
then the bound (3.6) holds, i.e.,

|M|H2(_QR) < Cosck ”u”Hkl(-QR) - .1

Lemma 9.2 To prove Theorem 9.1, it is sufficient to prove that there exists ko > 0 and
Crass = Cmass(A, n, 2, R) > 0 such that

lull2(2pyr) < Cmass lull 2@y forall k = ko. 9.2)

Proof We first claim that the map k + u is continuous from (1, c0) to H 2(2g);
indeed, this follows from the well-posedness of the plane-wave scattering prob-
lem of Definition 2.2, H? regularity, and linearity. Therefore, the function k
lull g2 2p) (k ||u||111k1(_QR))_1 is continuous on [1, 00), and it is sufficient to prove
that the bound (9.1) (i.e., (3.6)) holds for k sufficiently large.

Let x € C®(R%) besuchthat0 < y < 1,x = lon2gand x = Ooan\BR+1/2.
Applying the H?-regularity results [62, Theorems 2.3.3.2, 2.4.2.5, and 2.4.2.7] to yu
(with these results valid since A is Lipschitz, Apin > 0, both I" and I'g are C L1
and either yu = 0 or dyu = 0 on I"), we obtain, in a similar way to the proof of
Theorem 6.1, that there exists C1 = C{(A, n, £2_, R) > 0, such that

lul22q) = Crk Nl g1 (g, -

Therefore to prove (9.1) (i.e., (3.6)), it is sufficient to prove that there exists C; =
Cr(A,n, $2_, R) > 0, such that

”M”[—]kl(QR_H) < ”u”[-[kl(_QR) . 9.3)

We now need to show that we can prove (9.3) from (9.2). We claim that

n
Vil 2(0q,,) < /%k lull 2@, forallk > 0. (9.4)
min
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Indeed, applying Green’s identity in £2g (which is justified by [78, Theorem 4.4] since
u € H'(2g)) and recalling that either yu = 0 or dpu = 0 on I", we have that

S 120012 _du
(AVu) -Vu —k“nlul" =N U—.
QR-H FR-H ar

By (3.4), the right-hand side is < 0, and (9.4) follows using the inequalities (2.1) and
(2.2). Therefore, using (9.4) and (9.2),

n n
el g1 2y < o o + 1k llellz2(g, ) < Crmass | 7 + 1k llll 20y
k Amin Amin

which implies the bound (9.3), and the result follows. O

9.1 Overview of the ideas used in the rest of this section to prove (9.2)

We have therefore reduced proving the oscillatory-behaviour bound (3.6)/(9.1) to
proving the bound (9.2), which we prove using defect measures. The precise definition
of a defect measure is given in Theorem 9.3 below, but the idea is that the defect
measure of a Helmholtz solution describes where the mass of the solution in phase
space (i.e. the set of positions x and momenta &) is concentrated in the high-frequency
limit. Two examples of this feature are

(i) the defect measure of the plane wave u!(x) := exp(ikx - a) is the product of a
delta function at £ = a and Lebesgue measure in x (see (9.8) below), reflecting
the fact that, at high frequency (and in fact at any frequency), all the mass in
phase space of the plane wave is travelling in the direction a, and

(i1) the defect measure of an outgoing solution of the Helmholtz equation is zero on
the so-called “directly incoming set" (see Lemma 9.8 below), where this set is
defined in (9.20) below as points in phase space that don’t hit the scatterer when
propagated backwards along the flow.

A key feature of the defect measure of a Helmholtz solution is that it is invariant under
the Hamiltonian flow defined by the symbol of the PDE, as long as the flow doesn’t
encounter the scatterer (see Theorem 9.6 below) This is analogous to results about
propagation of singularities of the wave equation, where singularities travel along the
trajectories of the flow (the bicharacteristics), and the projection of these trajectories
in space are the rays.

The main ingredients to our proof of (9.2) are Points (i) and (ii) above, invariance
under the flow (away from the scatterer), and then geometric arguments about the rays,
using the fact that away from the scatterer the rays are straight lines and the flow has
constant speed along the rays (see (9.12) below).

To conclude this overview, we direct the reader to [105, Chapter 5] for extensive
discussion of defect measures in R?, to [16,50,84] for material on defect measures on
manifolds with boundary, and to [15] for discussion on the history of defect measures.
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9.2 Recap of results about defect measures
9.2.1 Symbols and quantisation

Before defining defect measures, we need to define the functions on phase space
(i.e. the set of positions x and momenta &) that the defect measure can act upon by
dual pairing. These functions are called symbols, defined as functions on the corangent
bundle T*$2. Recall the definition of the cotangent bundle of R?:

T*R? .= R? x (RY)*,

for our purposes, we can consider T*R? as {x,8) : x € Rd,§ € ]Rd}, i.e. the set
of positions x and momenta &. On T*RY, the quantisation of a symbol b(x, &) €
Cosmp(T*R?) is defined by

k! ik(x—y)-§ .
(2m)d /Rd /Rd " NTVEb(x, Huly)dyds: (9.5

b(x, (i)' ax)u(x) :=
see, e.g., [105, §4]. The same definition holds for symbols supported away from the
boundary of £2 . We omit the analogous definition near the boundary since it is more
involved; see [16, §4.2] (where it involves the so-called compressed cotangent bundle
of 24, Tb*.Q_Jr) and [84, §1.2]. We will not, in any event, require any specifics of the
measure at the boundary in proving Theorem 9.1.

9.2.2 Existence of defect measures
Theorem 9.3 (Existence of defect measures [105, Theorem 5.2], [16, §4.2]) Suppose
{v(k) }ko<k<oo 18 a collection of functions that is uniformly locally bounded in L2 (£25),

i.e. given x € ngmp (RY) there exists C > 0, depending on x and ko but independent
of k, such that

Ixv(O)ll 20,y < C forall k > ko. 9.6)

Then there exists a sequence ky — 00 and a non-negative Radon measure (. on Tb*.Q_+
(depending on kg) such that, for any symbol b(x, &) € C (Tb*.Q_+)

comp
<b(x, (ikg)_lax)v(kg), v(k@))>9+ — /b du as € — oo. .7

In the case of a plane wave u! (x) := exp(ikx - a) with |a| = 1, a direct calculation
using (9.5) and the definition of the Fourier transform shows that, for all %,
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k4 ) ) )
(pu' u')py = e /Rl /Rd /1;«1 k=€ pikya o—ikxap y £) g dy dx

= /1;:1 b(x, a) dx; 9.8)

i.e. for any sequence k; — 00, the corresponding defect measure of 1! is the product
of the Lebesgue measure in x by a delta measure at & = a; we therefore talk about the
(as opposed to a) defect measure of u’.

The next lemma proves that, if  is the solution of the plane-wave scattering problem
and x is an arbitrary cut-off function, then x « is uniformly bounded in k (on compact
subsets of £2); existence of a defect measure of u then follows from Theorem 9.3. In
the rest of this section, to emphasise the k-dependence of u, we write u = u (k).

Lemma9.4 Let u(k) be the solution of the plane-wave scattering problem of
Definition 2.2. Assume that A,n, and §2_ are nontrapping. Then there exists
CA,n, 2_, R, ko) > 0 such that

(k) 20 < C forall k > ko. 9.9)

Proof Let x € C2°_(R?) be such that y = 1 in a neighbourhood of the scatterer 2.

comp

Let v := u® + xu', so that u = (1 — x)u’ + v. Since [lu’ (k)||.2(q,) < C1(R) for
all k > 0, the result (9.9) will follow if we prove a uniform bound on [[v(k) || 12(2p)-
The definition of v implies that v satisfies the Sommerfeld radiation condition, either
yv = 0or dyv = 0 on I', and, with Lp ,w := V - (AVw) + k*nw and [A, B] :=
AB — BA,

Lanv = _»CA,n((1 - X)ul) = [»CA,nv X]MI - (- X)»CA,nuI = [»CA,ns X]ul,

since La,u! = 0 when 1 — x # 0. By explicit calculation, using the fact that
ul (x) = exp(ikx - a),

<Cik,

H [£an. X]”I’ L2@p) ~

where C; depends on [|Al| = (2z), IVAllLx(2x), and x, but is independent of k. The
nontrapping bound (3.5) then implies that [[v(k)[[2(p,) < C2 with C; independent
of k, and the result follows. O

9.2.3 Support and invariance properties of defect measures
Recall that the semi-classical principal symbol of the Helmholtz equation (2.3) is given
by
d d
px.E) =) D Aij(0EE; — n(x) (9.10)

i=1 j=1
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(see, e.g., [105, Page 281]). In our arguments below we only consider points (x, £) in
phase space when p = 0; this is because of the following result.

Theorem 9.5 (Support of defect measure [105, Theorem 5.4], [16, Equation 3.17])
Suppose u(k) satisfies (9.9), and let u be any defect measure of u(k). Then suppu C

{x,8): p(x,§) =0}

As an illustration of this, the plane wave ul (x) == exp(ikx - a) with |a] = 1 is
solution of the Helmholtz equation (2.3) with A = land n = 1, and hence p = |&§ 12—1
in this case. By (9.8), the defect measure of u/ is the product of Lebesgue measure
in x and a delta function at & = a, and thus is supported in |&] = 1,i.e., p = 0, as
expected from Theorem 9.5.

The final result about defect measures that we need is their invariance under the
flow (away from the scatterer). This result is Theorem 9.6 below; to state it, we first
need to define the flow.

Away from I, and provided that A and n are both Cl1 the flow ¢y 1s defined as
follows: given p = (X, &y), ¢:(p) := (x(t), £(¢)) where (x(¢), £(¢)) is the solution of
the Hamiltonian system

Xi(t) = 3, p(x(1), E(1)),  &(1) = =0y, p(x(1), £(1)). (9.11)

with initial condition (x(0), £(0)) = (xo, &), where the Hamiltonian equals p defined
by (9.10). Near both I" and places where A and n are not C!!, the definition of ¢,
is more involved — this is to account for reflection or refraction. However, we do not
need this definition in what follows, since our arguments take place away from these
regions. In fact our arguments take place away from the scatterer £2¢.. Outside §2,
A =1l,and n = 1; thus p(x, &) = |&|> — 1. From (9.11), the flow satisfies x; = 2&;
and & = 0 and is therefore given by the straight-line motion

X=X+ 2tE), & =&, 9.12)

The arguments below consider the flow with speed 2 (i.e. with |§y] = 1). This is
without loss of generality, since away from §25c Theorem 9.5 implies that u is only
non-zero when |&] = 1.

Both in the next result and later, we let wx denote projection in the x variables,
ie mx((x, ) =x.

Theorem 9.6 (Invariance of defect measure under the flow away from the scatterer)
Suppose that u(k) satisfies (9.9), and let . be any defect measure of u(k). If A C T*R?

is such that wx(¢s(A)) N 2gc = O for s between 0 and t, (i.e. the flow acting on A
doesn’t hit the scatterer from time O to time t), then

(@i (A)) = u(A). (9.13)
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Proof In the absence of the scatterer, invariance of the measure under the flow is the

statement that, for b € Cogy, (T*RY),

8.;(/(17 o p—_s)(p) du) =0 foralls, (9.14)

and this is proved in [105, Theorem 5.4], [16, Proposition 4.4]. For this result to hold
in the presence of the scatterer in a time interval 0 < s < ¢, we need the spatial
projection of the integrand in (9.14) to not be supported during this time interval on
$24¢, 1.€., we need the condition that

nx(supp(b o <p_s)) N2 =0 for0<s <rt. (9.15)

Under this condition, (9.14) implies that

/b(p) du = /(b op_s)(p)du forall) <s <t. (9.16)

Let 14 denote the indicator function of a set A. By approximating 14 by smooth
symbols, (9.16) holds with b(p) = 14(p), provided that the condition (9.15) holds.
Since p_;(p) € A iff p € ps(A), we have

x(supp(1a 0 @) = mx(supp(ly, (a))) = mx (s (A)),

and thus (9.15) holds by the assumption in the statement of the theorem.
Therefore, (9.16) implies that, for all 0 < s <1,

[ 1@t = [ 1ao-onan= [1owe .
i.e.
Ww(A) = ,u(gas(A)) forall0 <s <'t,
which implies (9.13). O
9.3 Proof of (9.2) using defect measures

The following lemma reduces proving the bound (9.2) to proving a statement about
defect measures.

Lemma 9.7 Let 0 < Ry < R be such that 2o CC Bg,,. If every defect measure of u
is non-zero and there exists Cg g, > 0 such that, for every defect measure | of u,

w(T*2g12) < Cr ot (T*2gy), 9.17)

then the bound (9.2) holds.
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Proof We prove the contrapositive. Suppose (9.2) fails; we aim to exhibit a defect
measure associated to u for which (9.17) fails. Then, for any C; > 0, there exists a
sequence (k;)°° |, with k,, — o0, such that

n=1>

k)l 1220, ) = Cillekn)ll 2 (9.18)
we choose Cy := 2Cg g,. By Lemma 9.4, the sequence {u(k,,)}° | is locally uniformly
bounded and Theorem 9.3 implies that, by passing to a subsequence, there exists a

defect measure p of u associated to the subsequence, which we again denote k. Let
%0, X1 € C®(R?) be such that 0 < xo, x1 < 1, and

suppx1 C Bry2, x1 =1inBgy1, suppxo C Br, xo = 1in Bg,.

The bound (9.18) then implies that

)l 2,y = 2CR.Rollx0u )l 2@, - 9.19)

Passing to the limit # — oo and using the property of defect measure (9.7), we obtain
that

/Xlzdlt > 2CR,R, / xgdu.

The definitions of xg and x; imply that

/Xg du > / Irsgp dp = (T $2g,)

and
/ xidp < / 1722 di = (T 2p42);
hence
wW(T*R2gr42) = 2Cr gy (T* 2g,),
contradicting (9.17). O

Before using Lemma 9.7 to prove (9.2), we prove a result (Lemma 9.8 below) about
the structure of u, exploiting the fact that u = u! 4 u’ with 45 is outgoing (in the
sense that it satisfies the Sommerfeld radiation condition (2.4)). To make use of this
outgoing property, we need to define appropriate notions of incoming and outgoing
for elements of phase space. Let Z denote the directly incoming set defined by

I:= {,O € T"(£24:\2s0), sit. ”X(U(p—t(p)) N2 = @}2 (9.20)

t>0
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where recall that 7y denotes projection in the x variables. That is, Z is everything that
never hits the scatterer under backward flow. Let

Iy = (T*Q)\T.

These definitions of Z and I} do not require the generalized bicharacteristic flow ¢,
to be defined in T*£2y, but when the flow is defined everywhere, I'; is the forward
generalized bicharacteristic flowout of §2, that is

Iy = { U o (p) 1 pe T*.Qsc} when ¢, is defined everywhere.

t>0

The following lemma uses outgoingness of u° to show that, given a set E in phase
space, the mass of u lying over E is either in the forward flowout Iy or associated to

the incident wave u?.

Lemma 9.8 For any Borel set E C T*$2, w(E \ I'y) = n! (E \ I'y), where . is any
defect measure of u, and ' is the defect measure of u'.

Proof Let ky be the sequence associated to the particular defect measure of u. By
Lemma 9.4, u® (k) is uniformly locally bounded, and so there exists a subsequence
kg,, and a defect measure associated to u®, denoted by MS . Then, by linearity and (9.7),
w = S+ ul. It is therefore sufficient to prove that u5(E \ I'y) = 0. But, by the
definition of Iy, E\ I'y C Z, and 5(Z) = 0 by [16, Proposition 3.5], [50, Lemma
3.4], since u® is outgoing. O

Proof of Theorem 9.1 By Lemmas 9.2 and 9.7 it is sufficient to prove the bound (9.17)
(observe that the hypothesis in Lemma 9.7 that every defect measure of u is non-zero
holds by Lemma 9.8 since /LI(I) # 0). Let Ry := maxxeg,. [X|. We claim that it is
sufficient to show that, for any p > Ry there exists ¢ = &(Ry, p) , with e(Rgc, p) is
an increasing function of p, and C = C(p, €) > 0 such that

W(T*(Bpte \ Bp)) < Clp, e)u(T*82p). 9:21)

Indeed, we now show that the bound (9.17) then follows by using (9.21) repeatedly.
Since £(Ryc, p) is an increasing function of p, if £* := e(Rg, Rg), then (9.21) implies,
with C(p) := C(p, (Rsc, p)),

W(T*(Byyes \ B,)) < C(p) p(T*82,) forall p > Ro. 9.22)

The bound (9.17) then follows by applying (9.22) with p = Ry, p = Ry + &%, ...,
p = Ry + me*, wherem = [(R+2 — Rg)/e*].

It is therefore sufficient to prove the bound (9.21); we introduce the notation that

A = B, \ B,, and observe that (9.21) then reads u(T*A) < C(p, &)u(T*$2,). We
prove this bound by combining the following three inequalities:

W(T*A) < p(T*ANTL) + p(T*A) = W(T*ANI) + |A (9.23)
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(where | - | denotes Lebesgue measure in RY),
T ANTY) < u(T*(Bp \ Bpy)) < u(T*R2y), (9.24)
where pg := (p + Rs)/2, and
W(T*2y) = 8|2, 9.25)

for some 6 > 0. Indeed, using (9.23), (9.24), and (9.25), we have

w7 4) = (1+141612,D7" ) u(T*2,),
which is (9.21). We prove (9.23) and (9.25) using Lemma 9.8 and the structure of
MI , and (9.24) using invariance of defect measures under the flow outside of 7* 2
(i.e. Theorem 9.6).
Proof of (9.23) Lemma 9.8 implies that

w(T*A) = W(T*ANTL) + w(T*AN\T}) < w(T*ANTy) + g (T*A).

By (9.8), i isad-measure on § = atimes Lebesgue measureinx, so u;(T*A) = |A|,
(where | - | denotes Lebesgue measure in R) and (9.23) follows.

Proofof (9.24) Recall that, for X cC RY \ 2,
§*X = {(x,§) :x € X, £ e RY with |§| = 1},

and observe that, by Theorem 9.5, u(T*ANIy) = w(S*ANT,) and w(T*(B, \
Bpy)) = u(S*(B, \ By,)); we therefore only need to prove that

W(STANTY) < u(S* (B, \ Byy))- (9.26)
We first introduce some notation that allows us to bound ©(S*A N I'y) using only the

invariance of defect measure (9.13) in the exterior of £24c. Given b € R? with |b| = 1
and p > Ry, let 2se.5p C R4 and Age,5p C S*824 be defined by

Qsc,ﬁ,b = (U (-Qsc + tb)) N 9/7 and Asc,,o+£,b = -Qsc,ﬁ,b x {b};

>0
i.e. 25,5 equals the union of all possible translations of £2 in the direction b,

intersected with 25, and Ay 5 p equals these points paired with the direction b. By
(9.12), the spatial projections of the flow outside §2 are straight lines, and thus

[N S*250{E=b} = {(x, b) € $*25:35 > 0st.x—sh e _QSC}
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Therefore

ryns*Q;N{E=b} C Axpn. I1NS*25c | Awpp. 027
beR4,|b|=1

and thus, for any ¢ > 0,
S*ANTy = S*ANS* 2, NIy CS*AN < U Asc,pﬂ,b). (9.28)
beR?,|b|=1
Recall that pg := (p + Rsc)/2. Let

. IO()_RSC p_Rsc
=TT T T

(9.29)

and

— R 2
- —p+/R3c+ (pT +m) : (9.30)

observe that ¢ > 0 and ¢ is an increasing function of p, as claimed underneath (9.21).
We now claim that, with these definitions of 7y and ¢,

U @ (S*(By\ Byy) N2 =4 9.31)

0<t<f
(i.e., the forward flowout of the annulus B, \ B, does not hit the scatterer for 0 <
t < tp) and
S*AN ( U Asc,p+8,b> C Dt (S*(Bp \ BPO))' (932)

beR4,|b|=1

(Since S*A N Iy is contained in the left-hand side of (9.32) by (9.28), (9.32) says
that the forward flowout of B, \ By, in time fy covers all points in S*A that are ever
reached by flowout from 7*£2,..) Outside 24 the flow has speed 2 and its spatial
projections are straight lines. Therefore (9.31) is ensured if #yp < (pg — Rsc)/2, which
is ensured by (9.29). O

We now show that (9.32) holds. Since
(x,b) = (x — 21ob + 219b, b) = ¢4, (x — 2tob, b),

(9.32) follows from showing that (x—2fob, b) € S*(B,\ By,),i.e.x—2t9b € B,\ B,
for all (x, b) belonging to the left-hand side of (9.32). For such (x, b), by definition,

p<I|x|<p+e andx —sb € 2 (9.33)
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Fig.2 Figure showing the lengths L and L, defined by (9.34)

for some s > 0. We now claim that for such (x, b),
x—tbeB,\ B, forall L; <{ <Ly,

where

L= \/(p +6)2 — Rszc — \/,02 — RSZC, Ly :=p— po. (9.34)

This is because, on the one hand, a ray of length > L starting from a point X in a
direction —b, with (x, b) satisfying (9.33), will automatically enter B,. Indeed, the
longest such ray that does not intersect B, has length L1, as shown in Fig. 2. On the
other hand, a ray of length < L, starting from a point x in a direction —b, with (x, b)
satisfying (9.33), will notintersect B ,,. Indeed, the shortest such ray that enters B_pO has
length L, as shown in Fig. 2. It is then straightforward to check that L1 < 2¢p < L
when #j is given by (9.29) and ¢ is given by (9.30), so that (9.32) holds.

We now prove the bound (9.26) on w(S*A N I'}) using (9.31) and (9.32). Because
of (9.31), we can use (9.13) to find that

(@i (S*(Bp \ Bpy)) = n(S*(By \ Byy))s
using this with (9.28) and (9.32), we obtain (9.26), and thus (9.24).
Proof of (9.25) Using Lemma 9.8 and the structure of 1;, we have
W(T*2p) = p(T*2p \ Ty) = g (T*2,\ I's)
=ur((T*2,\ ') N{E =a}) + u (T*2, \ I'y) N {§ # a})
J'rx<(T*.Qp \ )N g = a}) ’ (9.35)

Since
J'rx((T*pr \ TN {E = a}) U nx<(T*[2p NN iE = a}) 502,
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we obtain

(T2, \ T N{E = a})| = 12, ] -

m (T2, nronig =a)|.
(9.36)

By the first inclusion in (9.27),

| ((T*2, NI N {E = a})| < |2c.roa

, (9.37)

with this inequality expressing the fact that any parts of the scattered wave travelling
in direction a must lie in £24¢ g a. Combining (9.36) with (9.37) yields

m((T*2,\ ) N {§ = al)| = 12] — |2uc.ral- 938)

Since §2sc r,a & §2,, there exists § > 0 such that [£2,| — |§2sc g al > 8]|£2,], and thus

=

(9.35) and (9.38) imply that (9.25) holds; the proof is complete. O

Remark 9.9 (What if impedance boundary conditions are imposed on 'z ?) If the
impedance boundary condition dpu’ — iku® = 0 is imposed on I'g (as an approxima-
tion of DtNy,), then there are additional reflections on I'g [84], [46, §2] ,uS has support
on the incoming set, and Lemma 9.8 no longer holds.

Remark 9.10 (Proving Theorem 9.1 in the trapping case) In the trapping case,
lu (k)| 12(2,) may no longer be uniformly bounded, as it is in Lemma 9.4, since (3.5)
no longer holds with Cyo bounded independently of k. If a subsequence of k’s exists
along which [lu (k)1 2(q,) is uniformly bounded, we may obtain a contradiction by
the same argument as above by considering this subsequence. Thus, we can assume,
without loss of generality, that |[u(k)|[12(g,) — 00. Now instead of defining defect
measures of u(k), one can instead define defect measures of u(k)/||u(k) 120z If
R is sufficiently large, then the bound in [19, Theorem 1.1] (i.e. the fact that the
nontrapping cut-off resolvent estimate holds, even under trapping, if the supports
of the cut-offs on both sides are sufficiently far away from the scatterer) implies
that v(k) := u(k)/|lu(k)|l 2o, satisfies (9.6). Any defect measure of v(k) is then
immediately non-zero, since 1(x2) > 1 for any x with suppx D Bg. Lemma 9.7
goes through as before after multiplying both sides of (9.19) by ||u(k)||;22< 28" The
main change needed to the rest of the proof is to take into account the fact that a
defect measure of u’(k)/||u(k)||Lz(_QR) is zero when |lu(k)|l;2(o,) grows through
the sequence k; associated with that measure. In this situation, however, the bound
(9.23) becomes u(T*A) < w(T*A N I'}); combining this with (9.24) we obtain
w(T*A) < 2u(T*$2g), from which the key bound (9.21) (and hence the result of the
theorem) follows.
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10 Proof of Theorems 4.1 and 4.2

Lemma 10.1 (Aubin-Nitsche analogue via elliptic projection) Assuming that the
Galerkin solution uy, to the variational problem (2.11) exists, if

1
2\/§CC0nt*CH2*CimnmaX

hk*n(Hp) < Ci,  where Cp:= , (10.1)

then
ot = nll 22y < 2CeontaiCH) e = will gy for all wy, € M.
Proof Let& = S*(u — uy,); i.e. & is the solution of variational problem
find § € H such thata(v,§) = (v, u —up) 2o, forallveH.

Then, by Galerkin orthogonality (7.6) and the definition of a. (-, -) (7.1), for all v, €
Hn,

e — unllFa g,y = @l —un, &) = a(u — up, & —vy),

= au(u — up. & —vp) 200, — K2 — up), & — Vp) 12(0p)-
(10.2)

We choose v, = P&, and then use (in the following order) (i) the Galerkin orthog-
onality (7.6), (ii) continuity of a.(-, -), (iii) the bound (7.8), (iv) the upper bound in
the norm equivalence (7.4) and the bound (7.7), and (v) the consequence (8.4) of the
definition of 5 to obtain that, for all w, € Hy,

lu = unll3a g = @ = wh, & = Pr€)p2(np — K (1 — un), & = Pré) 12y
< llu — willa 16 = Pr&lly + K nmax lu — wnll 200, I1E = Préll 2oy
< (= wnll, + Mk*V2Cin C v/ Coontattmas 1t = il 22 ) 16 = Paé
= (VCeonte It = will  + BK*V2CinC g2,/ Ceantattmas 1t = il .2 )
< v/Ceonte min 15— vill
< (V/Caonts 1w = will gy + h*V/2CinC 2./ Ceomattmas 1 — unll 2 )
% v/ Ceontat (M) 1t — | 202 (10.3)
the result then follows. O
Remark 10.2 (Advantage of elliptic-projection over standard duality argument)

Comparing (10.2) and (10.3) we see the advantage of the elliptic-projection argument
over the standard duality argument: in (10.3), Galerkin orthogonality for a,(-, -) has
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allowed us to obtain u — wj, (with wy, arbitrary) as opposed to u — uy, in the first
argument of the sesquilinear form on the right-hand side, leading to the bound (5.3)
instead of (5.2). The price for this is that we have an additional L? inner product on
the right-hand side of (10.3), and controlling this leads to the condition (10.1).

Recall that, by the Cauchy—Schwarz inequality and the inequality (3.3), a(, -) is
continuous, i.e., for all u, v € H,

|a(u, U)} =< Ceont ”“”HA?(QR) ”v”[-]kl(_QR) s (10.4)

where Ceopt := max {Ama)u nmax} + CpiNi-

Lemma 10.3 Assuming that the Galerkin solution uy, to the variational problem (2.11)
exists, if (10.1) holds, then

llu — uh”Hkl (28) = (C2hk + C3hk277(Hh)> ”u”Hk] (2r)° (10.5)
where
Cy = ﬁCCOHICinICOSC and C3 = 4Ceont Cint Coscv/Nmax + Amin
. Amin o ~/ Amin .

Proof Since DtNy satisfies the inequality (3.4), and A and n satisfy the inequalities
(2.1) and (2.2), a(-, -) (2.8) satisfies the Garding inequality

Na(, ) = Amin [V171 ) =K Cmax + Amin) V172, - (10.6)
Using Galerkin orthogonality (2.12) and continuity of a(-, -) (10.4), we find that that
(5.1) holds for any v;, € Hj,. Using first the inequality (5.4) witho = |Ju —up|| HY (25)
B = Ceontllu — Uh”Hkl(QR), & = Amin, and then Lemma 10.1, we find that if (10.1)
holds, then, for any v, € Hj,

200y 2
2 AN
(Ccont)2 2 2 2
= Ey. llu — Uh”Hkl(-QR) + k% (nmax + Amin) llu — unll720p
< (Ccont)2 2 2 2 2
S|l5, — + 4k (nmax + Amin) (Ceontx) (U(Hh)) flu — Uh”Hkl(-QR) , (10.7)
min

By the consequence (3.11) of the definition of Cj,; and the bound (3.6)/(9.1),
llue — Ihu”Hkl(.QR) < ‘/Ehcint|u|H2(QR) < \/Ehkcintcosc ”u”Hkl(-QR) . (10.8)

Choosing v, = Inu in (10.7), using (10.8), taking the square root and using the
inequality v/a? + b? < a + b forall a, b > 0, we find the result (10.5). O
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Proof of (9.25) (Proof of Theorem 4.1) Under the assumption that the Galerkin solution
uy, exists, the fact that the bound (4.2) holds under the condition (4.1) follows from
combining Lemma 10.3 with the bound (8.5) on n. To prove that uj exists under
the condition (4.1), recall that, since the variational problem (2.11) is equivalent to a
linear system of equations in a finite-dimensional space, existence of a solution follows
from uniqueness. Suppose that there exists a i, € Hj, such that a(uiy, v,) = 0 for
all v, € Hy; to prove uniqueness, we need to show that i, = 0. Let & be such that
a(u,v) = 0 for all v € H, so that i}, is the Galerkin approximation to &. Repeating
the argument in the first part of the proof we see that the condition (4.1) holds then
the bound (4.2) holds (with u replaced by u and uj, replaced by u}). By Lemma 2.4,
i = 0, so (4.2) implies that i;, = 0 and the proof is complete. o

Proof of (9.25) (Proof of Theorem 4.2) This is very similar to the proof of Theorem 4.1,
except that we use the bound (8.6) on n(Hj) instead of (8.5). O
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