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We consider a branching Brownian motion in R
d with d ≥ 1 in which

the position X
(u)
t ∈ R

d of a particle u at time t can be encoded by its direc-

tion θ
(u)
t ∈ Sd−1 and its distance R

(u)
t to 0. We prove that the extremal point

process
∑

δ
(θ

(u)
t ,R

(u)
t −m

(d)
t )

(where the sum is over all particles alive at time

t and m
(d)
t is an explicit centering term) converges in distribution to a ran-

domly shifted, decorated Poisson point process on S
d−1 ×R. More precisely,

the so-called clan-leaders form a Cox process with intensity proportional to

D∞(θ)e−√
2r dr dθ , where D∞(θ) is the limit of the derivative martingale

in direction θ and the decorations are i.i.d. copies of the decoration process
of the standard one-dimensional branching Brownian motion. This proves a
conjecture of Stasiński, Berestycki and Mallein (Ann. Inst. Henri Poincaré
Probab. Stat. 57 (2021) 1786–1810). The proof builds on that paper and on
Kim, Lubetzky and Zeitouni (Ann. Appl. Probab. 33 (2023) 1315–1368).

1. Introduction. A (binary) branching Brownian motion (BBM) in dimension d ≥ 1 is
a continuous-time branching particle system in which every particle moves independently as
a Brownian motion in dimension d and branches at rate 1 into two daughter particles. For all
t ≥ 0, we write Nt for the set of particles alive at time t , and for u ∈ Nt , we set X

(u)
s ∈ R

d

to be the position at time s ≤ t of particle u or its ancestor alive at that time. In this article
we will describe the structure of the limiting extremal point process, that is, the particles
that have travelled the furthest from the origin. For all x ∈ R

d , we denote by Px the law of
the branching Brownian motion such that the initial particle starts from position x, with the
convention P = P0.

The study of extremal particles in dimension d = 1 traces its roots to the work of
Fisher [13], Kolmogorov, Petrovskii and Piskunov [16], and McKean [20] and is by now well
understood: indeed, using [16], McKean [20] showed that the rightmost position M(t) =
maxu∈Nt Xu(t), centered at the median of its law, converges in distribution. The seminal
work of Bramson [10, 11] identified the centering m

(1)
t = √

2t − 3
2
√

2
log t and introduced the

method of truncated second moment through barriers. Lalley and Sellke [17] were then able
to prove that

lim
t→∞P

(
M(t) − m

(1)
t ≤ y

) = E exp
{−CD∞e−√

2y}
,

where C is a positive constant and D∞ is an a.s. positive random variable, constructed as the
almost sure limit of the so-called derivative martingale associated to the branching Brownian

Received December 2021; revised November 2023.
MSC2020 subject classifications. Primary 60J80, 60G70; secondary 60J60, 60G15.
Key words and phrases. Branching Brownian motion, cluster process, decorated Poisson point process, ex-

tremal point process, extreme value theory.

955

https://imstat.org/journals-and-publications/annals-of-probability/
https://doi.org/10.1214/23-AOP1677
http://www.imstat.org
mailto:julien.berestycki@stats.ox.ac.uk
mailto:yujin.kim@courant.nyu.edu
mailto:eyal@courant.nyu.edu
mailto:mallein@math.univ-paris13.fr
mailto:ofer.zeitouni@weizmann.ac.il
https://mathscinet.ams.org/mathscinet/msc/msc2020.html


956 J. BERESTYCKI ET AL.

motion. Hence, the limiting law of the centered maximum M(t)−m
(1)
t is the law of a Gumbel

random variable with the random shift log(CD∞)/
√

2, and in fact, it follows from [17] that
M(t) has Gumbel fluctuations around m

(1)
t − log(CD∞)/

√
2 (see also [1] for extensions to

branching random walks).
Finally, it was shown (independently and around the same time) by [2] and [3] that the

extremal point process converges in distribution

lim
t→∞

∑
u∈Nt

δ
X

(u)
t −m

(1)
t

=: L,

where the limit point process L can be described as follows. It is shown in [3, 12] that con-
ditionally on M(t) ≥ √

2t (which is an unusually large displacement), the extremal point
process seen from M(t) converges to a limit object D. More precisely,

(1.1) lim
t→∞P

( ∑
u∈Nt

δ
X

(u)
t −M(t)

∈ ·|M(t) ≥ √
2t

)
= P(D ∈ ·),

and D is called the decoration point process. Let (χi)i∈N be the atoms of a Poisson point
process on R with (random) intensity CD∞e−√

2y dy and {D(i)}i∈N be i.i.d. copies of D,
then we have that in distribution

L= ∑
i∈N

∑
z∈D(i)

δχi+z,

which is called a randomly shifted decorated Poisson point process, using the terminology
from [24] and abbreviated to SDPPP(CD∞, e−√

2y dy, D).
In words, L is obtained by shifting each atom χi of a Poisson point process with intensity

e−√
2y dy by 1√

2
logCD∞ and decorating it by an independent copy of D. Besides their intrin-

sic interest, the results for one-dimensional branching Brownian motion (and their branching
random walks counterparts) have in recent years provided a road map for the analysis of other
log-correlated fields; see, for example, [7] for a discussion of the two-dimensional discrete
GFF and [4] for the (non-Gaussian) sine-Gordon field.

By contrast, the case of the branching Brownian motion in dimension d > 1 had until
recently received far less attention. To describe what is known, we introduce the polar de-
composition for the position of particles. For all x ∈ Rd , setting ‖x‖ the Euclidian norm of
x, we write

R
(u)
t = ∥∥X(u)

t

∥∥ ∈ [0,∞), θ
(u)
t = X

(u)
t

R
(u)
t

∈ S
d−1,

and R∗
t := maxu∈Nt R

(u)
t for the largest Euclidean norm of a particle at time t . In [6] Biggins

proved that, whatever the dimension d ,

lim
t→∞

R∗
t

t
= √

2 a.s.,

and Mallein [18] proved that, setting m
(d)
t := √

2t + d−4
2
√

2
log t , the process (R∗

t −m
(d)
t , t ≥ 0)

is tight. Then Kim, Lubetzky and Zeitouni [15] proved that R∗
t − m

(d)
t converges in law

to a Gumbel random variable, shifted by a constant plus an independent random variable
logZ∞, thus extending the aforementioned results of Bramson [10] and Lalley–Sellke [17]
in dimension 1 (however, in contrast with the situation in [17], the random variable Z∞ is
not constructed as a measurable function of the branching Brownian motion—this matter is
resolved here in Corollary 1.5).



THE EXTREMAL POINT PROCESS OF BBM IN Rd 957

The goal of the present paper is to obtain the full description of the limit extremal point
process in dimension d > 1, that is, to describe the limit of the random point measure on
S

d−1 ×R defined by

Et := ∑
u∈Nt

δ
(θ

(u)
t ,R

(u)
t −m

(d)
t )

.

To do that, we first discuss what plays the role of the random shift D∞. In [23] Stasiński,
Berestycki, and Mallein introduced a multidimensional analogue of the derivative martingale:
for all t ≥ 0 and θ ∈ S

d−1, set

Dt(θ) = ∑
u∈Nt

(√
2t − X

(u)
t · θ)

e
√

2X
(u)
t ·θ−2t and D∞(θ) = max

(
0, lim inf

t→∞ Dt(θ)
)
,

where u · v is the usual inner product in R
d and {X(u)

t , u ∈ Nt } is a d-dimensional BBM
(started from an arbitrary fixed point x ∈ R

d ; we do not carry the x-dependence in the
notation, as it will be clear from the context). Observe that, for each fixed θ , the pro-
cess {X(u)

t · θ,u ∈ Nt } (the projection of the BBM on direction θ ) is just a standard one-
dimensional BBM, and thus Dt(θ) is the usual associated derivative martingale. They proved
that Px-almost surely, there exists a random set � ⊂ S

d−1 of full Lebesgue measure such
that Dt(θ) converges to D∞(θ) for all θ ∈ �. Further, letting σ denote the Lebesgue mea-
sure on S

d−1, they show that that the measure with density Dt(θ)σ (dθ) converges weakly to
the measure with density D∞(θ)σ (dθ), Px -almost surely. Explicitly, for any bounded mea-
surable functions f,g : Sd−1 →R, define

〈f,g〉 :=
∫
Sd−1

f (θ)g(θ)σ (dθ);

then it is shown in [23] that, for any bounded measurable f : Sd−1 →R,

lim
t→∞〈Dt,f 〉 = 〈D∞, f 〉, Px-a.s.(1.2)

As such, we will often view Dt and D∞ as measures on S
d−1 and write Dt(A) and D∞(A)

(for A ⊂ S
d−1) to denote 〈Dt,1A〉 and 〈D∞,1A〉, respectively. Observe that, for any a ∈ R

d ,
letting

D
(a)
t (θ) = ∑

u∈Nt

(
√

2t − ((
X

(u)
t + a

) · θ)
e
√

2(X
(u)
t +a)·θ−2t and

D(a)∞ (θ) = max
(
0, lim inf

t→∞ D
(a)
t (θ)

)
,

we have D
(a)∞ (θ) = e

√
2a·θD∞(θ). Further, D

(a)∞ under Px has the same law as D∞ under
Px+a .

Our main theorem builds on [15] and [23] and describes the limit extremal point process;
it answers in the affirmative Conjecture 1.4 from [23].

THEOREM 1.1. For all x ∈ R
d , under the law Px , the extremal point process Et con-

verges in distribution for the topology of vague convergence to a decorated Poisson point
process E∞ on S

d−1 × R with the following description: Let αd := (d − 1)/2 and γ > 0 be
the positive constant defined in (2.10) below. Let {(θi, ξi)}i∈N be the atoms of a Poisson point
process on S

d−1 ×R with intensity

D∞(θ)σ (dθ) × γπ−αd/2
√

2e−√
2y dy.
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Let {D(i)}i∈N be i.i.d. copies of the decoration point process D for the one-dimensional BBM
as in (1.1). Then

E∞ =
∞∑
i=1

∑
r∈D(i)

δ(θi ,ξi+r).

Furthermore, the convergence in distribution holds jointly with that of Dt(·) to D∞(·).

REMARK 1.2. Theorem 1.1 as well as the other results stated in this article also hold
in dimension d = 1, where they are usually immediate consequences of known results in [2,
3]. In this case σ is the measure δ1 + δ−1 on the sphere S

0 = {1,−1}. In other words, in all
dimension σ is the Haar measure on S

d−1.

Before proceeding with the proof, we make several comments regarding Theorem 1.1
and its meaning. We first observe that, through classical Poisson computations, the ex-
tremal point process can be constructed in the following fashion. Conditionally on the
branching Brownian motion, we draw an independent Poisson point process (χi)i∈N
with intensity γπ−αd/2

√
2e−√

2y dy, i.i.d. random variables (θi)i∈N in S
d−1 with law

D∞(θ)σ (dθ)/D∞(Sd−1) and i.i.d. point processes (D(i))i∈N with the same law as D. Then

(1.3) E∞ =
∞∑
i=1

∑
r∈D(i)

δ
(θi ,

1√
2

logD∞(Sd−1)+χi+r)
.

In other words, the extremal point process is constructed from an exponential Poisson point
process for the description of the norms, shifted by 1√

2
logD∞(Sd−1) so that to each atom

is associated independently an angle sampled proportionally to D∞(θ)σ (dθ) and an i.i.d.
decoration, whose law does not depend on the dimension.

Additionally, the following Lalley–Sellke-type result (Proposition 1.3) can be deduced
from Theorem 1.1. Define FL = σ(Xu(s), u ∈ NL, s ≤ L), and note that, almost surely, there
exists a unique particle u ∈ Nt such that R

(u)
t = R∗

t . We write θ∗
t := θ

(u)
t ∈ S

d−1.

PROPOSITION 1.3. For any measurable set A ⊆ S
d−1 such that σ(∂A) = 0, we have

(1.4) lim
L→∞ lim

t→∞P
(
θ∗
t ∈ A|FL

) = D∞(A)/D∞
(
S

d−1)
almost surely,

and for all y ∈R, we have

(1.5) lim
L→∞ lim

t→∞P
(
R∗

t ≤ m
(d)
t +y|FL

) = exp
(−γπ−αd/2D∞

(
S

d−1)
e−y

√
2)

almost surely.

Equation (1.4), which gives the asymptotic direction of the maximal displacement, was
conjectured in [23]. Furthermore, we record Corollary 4.3, which is an integrated version of
the second statement (1.5) and shows that the limit distribution R∗

t − m
(d)
t can be expressed

in terms of the Laplace transform of D∞(Sd−1). This is very close to the main result in [15]
(see Corollary 1.5 for more on how they differ).

Our next comment is that, as in the one-dimensional case, the Poisson point process
{(ξi, θi)}i∈N corresponds to the so-called “clan-leaders,” that is, the particles with maximal
displacement in their immediate family. More precisely, for any r ∈ (0, t) and u ∈ Nt , we let
[u]r = {v ∈ Nt : u ∧ v ≥ t − r}, where u ∧ v is the time of the most recent common ancestor
of u and v. In other words, [u]r is the set of particles that have branched off u at most r units
of time prior to t (the immediate family of u). We say that u ∈ Nt is an r-clan-leader if u is
the particle which is the furthest away from the origin among [u]r , and we write �t(r) ⊂ Nt
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for the set of all r-clan leaders at time t . Let r(t) be any function such that r(t) → ∞ but
r(t) = o(t). Then our proof of Theorem 1.1 can be extended to show that

Lt := ∑
u∈�t (r(t))

δ
(θ

(u)
t ,R

(u)
t −m

(d)
t )

→ ∑
i

δ(θi ,ξi ) in distribution as t → ∞,

where the limit is the Poisson point process on S
d−1 ×R from the statement of the theorem.

Moreover, if for v ∈ Nt we let

Dt,r(t)(v) := ∑
w∈[v]r(t)

δ(θt (w)−θt (v),Rt (w)−Rt (v)),

and define

Êt := ∑
v∗∈�t (r(t))

δ(θt (v∗),Rt (v∗)−mt ,Dt,r(t)(v
∗)),

then, similarly to the result of Biskup and Louidor for the two-dimensional Gaussian free
field [8], we have

(1.6) Êt → Ê, where Ê :=
∞∑
i=1

δ
(θi ,ξi ,D̂(i))

and D̂(i) := ∑
r∈D(i)

δ(0,r),

and θi, ξi , and D(i) are as in Theorem 1.1. Here the convergence is in the weak sense for
point measures on S

d−1 ×R×M, with M denoting the space of Radon measures on R
d ×R

endowed with the vague topology.
Although we have not done so in the present work, extending the convergence in Theo-

rem 1.1 to carry the genealogical information, as in [9, 19], would not add any extra compli-
cations.

A key step in proving Theorem 1.1 will be to be able to use the convergence in distribution
of the maximal displacement proved in [15]. However, there the analogue of the derivative
martingale is not given by D∞(Sd−1) but rather by a certain random variable Z∞. We thus
need to understand the relation between Z∞ and the measure D∞(·). Let

N win
t := {

u ∈ Nt : R(u)
t ∈ √

2t − [
t1/6, t2/3]}

,

and recalling that αd := (d − 1)/2, let

M
(u)
t := (

R
(u)
t

)−αd
(√

2t − R
(u)
t

)
e−(

√
2t−R

(u)
t )

√
2.

In [15] a BBM started from the origin was considered, and the variable Z∞ was defined in as
the limit in distribution of

Zt := ∑
u∈N win

t

M
(u)
t .

We show the following.

THEOREM 1.4. Let f : Sd−1 →R be a continuous function and x ∈ R
d ; we have

lim
L→∞(2π)αd/2

∑
u∈N win

L

f
(
θ

(u)
L

)
M

(u)
L = 〈D∞, f 〉 in Px-probability.(1.7)

In [15], Remark 1.2, a formal argument was made for the distributional equivalence of
D∞(Sd−1) and a positive constant times Z∞; the statement above is much stronger, showing
in particular that the random variable Z∞ is a measurable function of the branching Brownian
motion. More precisely, set Ẑ∞ := (2π)−αd/2D∞(Sd−1). Then the following holds.



960 J. BERESTYCKI ET AL.

FIG. 1. A simulation of BBM, d = 2, at times t = 10 (orange) and t = 15 (blue). The green curves depict

(approximately) the centering term of the extremal point process m
(d)
t + 1√

2
logDt(θ) in polar coordinates.

COROLLARY 1.5. Zt converges to Ẑ∞ in Px -probability. In particular, taking x = 0, we

have Z∞ d= Ẑ∞.

See also Corollary 4.3 for the convergence in distribution of the maximal displacement of
a BBM started from an arbitrary point x ∈ R

d—this extends [15], Theorem 1. Theorem 1.1
is an immediate consequence of the study of the convergence of the Laplace transform of Et

as t → ∞ and the identification of the limit with the Laplace transform of E∞.

PROPOSITION 1.6. Let φ : Sd−1 ×R →R+ be a continuous, compactly-supported, non-
negative function. For all x ∈ R

d , we have

lim
t→∞Ex

[
exp

(
− ∑

u∈Nt

φ
(
θ

(u)
t ,R

(u)
t − m

(d)
t

))]
= Ex

[
exp

(
−Cd

∫
Sd−1

C(φθ)D∞(θ)σ (dθ)

)]
,

where

Cd :=
√

2

π1+αd
,(1.8)

φθ(·) := φ(θ, ·) and C(φθ) is defined in (2.13).

The structure of the paper is as follows. In Section 2 we describe several technical results.
These include the description by [15] of the trajectories of the norms of extremal particles
(those reaching height within constant distance of m

(d)
t ), a simple but key stability result for

the process of the angles of extremal particles (Proposition 2.3, cf. Figure 1), and a recollec-
tion of convergence results for the F-KPP equation that will be utilized throughout the rest of
the paper.

In Section 3 we prove Theorem 1.4 by carefully examining the contribution of each particle
v ∈ NL to the integral 〈DL,f 〉 via Laplace’s saddle point method (Lemma 3.1). The particles
that contribute turn out to be those in Nwin

L (Lemma 3.2), and their contributions can be
matched with the terms in the sum defining ZL. The Px -almost-sure convergence of 〈DL,f 〉
to the right-hand side of (1.7) allows us to conclude.
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In Section 4 we prove Proposition 1.6, using a key leading-order tail asymptotic on the
Laplace functional (Proposition 4.1) in combination with the branching property, as well as
Theorem 1.4. We then prove Theorem 1.1, using Proposition 1.6, and the identification of the
Laplace transform of E∞. We end that section by proving Proposition 1.3 as a consequence
of Theorem 1.1.

Proposition 4.1 is then proved in Section 5, using information on the trajectories of the
norms of the extremal BBM particles and a coupling with one-dimensional BBM similar to
the one used in [15]. Crucially, the information on the norm trajectories is enough, due to the
angular stability result Proposition 2.3.

2. Preliminaries.

2.1. Notation for asymptotics. For functions f (t) and g(t), we write f ∼ g to denote
the relation f/g → 1 as t → ∞. When needed, we emphasize the dependence on t by writ-
ing f ∼t g. We write f � g to mean there exists some constant C > 0 such that, for all t

sufficiently large, f (t) ≤ Cg(t). We write f � g to mean f � g and g � f .
In what follows, we will consider time parameters t and L, where t is sent to infinity

before L. We will also consider a parameter z ∈ [L1/6,L2/3]. For functions f := f (t,L, z)

and g := g(t,L, z), we write f ∼(u) g to denote the relation

lim
L→∞ lim inf

t→∞ inf
z∈[L1/6,L2/3]

f

g
= lim

L→∞ lim sup
t→∞

sup
z∈[L1/6,L2/3]

f

g
= 1.

We write f = ou(g) if

lim sup
L→∞

lim sup
t→∞

sup
z∈[L1/6,L2/3]

f

g
= 0.

When functions have no dependency in the variable z, we still write ∼(u) and ou as above,
ignoring the sup and inf over z.

2.2. Trajectories of the norms of the extremal particles. A key step toward the conver-
gence result of [15] was the following characterization of the trajectories of the norms of
particles that reach height m

(d)
t + y at time t , where y ∈ R is a constant. Let L be a time

parameter that is sent to infinity after t (so, from the perspective of t , L is just a large con-
stant), and let � := �(L) be any function such that � ∈ [1,L1/6] and � → ∞ as L → ∞. Then
with probability 1 − ou(1), any particle v ∈ Nt−� that produces a descendent u ∈ Nt such
that R

(u)
t > m

(d)
t + y did the following:

1. R
(v)
L ∈ IwinL := √

2L − [L1/6,L2/3].
2. For s ∈ [L, t − �], R

(v)
s was bounded above by m

(d)
t s/t + y and below by some explicit

function, and
3. R

(v)
t−� ∈ m

(d)
t (t − �)/t + y − [�1/3, �2/3].

In words, the norm of v at a constant order time from the beginning and from the end lies in
a small window. In between these times, the norm of v stays in a sufficiently tight corridor;
see Figure 2 for a depiction of such a trajectory.

This characterization of the extremal trajectories will be key for the proof of Proposi-
tion 1.6. More precisely, Proposition 1.6 follows quickly from the tail estimate Proposi-
tion 4.1, the proof of which completely relies on the above trajectory characterization. This
proof is given in Section 5, where the trajectory characterization is given in full detail along
with genealogical information: see Propositions 5.1 and 5.2. Prior to Section 5, we will use
item 1 above multiple times, and so we state it precisely below.
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FIG. 2. Trajectory of the norm of a typical particle considered in Et : at time L are at height in IwinL , stay in the
shaded (green) region up to time t −�, at time t −� are located in another window, and then produce a descendant

that reaches m
(d)
t + y at time t .

PROPOSITION 2.1 ([15], Theorem 3.1). For any y ∈ R, we have

lim
L→∞ lim sup

t→∞
P

(∃v ∈ Nt : R
(v)
L /∈ IwinL ,R

(v)
t > m

(d)
t + y

) = 0.

2.3. Many-to-one lemma and multidimensional Brownian motions. Many-to-few lem-
mas are ubiquitous tools in the study of spatial branching processes. They connect the mo-
ments of additive functionals of the branching process with estimates related to a typical
trajectory. In this article we use a simple version of the many-to-one lemma that relates the
mean of an additive functional of the branching Brownian motion with a Brownian motion
estimate. We refer to [14] for the description of the general settings.

LEMMA 2.2 (Many-to-one lemma). Fix d ∈ N, and let X· denote a d-dimensional
Brownian motion. For any T ≥ 0 and y ∈ R and for any nonnegative measurable function
f : Cd [0, T ] →R, we have

Ex

[ ∑
v∈NT

f
((

X(v)
s

)
s≤T

)] = eT
Ex

[
f

(
(Xs)s≤T

)]
.(2.1)

Here Cd [0, T ] denotes the set of continuous functions from [0, T ] to R
d .

Recall that the norm of a d-dimensional Brownian motion is a d-dimensional Bessel pro-
cess. In particular, {R(v)

s }s>0,v∈Ns is a branching Bessel process. Throughout, we will write
R. to denote the process given by the norm of standard d-dimensional Brownian motion, and
we will write W. to denote a standard Wiener process. When R0 > 0 and d ≥ 2, we have the
following SDE (see [21], Chapter XI, for a treatment of Bessel processes):

dRt = αd

Rt

dt + dWt,(2.2)

where we recall that αd := (d − 1)/2.

We will also use the fact that ‖X(v)
L ‖ (d)= L1/2χd for X

(v)
0 = 0, where χd is a chi random

variable with d degrees of freedom. Letting pR
L(·, ·) denote the transition density of a d-

dimensional Bessel process at time L and pχd denote the density of χd , we have

pR
L(0, r) = L

1
2 pχd

(
L− 1

2 r
) = cdL−d/2rd−1e− r2

2L .(2.3)
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In particular, by integration by parts, there exists Cd > 0 such that, for all a,L > 0, we have

(2.4) P(RL ≥ a) = cd

L1/2

∫ ∞
a

(
r

L1/2

)d−1
e−r2/2L dr ≤ Cd

(
a

L1/2

)d−2
e−a2/2L.

It is worth noting that considering the polar decomposition of a Brownian motion B in R
d

as the diffusion ((Rt , θt ), t ≥ 0) on R+ × S
d−1 gives (Rt , t ≥ 0) as a d-dimensional Bessel

process and, conditionally on the latter, gives (θt , t ≥ 0) as a time-inhomogeneous Brownian
motion on the sphere with diffusion constant 1/R2

t at time t . In particular, θt converges in
law as t → ∞ to the uniform distribution on the sphere. However, note that conditionally on
{Rt ≥ εt, t ≥ 0}, θt converges almost surely to a random point of the sphere.

2.4. Stability of the angular process. As the radial part of the typical trajectory of a par-
ticle at distance m

(d)
t at time t has grown linearly over time, we deduce from the observation

above that its angular part θ
(u)
t should be converging and, in particular, be close to θ

(u)
s for

s large enough. The main result of this section confirms this heuristic by stating that the di-
rection of extremal particles at time t are very close to the direction of their ancestors at time
L with high probability. This proves that the direction of all individuals in the same clan is
identical. Before stating the result, we introduce the following notation: for any s < t and
v ∈ Ns , define

N v
t−s := {u ∈ Nt : u is a descendant of v}.

PROPOSITION 2.3. Fix y ∈ R. For all L large enough, we have

lim sup
t→∞

P
(∃v ∈ N win

L ,u ∈ N v
t−L : ∥∥θ(v)

L − θ
(u)
t

∥∥ ≥ 2L−1/12,R
(u)
t > m

(d)
t + y

)

≤ e−L5/6
.

(2.5)

Proposition 2.3 is an immediate consequence of the two following claims.

CLAIM 2.4. For all L sufficiently large and t sufficiently large compared to L,

P
(∃v ∈ N win

L ,u ∈ N v
t−L : ∥∥X(u)

t − X
(u)
L

∥∥ ≥ m
(d)
t−L + L5/6) ≤ e−L5/6

.(2.6)

PROOF. By the Markov inequality, we have

P
(∃v ∈ N win

L ,u ∈ N v
t−L : ∥∥X(u)

t − X
(u)
L

∥∥ ≥ m
(d)
t−L + L5/6)

≤ E

[ ∑
v∈N win

L

1{∃u∈N v
t−L:‖X(u)

t −X
(u)
L ‖≥m

(d)
t−L+L5/6}

]
.

Observe that by the Markov property and the shift-invariance of the d-dimensional Brown-
ian motion, the process (X

(u)
L+s − X

(v)
L , u ∈ N (v)

L+s , s ≥ 0) is a (d-dimensional) branching

Brownian motion started from 0, independent of (X
(v)
s , v ∈ Ns, s ≤ L). Therefore, by the

many-to-one lemma, the right-hand side of the previous display is bounded above by

E
[
#N win

L

]
P

(
R∗

t−L ≥ m
(d)
t−L + L5/6)

(2.7)
≤ eL

P
(
RL − √

2L ∈ [−L2/3,−L1/6])
P

(
R∗

t−L ≥ m
(d)
t−L + L5/6)

.

Using (2.4), we have

eL
P

(
RL − √

2L ∈ [−L2/3,−L1/6]) ≤ CdLd/2−1eL− (
√

2L−L2/3)2
2L ≤ CdLd/2−1e

√
2L2/3

.
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FIG. 3. The marked cone corresponds to the domain to which θ
(v)
L − θ

(v)
t belongs with high probability if

‖X(v)
t ‖ ≥ m

(d)
t + y while v ∈ Nwin

L .

Additionally, applying [18], equation 1.2, there exists Kd > 0 such that, for all t,L > 0,

P
(
R∗

t−L ≥ m
(d)
t−L + L5/6) ≤ Kde−√

2L5/6
.

As a consequence, (2.7) implies that, for all L large enough,

lim sup
t→∞

P
(∃v ∈ N win

L ,u ∈ N v
t−L : ∥∥X(u)

t − X
(u)
L

∥∥ ≥ m
(d)
t−L + L5/6) ≤ e−L5/6

,

completing the proof. �

Claim 2.4 states that with high probability, extremal particles at time t stay within distance
mt−L + L5/6 from their ancestor at time L. We now use simple geometry to conclude that,
in this case, the direction of extremal particles have to stay close to the direction of their
ancestor at time L, as illustrated in Figure 3.

CLAIM 2.5. Let L > 0 and x ∈ R
d such that L − L2/3 ≤ ‖x‖ ≤ L − L1/6. For all L

large enough, we have

lim sup
R→∞

sup
z∈B(x,R+L5/6)\B(0,R+L)

∥∥∥∥ x

‖x‖ − z

‖z‖
∥∥∥∥ ≤ √

2L−1/12.

PROOF. For z ∈ B(x,R + L5/6) \ B(0,R + L), straightforward computations yield that

x

‖x‖ · z

‖z‖ ≥ ‖z‖2 − ‖x − z‖2

2‖x‖‖z‖ ≥ (R + L)2 − (R + L5/6)2

2‖x‖‖z‖

≥ (2R + L + L5/6)(L − L5/6)

2(L − L1/6)(R + 2L)

≥ 1 − L−1/6

1 − L−5/6

2R + L + L5/6

2R + 4L
.

We observe that, for all L large enough,

lim inf
R→∞

1 − L−1/6

1 − L−5/6

2R + L + L5/6

2R + 4L
≥ 1 − L−1/6.

As a result, using that ∥∥∥∥ x

‖x‖ − z

‖z‖
∥∥∥∥ = √

2

√
1 − x

‖x‖ · z

‖z‖ ,
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we conclude that, for all L large enough,

lim sup
R→∞

sup
z∈B(x,R+L5/6)\B(0,R+L)

∥∥∥∥ x

‖x‖ − z

‖z‖
∥∥∥∥ ≤ √

2L−1/12.
�

We can now complete the proof of Proposition 2.3.

PROOF OF PROPOSITION 2.3. From Claim 2.5 we have that

P
(∃v ∈N win

L ,u ∈ N v
t−L : ∥∥θ(v)

L − θ
(u)
t

∥∥ ≥ 2L−1/12,R
(u)
t > m

(d)
t + y

)
≤ P

(∃v ∈ N win
L ,u ∈ N v

t−L : ∥∥X(u)
t − X

(v)
L

∥∥ ≥ m
(d)
t−L + L5/6)

.

The bound in Claim 2.4 finishes the proof. �

2.5. Convergence results for the F-KPP equation. Branching Brownian motion is con-
nected to the F-KPP reaction-diffusion equation. More precisely, the Skorohod and McKean
representation connects multiplicative functionals of the one-dimensional BBM to solutions
of the F-KPP equation.

PROPOSITION 2.6 ([20, 22]). Let f : R → [0,1], and let {W(v)
s }s≥0,v∈Ns denote a one-

dimensional BBM. Then for any w ∈ R, the F-KPP equation

∂tu = 1

2
∂2
xu − u + u2

with initial conditions u(0, x) = 1 − f (x) is solved by

u(t, x) := E

[
1 − ∏

v∈Nt

f
(
x − W

(v)
t

)]
.(2.8)

We will appeal to the following F-KPP convergence result several times.

PROPOSITION 2.7 ([3], Proposition 3.2, Lemma 4.6, Lemma 4.8). Let u(t, x) solve the
F-KPP equation with initial condition g(x) ∈ [0,1], satisfying

sup
{
y : g(y) > 0

}
< ∞.

Then there exists a positive, finite constant Cg depending only on g such that, for any constant
c ∈ R, we have

Cge
√

2c = lim
�→∞

∫ ∞
0

we
√

2wu(�,
√

2� + w + c)dw

= lim
�→∞

∫ �2/3

�1/3
we

√
2wu(�,

√
2� + w + c)dw.

We make explicit how the Proposition 2.7 follows from [3]. Equation (3.3) of Proposi-
tion 3.2 of [3] tells us that the following limit exists:

Cg := lim
�→∞

∫ ∞
0

we
√

2wu(�,
√

2� + w)dw ∈ (0,∞).(2.9)

Lemma 4.6 of [3] tells us that Cg is equal to the limit, as � tends to infinity of the above
integral taken only over [�1/2−δ, �1/2+δ] for any δ ∈ (0,1/2). The shift by c, resulting in the
e
√

2c prefactor, is now a direct consequence of Lemma 4.8 of [3].
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An important application of the Skorohod and McKean representation is to the case
u(0, x) = 1{x<0}. Letting W ∗

� := maxv∈N�
W

(v)
� , Proposition 2.6 states that P(W ∗

� > x) solves
the F-KPP equation, whence Proposition 2.7 yields the following positive constant:

γ := C1{x<0} = lim
�→∞

∫ ∞
0

we
√

2w
P

(
W ∗

� >
√

2� + w
)

dw.(2.10)

This constant appears in the limiting law of the recentered maximum of BBM in every di-
mension. In [17] Lalley and Sellke showed that there exists some positive constant C > 0

lim
t→∞P

(
W ∗

t − m
(1)
t ≤ y

) = E
[
exp

(−CZ(1)e−y
√

2)]
,

where Z(1) denotes the derivative martingale from one-dimensional BBM. (The constant C

was identified as C = γ
√

2/π ; see [3].) In [15] the main result (Theorem 1) states that

P
(
R∗

t − m
(d)
t ≤ y

) = E

[
exp

(
−

√
21+αd

π
γZ∞e−y

√
2
)]

.

In contrast to the above, in [15], Theorem 1, the constant in front of Z∞ is not written out
explicitly. Instead, it is just called “γ ∗.” The following expression for γ ∗ is given by [15],
Lemma 5.1 and Proposition 5.4:

γ ∗ =
√

21+αd

π
lim

�→∞

∫ �2/3

�1/3
we

√
2w

P
(
W ∗

� >
√

2� + w
)

dw =
√

21+αd

π
γ.(2.11)

This is shown to be a positive constant in [15], Section 5.4, using purely probabilistic meth-
ods, without reference to the F-KPP equation. Proposition 2.7 tells us that the above limit
actually equals γ .

We will often consider the solution uφ to the F-KPP equation with initial conditions
u(0, x) = 1 − e−φ(−x), for a nonnegative, compactly supported function φ :R→R+. Propo-
sition 2.6 states that, for any w ∈ R,

uφ(�,
√

2� + w) = E

[
1 − exp

(
− ∑

u∈N�

φ
(
W

(u)
� − √

2� − w
))]

.(2.12)

Furthermore, Proposition 2.7 states that the following limit exists, is positive, and finite:

C(φ) := lim
�→∞

∫ ∞
0

we
√

w
E

[
1 − exp

(
− ∑

u∈N�

φ
(
W

(u)
� − √

2� − w
))]

dw.(2.13)

The constant C(φ) appears numerous times in the sequel.

3. Proof of Theorem 1.4 (equivalence of Z∞ and D∞). We prove Theorem 1.4 by
identifying the main contribution to D∞ and showing that it coincides with the main contri-
bution of Z∞. Toward this end and in the following lemma, for any L,y > 0 and ψ ∈ S

d−1,
we estimate the contribution of a particle located at rψ ∈ R

d to 〈DL,f (·)〉.

LEMMA 3.1. Let f : Sd−1 → (0,∞) be a continuous function and fix constants K > 0
and ε > 0. Then uniformly in ψ ∈ S

d−1 and y ∈ [εL,
√

2L − K logL], we have that∫
Sd−1

f (θ)(
√

2L − yψ · θ)e
√

2(yψ ·θ−√
2L)σ (dθ)

∼L→∞ (2π)(d−1)/4f (ψ)y−αd (
√

2L − y)e
√

2(y−√
2L).

(3.1)
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Furthermore, there exists Cd > 0 such that for all L large enough and y ∈ [√2L −
K logL,

√
2L + K logL], we have that

(3.2)
∣∣∣∣
∫
Sd−1

(
√

2L − yψ · θ)e
√

2(yψ ·θ−√
2L)σ (dθ)

∣∣∣∣ ≤ Cd(logL)L−αd e
√

2(y−√
2L).

PROOF. For ψ ∈ S
d−1 and δ > 0, define the subset B(ψ, δ) = {θ ∈ S

d−1 : ψ · θ >

cos(δ)} ⊂ S
d−1. We first bound∣∣∣∣
∫
Sd−1\B(ψ,δ)

f (θ)(
√

2L − yψ · θ)e
√

2yψ ·θσ (dθ)

∣∣∣∣
≤ ‖f ‖∞

∫
Sd−1\B(ψ,δ)

|√2L − yψ · θ |e
√

2yψ ·θσ (dθ)

= vol
(
S

d−2)‖f ‖∞
∫ π

δ

∣∣√2L − y cos(φ)
∣∣ sin(φ)d−2e

√
2y cos(φ) dφ,

where we used the change of variables θ �→ (φ, �z) ∈ [0, π] × S
d−2 so that the sphere S

d−1 is
parametrized by Rψ(cosφ, �z sinφ), where Rψ is a fixed rotation sending e1 to ψ . Therefore,
for all δ small enough that cos(δ) ≤ 1 − δ2/4, there exists a constant Kd > 0 such that, for all
L large enough and y ≥ εL, we have∣∣∣∣

∫
Sd−1\B(ψ,δ)

f (θ)(
√

2L − yψ · θ)e
√

2yψ ·θ−√
2Lσ(dθ)

∣∣∣∣
≤ Kd‖f ‖∞Le

√
2(y−√

2L)−√
2εδ2L/4.

(3.3)

Note that the right-hand side of (3.3) is dominated by the right-hand of (3.1). In particular,
as L becomes large, the mass of

∫
Sd−1 f (θ)(

√
2L − yψ · θ)e

√
2yψ ·θσ (dθ) concentrates on

B(ψ, δ)—we show this now.
The continuous function f on the compact space Sd−1 is uniformly continuous; hence, for

all η > 0, there is δ = δ(η) small enough so that

(
f (ψ) − η

) ∫
B(ψ,δ)

(
√

2L − yψ · θ)e
√

2yψ ·θσ (dθ)

≤
∫
B(ψ,δ)

f (θ)(
√

2L − yψ · θ)e
√

2yψ ·θσ (dθ)(3.4)

≤ (
f (ψ) + η

) ∫
B(ψ,δ)

(
√

2L − yψ · θ)e
√

2yψ ·θσ (dθ).

Therefore, to complete the proof, it is enough to compute the asymptotic behaviour for large
y and L of

Id,δ(L, y) =
∫
B(ψ,δ)

(
√

2L − yψ · θ)e
√

2yψ ·θσ (dθ)

= vol
(
S

d−2) ∫ δ

0

(√
2L − y cos(φ)

)
sin(φ)d−2e

√
2y cos(φ) dφ,

which is done using Laplace’s method, as follows. Let η > 0, and fix Cd > 0 large enough
and δ = δ(η) > 0 small enough such that, for all 0 ≤ φ ≤ δ, we have

1 − φ2/2 ≤ cos(φ) ≤ 1 − (1 − η)φ2/2 and φd−2 − Cdφd ≤ sin(φ)d−2 ≤ φd−2.



968 J. BERESTYCKI ET AL.

With this notation we observe that∣∣∣∣Id,δ(L, y) − vol
(
S

d−2)
(
√

2L − y)

∫ δ

0
φd−2e

√
2y cos(φ) dφ

∣∣∣∣
≤ (

√
2L + y)(2Cd + 1/2)

∫ δ

0
φde

√
2y cos(φ) dφ.

From Laplace’s method we have that, for all k ≥ 0,∫ δ

0
φke

√
2y cos(φ) dφ ∼y→∞ e

√
2y 1

2

(√
2

y

)(k+1)/2
�

(
(k + 1)/2

)
.

As a result, uniformly over εL ≤ y ≤ √
2L − K logL, we have

(
√

2L − y)

∫ δ

0
φd−2e

√
2y cos(φ) dφ � (

√
2L + y)

∫ δ

0
φde

√
2y cos(φ) dφ.

Thus, for any fixed K > 0 and uniformly in y ∈ [εL,
√

2L − K logL], we have

Id,δ(L, y) ∼L→∞ vol
(
S

d−2)
(
√

2L − y)e
√

2y �((d − 1)/2)

2

(√
2

y

)(d−1)/2

= (2π)(d−1)/4y−(d+1)/2(
√

2L − y)e
√

2y.

Similarly, if y ∈ [√2L − K logL,
√

2L + K logL], we find that, for some constant Cd > 0,

(3.5) Id,δ(L, y) ≤ Cd(logL)L−(d−1)/2e
√

2y.

Finally, using (3.3) and (3.4), we obtain that∫
Sd−1

f (θ)(
√

2L − yψ · θ)e
√

2(yψ ·θ−√
2L)σ (dθ) ∼L→∞ f (ψ)Id,δ(L, y)e−2L

∼L→∞ f (ψ)(2π)(d−1)/4y−(d+1)/2(
√

2L − y)e
√

2(y−√
2L),

uniformly in ψ ∈ S
d−1 and y ∈ [εL,

√
2L − K logL]. The upper bound for y ∈ [√2L −

K logL,
√

2L + K logL] is obtained using (3.5) and (3.4). �

Next, we show that particles that are not in the window IwinL (defined in Section 2.2) at
time L do not contribute to the left-hand side of (1.7).

LEMMA 3.2. For any x ∈R
d ,

lim
L→∞

∑
u∈NL

1{R(u)
L /∈IwinL }

(
R

(u)
L

)−αd
(
1 + ∣∣√2L − R

(u)
L

∣∣)e−(
√

2L−R
(u)
L )

√
2 = 0 in Px-probability.

PROOF. For economy of notation, we prove this lemma for x = 0. It will be abundantly
clear that the same proof applies to an arbitrary x.

Let Z′
L denote the expression on the left-hand side of the above display, and fix ε > 0.

From a union bound, the many-to-one lemma (Lemma 2.2), the Bessel density at time L

(2.3), and standard estimates of Gaussian integrals, it follows that there exists a constant
Kd > 0, depending only on the dimension d , such that

P
(∃u ∈ NL : R(u)

L >
√

2L + Kd logL
) ≤ E

[ ∑
u∈NL

1{R(u)
L >

√
2L+Kd logL}

]
(3.6)

= eL
P(RL >

√
2L + Kd logL) � L−1/2.
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For brevity, let us write B(L) := √
2L + Kd logL. Then using the Markov inequality and the

many-to-one lemma (Lemma 2.2), we have

P
(∣∣Z′

L

∣∣ > ε
)

≤ ε−1eL
E

[
1{RL /∈IwinL ,RL∈[0,B(L)]}(RL)−αd

(
1 + |√2L − RL|)e−(

√
2L−RL)

√
2] + oL(1),

where the oL(1) term comes from (3.6). We now integrate over the density pR
L(0, ·) of RL so

that the last display is given by

ε−1eL
∫
I

pR
L(0,B(L) − w)

(B(L) − w)αd

(
1 + |w − Kd logL|)e−√

2(w−Kd logL) dw + oL(1)

(3.7)

= cdL− d
2 ε−1

∫
I

(
B(L) − w

)αd
(
1 + |w − Kd logL|)e− (Kd logL−w)2

2L dw + oL(1),

where

I := [
0,B(L)

] \ [
L1/6 + Kd logL,L2/3 + Kd logL

]
.

The Gaussian term in the right-hand side of (3.7) ensures that the latter is dominated by the
integral over the interval [0,L1/6 + Kd logL]. The integral over this interval (including the
cdL−d/2ε−1 prefactor) is bounded by a constant times ε−1L−1/2L1/6L1/6 = oL(1). Thus, we
have shown that, for any ε > 0, P(|Z′

L| > ε) tends to 0 as L tends to ∞, which concludes the
proof. �

PROOF OF THEOREM 1.4. In this proof the term “with high probability” means “with
Px-probability approaching 1 as L → ∞.” Recall from (1.2) that

∑
u∈NL

∫
Sd−1

f (θ)
(√

2L − θ · X(u)
L

)
e
√

2θ ·X(u)
L −2Lσ(dθ)

Px -a.s.−−−→ 〈f,D∞〉.(3.8)

We proceed by restricting the locations of the contributing particles at time L. To start, by
(3.6) with high probability, all norms of particles at time L are bounded by

√
2L + Kd logL,

for some large, positive constant Kd . Furthermore, we can show that∣∣∣∣Ex

[ ∑
u∈NL

1{R(u)
L ≤√

2L−L2/3}
∫
Sd−1

f (θ)
(√

2L − θ · X(u)
L

)
e
√

2θ ·X(u)
L −2Lσ(dθ)

]∣∣∣∣
� L1/6e−L1/3

2 .

(3.9)

Indeed, (3.9) follows by applying the triangle inequality and the many-to-one lemma to its
left-hand side, yielding an upper-bound of

eL‖f ‖∞
∫
Sd−1

E
[∣∣√2L − (WL + θ · x)

∣∣e−√
2(

√
2L−(WL+θ ·x))

× 1{WL+θ ·x≤√
2L−L2/3}σ(dθ)

]
,

(3.10)

where WL denotes a standard one-dimensional Brownian motion at time L, and we have
used the fact that θ · (X(u)

L − x) is equal to WL in distribution for any θ and u. Taking W̃L :=√
2L − WL and applying the Girsanov transform gives that (3.10) equals

‖f ‖∞
∫
Sd−1

E
[|WL − θ · x|1{WL−θ ·x≥L2/3}

]
e
√

2θ ·xσ (dθ)

from which (3.9) follows.
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We can further restrict the locations of the R
(u)
L by observing that

∑
u∈NL

1{R(u)
L ∈[√2L−Kd logL,

√
2L+Kd logL]}

∫
Sd−1

f (θ)
(√

2L − θ · X(u)
L

)
e
√

2θ ·X(u)
L −2Lσ(dθ)

converges to 0 in Px-probability due to the triangle inequality, the upper bound (3.2), and
Lemma 3.2. Together with (3.9) and (3.6), we have thus far shown that〈

D′
L,f

〉
:= ∑

u∈NL

1{R(u)
L ∈[√2L−L2/3,

√
2L−Kd logL]}

∫
Sd−1

f (θ)
(√

2L − θ · X(u)
L

)
e
√

2θ ·X(u)
L −2Lσ(dθ)

converges to 〈D∞, f 〉 in probability as L tends to infinity. The uniform asymptotic in equa-
tion (3.1) of Lemma 3.1 shows that the above expression is equal to(

1 + o(1)
)
(2π)(d−1)/4

∑
u∈NL

f
(
θ

(u)
L

)
M

(u)
L 1{R(u)

L ∈[√2L−L2/3,
√

2L−Kd logL]}.

Now, ‖f ‖∞ < ∞, and Lemma 3.2 shows that

lim
L→∞

∑
u∈NL

M
(u)
L 1{R(u)

L /∈IwinL } = 0 in Px-probability.

This concludes the proof. �

4. Proof of Theorem 1.1, Proposition 1.3, and Proposition 1.6. Proposition 1.6 will
follow from Theorem 1.4 and the following estimate, which can be seen as a two-fold exten-
sion of [15], Theorem 3.2.

PROPOSITION 4.1. Let φ : Sd−1 ×R →R+ be a compactly supported, continuous func-
tion. For any θ ∈ S

d−1, define the (positive) constant

Cd(φθ ) :=
√

21+αd

π
C(φθ),(4.1)

where φθ(y) := φ(θ, y), and C(φθ) is defined in (2.13). Then

(4.2) lim
L→∞ lim sup

t→∞
sup

z∈[L1/6,L2/3],
θ∈Sd−1

∣∣∣∣Eθ(
√

2L−z)
[1 − exp(−〈EL,t , φ〉)]

ML,z

− Cd(φθ )

∣∣∣∣ = 0,

where

EL,t := ∑
u∈Nt−L

δ
(θ

(u)
t−L, R

(u)
t−L−m

(d)
t )

and ML,z := (
√

2L − z)−αd ze−z
√

2.

Remark that when compared to Theorem 3.2 in [15], Proposition 4.1 adds information
on the direction of large particles. It states that if the initial particle is close to θz for large
z ∈ R+, then with high probability the direction of the farthest particle from the origin will
be in a small neighbourhood of θ . Additionally, while the former result only deals with the
tail of R∗

t−L, which can be seen as the Laplace functional computed with φ(x) = ∞1{x>0},
equation (4.2) extends the Laplace functional to a broader class of functions.

In what follows, we show how Theorem 1.4 and Proposition 4.1 imply Proposition 1.6.
We then use Proposition 1.6 to prove Theorem 1.1. The proof of Proposition 4.1 is postponed
to Section 5.
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4.1. Proof of Proposition 1.6 using Proposition 4.1.

PROOF OF PROPOSITION 1.6. Fix x ∈ R
d and some φ : Sd−1 × R → R≥0 satisfying

the conditions of Proposition 1.6. Let y be the minimum of the support of φ on R. We are
interested in the quantity

gt (φ) := Ex

[
exp

(
− ∑

u∈Nt

φ
(
θ

(u)
t ,R

(u)
t − m

(d)
t

))]
.

Remark that the branching Brownian motion under law Px can be constructed as (x +
Y

(u)
t , u ∈ Nt )t≥0 where Y is a branching Brownian motion started from 0 ∈ R

d . In partic-
ular, we have

R
(u)
t = ∥∥Y (u)

t + x
∥∥ ∈ [∥∥Y (u)

t

∥∥ − ‖x‖,∥∥Y (u)
t

∥∥ + ‖x‖]
.

Using the above display and the fact that φ(θ
(u)
t ,R

(u)
t − m

(d)
t ) is nonzero only if R

(u)
t >

m
(d)
t + y, we obtain by Proposition 2.1 that only particles u ∈ Nt that are descendants of

particles in N win
L contribute. Thus, applying the branching property at time L as well as the

Markov property shows that

gt (φ) = Ex

[ ∏
u∈N win

L

E
X

(u)
L

(
exp

(−〈EL,t , φ〉))] + ou(1).

Set zL(u) := √
2L − R

(u)
L . Then using Proposition 4.1, we can follow the steps leading up

to [15], equation 3.7, to obtain a nonnegative sequence εL tending to 0 as L tends to infinity
such that, for all L large and t large enough compared to L, we have∣∣∣∣gt (φ) −Ex

[
exp

(
− ∑

u∈N win
L

Cd(φ
θ

(u)
L

)ML,zL(u)

)]∣∣∣∣ ≤ εL.

From Theorem 1.4 we have convergence of the above Laplace transform to

Ex

[
exp

(
−(2π)−αd/2

∫
Sd−1

Cd(φθ )D∞(θ)σ (dθ)

)]
,

as L tends to infinity. Recalling now the definition of Cd(φθ ) from (4.1) and of C(φ)

from (2.13), the previous two displays yield a nonnegative sequence ε′
L tending to 0 as L

tends to infinity such that, for all L large and t large enough compared to L, we have∣∣∣∣gt (φ) −Ex

[
exp

(
−

√
2

π1+αd

∫
Sd−1

C(φθ)D∞(θ)σ (dθ)

)]∣∣∣∣ ≤ ε′
L.

Since gt (φ) has no L-dependence, it follows from the previous two displays that

gt (φ) −−−→
t→∞ Ex

[
exp

(
−

√
2

π1+αd

∫
Sd−1

C(φθ)D∞(θ)σ (dθ)

)]
,(4.3)

as desired. �

4.2. Proofs of Theorem 1.1 and Proposition 1.3. We recall that, as observed in Re-
mark 1.2, the statement of Proposition 1.6 is valid in all dimensions, including d = 1, where
for d = 1, we have S

d−1 = {−1,1}, and σ = δ1 + δ−1 (in other words, in all dimensions σ is
the Haar measure on S

d−1).

PROOF OF THEOREM 1.1. We note that Proposition 1.6 already gives the claimed con-
vergence so that we only need to prove the claimed identification of the limit.



972 J. BERESTYCKI ET AL.

By [2] or [3], in dimension 1 and for all continuous compactly supported function ϕ on R,
we have that

lim
t→∞E

(
e−∑

u∈Nt
ϕ(X

(u)
t −m

(1)
t )) = E

(
e−〈E(1)∞ ,ϕ〉),

with E (1)∞ a SDPPP(
√

2γD∞, e−√
2x , D), where m

(1)
t denotes m

(d)
t corresponding to dimen-

sion d = 1 and D∞ is the same as D∞(θ) for d = 1 with θ = 1, that is, it is the standard one
dimensional derivative martingale. Using Campbell’s formula on the right-hand side of the
last display, we obtain that

E
(
e−〈E(1)∞ ,ϕ〉) = E

(
exp

(
−√

2γD∞
∫
R

(
1 −E

(
e−〈D,ϕ(x+·)〉))e−√

2x dx

))
.

Then using Proposition 1.6 in dimension d = 1 with ϕ(x)1{θ=1}, we obtain that

(4.4) lim
t→∞E

(
e−〈E1

t ,ϕ〉) = E
[
exp

(−C1C(ϕ)D∞
)]

,

where C1 = √
2/π . (Alternatively, (4.4) is obtained in [3], Proposition 3.2.) As a result, we

have

E
[
exp

(−C1C(ϕ)D∞
)] = E

(
exp

(
−√

2γD∞
∫
R

(
1 −E

(
e−〈D,ϕ(x+·)〉))e−√

2x dx

))
,

and, therefore,

(4.5) C1C(ϕ) = √
2γ

∫
R

(
1 −E

(
e−〈D,ϕ(x+·)〉))e−√

2x dx,

using that the Laplace transform of D∞ is strictly decreasing, as D∞ is nonnegative and
nondegenerate.

Returning to d > 1, thanks to this identification, we can then compute, for φ continuous
and compactly supported on S

d−1 ×R, again by Campbell’s formula,

E
[
e−〈E∞,φ〉]
= E

[
exp

(
−√

2γπ−αd/2
∫
Sd−1

D∞(θ)

∫
R

(
1 −E

[
e−〈D,φθ (x+·)〉])e−√

2x dxσ(dθ)

)]

= E

[
exp

(
−Cd

∫
Sd−1

C(φθ)D∞(θ)σ (dθ)

)]

by (4.5), using that Cd = π−αd/2C1. �

We remark that Theorem 1.1 can be straightforwardly extended to a branching Brown-
ian motion started from a finite number of particles at positions x1, . . . , xn in R

d using the
branching property of the branching Brownian motion and the superposition property of Pois-
son point processes. More precisely, for n ∈ N and x = (x1, . . . , xn) ∈ (Rd)n, we denote by
Px the law of a branching Brownian motion started from n initial particles at position x1,. . . ,
xn. Under law Px, D∞ has the law of

∑n
j=1 D

(j)∞ , where (D
(j)∞ , j ≤ n) is a collection of

independent random variables such that each D
(j)∞ has the same law as D∞ under Pxj

. The
following result then holds.

COROLLARY 4.2. Under law Px, the extremal point process Et converges in distribution
for the topology of vague convergence to the decorated Poisson point process E∞, which is
the process described in Theorem 1.1 (up to D∞ being distributed under law Px).
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PROOF. We observe that we can write Et = ∑n
j=1 E

(j)
t , where E (j)

t is the extremal point
process consisting of the descendants of the initial particle alive at position xj . By the branch-

ing property, (E (j)
t , j ≤ n) are independent. Using Theorem 1.1, we conclude the conver-

gence of the joint distribution of the processes E (j)
t to that of the E (j)∞ , where E (j)∞ is the

process described in Theorem 1.1, with D∞ replaced by D
(j)∞ . Using the superposition prop-

erty of Poisson point processes, the proof is now complete. �

As an application of Theorem 1.1, we obtain the convergence in distribution of the centered
norm of the maximal displacement at a large time t . This generalizes [15], Theorem 1.1, as
the convergence holds for any initial condition of the BBM.

COROLLARY 4.3. We write (θ∞, ρ∞) for the atom of E∞ with largest second coordi-
nate. For all x ∈ (Rd)n, we have

lim
t→∞

(
θ∗
t ,R∗

t − m
(d)
t

) = (θ∞, ρ∞) in Px-distribution.

In particular, for all x ∈ R
d and y ∈ R, we have

lim
t→∞Px

(
R∗

t ≤ m
(d)
t + y

) = Ex

(
exp

(−γπ−αd/2D∞
(
S

d−1)
e−√

2y))
.

PROOF. We use the same technique as in the proof of [5], Lemma 4.4, where the vague
convergence in distribution of Et and the tightness of its largest atom is sufficient to conclude
that the convergence in distribution of the largest atom holds.

Let x ∈ (Rd)n. By [18], Theorem 1.1, for all ε > 0, there exists M > 0 such that

Px
(∣∣R∗

t − m
(d)
t

∣∣ ≥ M
) ≤ ε,

using a trivial union bound. Then writing (θ
(M)
t , ρ

(M)
t ) for the atom of Et having the largest

second component among all atoms belonging to [−M,M] (setting (θ
(M)
t , ρ

(M)
t ) = (0,−1)

if this set is empty), we have

Px
((

θ
(M)
t , ρ

(M)
t

) ∈ A
) − ε ≤ Px

((
θ∗
t ,R∗

t − m
(d)
t

) ∈ A
) ≤ Px

((
θ

(M)
t , ρ

(M)
t

) ∈ A
) + ε

for every measurable subset A of Sd−1 ×R+.

By Theorem 1.1, letting t → ∞, we have (θ
(M)
t , ρ

(M)
t ) → (θ

(M)
∞ , ρ

(M)∞ ) in distribution,
which converges to (θ∞, ρ∞) as M → ∞. Finally, letting ε → 0 and using the Portemanteau
theorem, we deduce that (θ∗

t ,R∗
t −m

(d)
t ) converges in distribution to (θ∞, ρ∞). We complete

the proof using the definition of E∞. �

Finally, using Corollary 4.3, we prove Proposition 1.3 using the Markov property and the
convergence of bounded martingales.

PROOF OF PROPOSITION 1.3. Let L ≥ 0; using the branching property at time L, we
have

P
(
R∗

t ≤ m
(d)
t + y|FL

) = ∏
u∈NL

P
X

(u)
L

(
R∗

t−L ≤ m
(d)
t + y

)
t→∞−−−→ ∏

u∈NL

E
X

(u)
L

(
exp

(−γπ−αd/2D∞
(
S

d−1)
e−√

2y−2L))
a.s.,

using that limt→∞ m
(d)
t − m

(d)
t−L = √

2L and Corollary 4.3.
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On the other hand, for all L ≤ t , we have

(
Dt(θ), θ ∈ S

d−1) =
(
e−2L

∑
u∈NL

D
(u)
t−L(θ) + √

2Le−2L
∑

u∈NL

W
(u)
t−L(θ), θ ∈ S

d−1
)

with the following notation. For u ∈NL, recall the set N u
t−L (see just above Proposition 2.3),

and for v ∈ N u
t−L, let X

(v)
t denote the position of that particle at time t . Then for u ∈NL, the

(D
(u)
t−L,W

(u)
t−L) are defined via

θ �→
( ∑

v∈N u
t−L

(√
2(t − L) − X

(v)
t · θ)

e
√

2X
(v)
t ·θ−2(t−L),

∑
v∈N u

t−L

e
√

2X
(v)
t ·θ−2(t−L)

)
.

By the branching property, (D
(u)
t−L,W

(u)
t−L)u∈NL

are conditionally on FL independent ran-

dom variables, with each (D
(u)
t−L,W

(u)
t−L) having the same law as (Dt−L,Wt−L) under law

P
X

(u)
L

. Therefore, for all u ∈ NL, the (D
(u)
t ,W

(u)
t ) jointly converge almost surely as t → ∞

to (D
(u)∞ ,0) for the topology of the weak convergence on the sphere by [23], Theorem 1.3.

Moreover, conditionally on FL, (D
(u)∞ , u ∈ NL) are independent random variables such that

D
(u)∞ has the same law as D∞ under the law P

X
(u)
L

. As a result, letting t → ∞, we deduce

that, for all L > 0, the following measures coincide a.s.:

(4.6) D∞(θ)σ (dθ) = e−2L
∑

u∈NL

D(u)∞ (θ)σ (dθ).

In particular, this yields

∏
u∈NL

E
X

(u)
L

(
exp

(−γπ−αd/2D∞
(
S

d−1)
e−√

2y−2L))

= E
(
exp

(−γπ−αd/2D∞
(
S

d−1)
e−√

2y−2L)|FL

)
a.s.

Using the almost sure convergence of closed martingales, we conclude that

lim
L→∞ lim

t→∞P
(
R∗

t ≤ m
(d)
t + y|FL

) = exp
(−γπ−αd/2D∞

(
S

d−1)
e−√

2y−2L)
almost surely.

We now turn to the convergence of the angle of the maximal displacement. Using again the
branching property at time L then Corollary 4.3, we have for any measurable set A ⊂ S

d−1

such that σ(∂A) = 0,

P
(
θ∗
t ∈ A|FL

) = P
(X

(u)
L ,u∈NL)

(
θ∗
t ∈ A

)
t→∞−−−→ P

(X
(u)
L ,u∈NL)

(θ∞ ∈ A) = E
(X

(u)
L ,u∈NL)

(
D∞(A)

D∞(Sd−1)

)
P-a.s.,

by the definition of E∞. Hence, using (4.6), we deduce that

E
(X

(u)
L ,u∈NL)

(
D∞(A)

D∞(Sd−1)

)
= E

(
D∞(A)

D∞(Sd−1)
|FL

)
a.s.

We can now conclude using again the convergence of closed martingales. �
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5. Proof of Proposition 4.1. We finish this article with a proof of Proposition 4.1, which
uses the geometrical result Proposition 2.3 to take care of the directional constraint, the re-
sults of [15] to characterize the typical trajectories of particles contributing to the Laplace
functional, and a coupling with one-dimensional branching Brownian motion on the last time
interval of length �. Throughout this section, let � := �(L) satisfy the properties

1 ≤ � ≤ L1/6 and lim
L→∞� = ∞.(5.1)

The precise dependence of � on L does not play a role. For convenience, we will write
t̃ := t − L. Since we will send t to infinity before L, the parameter L should be thought of
as an order one quantity (compared to t). Also, we fix a constant y ∈ R in what follows until
further specified.

5.1. Description of the extremal particles by [15]. The (modified) second moment
method used to prove [15], Theorem 3.2, implies the following: for a branching Bessel pro-
cess started from the window IwinL (at time 0), particles u ∈ Nt̃ that reach height m

(d)
t + y or

higher at time t̃ follow a well-controlled trajectory until time t̃ − �; furthermore, among par-
ticles v ∈ Nt̃−� that follow such a trajectory, at most one produces a descendent that reaches

height m
(d)
t + y. These two results are reproduced below as Propositions 5.1 and 5.2, respec-

tively. We will use these two ideas in the proof of Proposition 4.1 to great effect. Before we
begin, let us lay out some notation that will be familiar from [15].

Let y(b) := m
(d)
t

t
(t − �) + y − b. For any v ∈ Nt̃−�, we define the event

T(v) := Tt,L,y(v) =
{

max
u∈N v

�

R
(u)

t̃
> m

(d)
t + y

}
.(5.2)

We will also make use of certain “barrier events” to restrict the paths of our BBM particles.
For functions f,g : [0,∞) → R, a set I ⊂ [0,∞), and a real-valued process X·, we call
events of the following form barrier events:

Bf

I (X·) := {
Xu ≤ f (u), ∀u ∈ I

}
and Bf

I (X·) := {
Xu ≥ f (u), ∀u ∈ I

}
.

Recall the barriers B0(s) := B0(s; t,L) ([15], equation 4.38) and Qz(s) := Qz(s; t,L, y)

([15], equation 5.5), whose precise definitions we will not use here. A crucial barrier event
used throughout this subsection will be the event that a process X· is bounded above by the

linear barrier m
(d)
t

t
(· +L)+ y (where we write f (· + r) to denote the function u �→ f (u+ r))

and bounded below by Qz(·) on a certain time interval I ⊂ R≥0. We will denote this event
by B�

I (X·) := B�
I,y,z,L,t (X·); note that

B�
I (X·) = B

m
(d)
t
t

(·+L)+y

I (X·) ∩BQz

I (X·).(5.3)

Now, for any v ∈ Nt̃−�, define the events

FL,t (v) := BB0
[0,t̃−�]

(
R(v)·

) ∩
{
R

(v)

t̃−�
>

t√
d

}
and(5.4)

GL,t (v) := B�
[0,t̃−�]

(
R(v)·

) ∩ {
y
(
R

(v)

t̃−�

) ∈ [
�1/3, �2/3]}

.(5.5)

The event GL,t (v) ∩ T(v) is depicted in Figure 4. In Proposition 4.1 we consider a d-
dimensional BBM started from a point on the sphere of radius

√
2L − z, where z ∈

[L1/6,L2/3]. In particular, we seek to demonstrate asymptotic statements uniformly over z in
this interval. For such statements we will use heavily the notation set forth in Section 2.1.

The following results are from [15].
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FIG. 4. The event GL,t (v)∩T(v) from (5.5): the trajectory R(v)
. of a given particle v ∈Nt̃−� is bounded above

by the blue line and below by the solid green curves that comprise Qz on [0, t̃ − �], R
(v)

t̃−�
lies in the window

[y(�2/3),y(�1/3)], and v produces a descendent in Nt̃ that exceeds m
(d)
t + y.

PROPOSITION 5.1 ([15]).

E√
2L−z

[ ∑
u∈Nt̃−�

1FL,t (v)c

]
= ou(ML,z) and

E√
2L−z

[ ∑
u∈Nt̃−�

1FL,t (v)\GL,t (v)1T(v)

]
= ou(ML,z).

Proposition 5.1 follows from [15], Lemma 4.3, Lemma 5.1, and Claim 5.5, respectively,
and their proofs.1 The result below is from [15], Lemma 5.2 (see also their equation (7.2)).

PROPOSITION 5.2 ([15]).

E
θ(

√
2L−z)

[ ∑
v �=w∈Nt̃−�

1{GL,t (v)∩GL,t (w)}
]

= ou(ML,z).

In the proof of Proposition 4.1, we will use Proposition 5.1 to show that the only particles
in Nt̃ contributing to E

θ(
√

2L−z)
[1−exp(−〈EL,t , φ〉)] are those that descended from particles

v ∈Nt̃−� that performed the event GL,t (v). Proposition 5.2 shows that only one such particle
in v ∈ Nt̃−� will perform GL,t (v).

5.2. Coupling with a one-dimensional BBM. Eventually, we will encounter an expres-
sion of the form

Ey(w)

[
exp

(−〈
E�, φ(· − c)

〉)] = Ey(w)

[
1 − ∑

u∈N�

φ
(
R

(u)
� − m

(d)
t − y − c

)]
,

1The upper-bounds in these results of [15] are stated for quantities of the form P(
⋃

u∈Nt̃−�
Av), while Proposi-

tion 5.1 bounds (larger) first-moment quantities of the form E[∑u∈Nt̃−�
1Av

]. However, the first step in the proof
of each result of [15] is to bound P(

⋃
u∈Nt̃−�

Av) by the corresponding first-moment quantity so that the results
there are actually shown via upper-bounds on the E[∑u∈Nt̃−�

1Av
]. Thus, we indeed have Proposition 5.1.
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where φ : R → R is a continuous function and w ∈ [�1/3, �2/3] (cf. the definition of GL,t (v)

in (5.5)). We will approximate this expression via a coupling with the one-dimensional
branching Brownian motion, which will then, via a famous formula of McKean [20], give
an expression in terms of the solution to the F-KPP equation for which asymptotics are by
now well-understood (see Proposition 2.7). Let us discuss these matters now.

In light of the SDE for the d-dimensional Bessel process,

dRs = αd

Rs

ds + dWs,

one might expect that, since y(w) is of order t , a branching Bessel process on [0, �] started
from y(w) may be coupled to be “very close” with probability going to 1 as t goes to in-
finity with a one-dimensional branching Brownian motion (for which many more results are
known). Indeed, this was shown in [15]. Before stating this result, let us state the coupling.
Consider the natural coupling of a one-dimensional BBM and a d-dimensional branching
Bessel process obtained by using the same branching tree for both processes (hence the same
set of particles in both processes at all times) and the same driving Brownian motion for each
edge in the tree (to be used in each of the SDEs by the two processes for evaluating the loca-
tion of the corresponding particle). Thus, for all s > 0, each v ∈ Ns is associated to a Bessel
process R

(v)· and a 1-d Brownian motion W
(v)· satisfying the SDE

dR(v)
r = αd

R
(v)
r

dr + dW(v)
r .

Note that R
(v)
r ≥ W

(v)
r .

PROPOSITION 5.3 ([15]). Consider the above-defined coupling of one-dimensional BBM
{W(v)

s }s≥0,v∈Ns and a branching d-dimensional Bessel process {R(v)
s }s≥0,v∈Ns started at x,

for some x > 0. Fix � > 0, and let

Gx =
{

min
v∈N�

inf
0≤s≤�

R(v)
s ≥ x/4

}
.

Then there exists some constant Cd > 0 such that, for large enough x (in terms of �),

sup
0≤s≤�

sup
v∈Ns

∣∣R(v)
s − W(v)

s

∣∣1Gx ≤ Cd�/x.

Furthermore, Px(Gc
x) ≤ (2 + e�)e−x2/8�.

The first bound is given in [15], Claim 6.2, while the bound on Px(Gc
x) is given in the proof

of [15], Corollary 6.3. As a consequence of the coupling result in Proposition 5.3, we have
the following corollary, which shows that functionals of a branching Bessel process may be
replaced by functionals of one-dimensional BBM, up to a negligible error, if the time interval
on which the process is considered is much shorter than the initial position of the process.

COROLLARY 5.4. Fix φ :R →R a uniformly continuous function, y ∈ R, and c > 0. Let
� := �(L) be as in (5.1). Couple {W(v)

s }s≥0,v∈Ns and {R(v)
s }s≥0,v∈Ns as above. Then uniformly

over x := x(t) such that x → ∞ as t → ∞, we have

Ex

[
exp

(−〈
E�, φ(· − c)

〉) − exp
(
− ∑

u∈N�

φ
(
W

(u)
� − m

(d)
t − c

))]
= ou

(
e− 1

2 L3)
.

REMARK 5.5. The uniform continuity assumption on φ in Corollary 5.4 may be removed
if the range of x is taken to be any ball around m

(d)
t with radius given by a function of L.
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REMARK 5.6. Corollary 5.4 complements [15], Corollary 6.3, which may be thought of
as Corollary 5.4 with φ(a) := ∞1{a>0}.

PROOF OF COROLLARY 5.4. Fix L > 0, and recall that t → ∞ independently of L.
Since φ is uniformly continuous, setting

εt := sup
a∈R

sup
x∈[0,Cd�/t]

∣∣φ(a + x) − φ(a)
∣∣,

we have εt → 0 as t → ∞. Further, by the Markov inequality,

P
(|N�| > exp

(
L3)) ≤ exp

(
� − L3) = o

(
e− 1

2 L3)
.

Let

f (�, t) := exp
(
− ∑

u∈N�

φ
(
W

(u)
� − m

(d)
t − c

))
.

On the event Gx ∩ {|N�| ≤ exp(L3)}, we have

exp
(−〈

E�, φ(· − c)
〉) ∈ f (�, t) · [

exp
(−εte

L3)
, exp

(
εte

L3)]
.

The above implies that∣∣Ex

[
exp

(−〈
E�, φ(· − c)

〉) − f (�, t)
]∣∣

≤ (
eεt e

L3 − 1
)
Ex

[
f (�, t)

] + 2
(
P

(
Gc

x

) + P
(|N�| > eL3))

.

Here we have used the fact that the quantity inside the expectation on the left-hand side
is bounded in absolute value by 2. In light of |f (�, t)| ≤ 1 and the bound on P(Gc

x) from
Proposition 5.3, we find

lim sup
t→∞

∣∣Ex

[
exp

(−〈
E�, φ(· − c)

〉) − f (�, t)
]∣∣ ≤ 2P

(|N�| > eL3) = o
(
e− 1

2 L3)
.

This concludes the proof. �

5.3. Proof of Proposition 4.1. We are now ready to prove Proposition 4.1.

PROOF OF PROPOSITION 4.1. Define y to be the infimum of the (compact) support of φ

in the second coordinate, that is,

y := inf
{
z ∈ R : sup

θ∈Sd−1
φ(θ, z) > 0

}
.

Define the function φ : Sd−1 ×R→R≥0 as

φ(σ, x) := φ(σ, x + y)

so that φ is supported on S
d−1 ×R≥0. We seek the leading-order asymptotics of

ϒ := E
θ(

√
2L−z)

[
1 − exp

(
− ∑

v∈Nt̃−�

∑
u∈N v

�

φ
(
θ

(u)

t̃
,R

(u)

t̃
− m

(d)
t − y

))]
.

Note that only particles u ∈ Nt̃ such that R
(u)

t̃
≥ m

(d)
t + y contribute to the exponential, since

φσ (x) := φ(σ, x) is only supported on x ≥ 0; thus, we may add the indicator T(v) (defined in
(5.2)) to the sum in the exponential without change. Furthermore, Proposition 2.3 states that

inf
θ∈Sd−1

P
θ(

√
2L−z)

( ⋂
{u∈Nt̃ , R

(u)

t̃
>m

(d)
t +y}

{∥∥θ − θ
(u)

t̃

∥∥ < L−1/12})
> 1 − e−L5/6

.
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Define the function

ψθ(v) := ψθ,y,�,L,t (v) = ∑
u∈N v

�

φθ

(
R

(u)

t̃
− m

(d)
t − y

)
.

Then the above gives the following expression:

ϒ = (
1 + ou(1)

)
E

θ(
√

2L−z)

[
1 − exp

(
− ∑

v∈Nt̃−�

ψθ (v)1T(v)

)]
+ ou(ML,z),

where the ou(·)’s hold uniformly in θ and we used that ML,z ≥ e−cL2/3 � e−L5/6
. Now,

E
θ(

√
2L−z)

∣∣∣∣exp
(
− ∑

v∈Nt̃−�

ψθ (v)1T(v)

)
− exp

(
− ∑

v∈Nt̃−�

ψθ (v)1GL,t (v)∩T(v)

)∣∣∣∣
≤ 2P

θ(
√

2L−z)

( ⋃
v∈Nt̃−�

GL,t (v)c ∩T(v)

)

≤ 2E
θ(

√
2L−z)

[ ∑
v∈Nt̃−�

1FL,t (v)c + 1FL,t (v)\GL,t (v)1T(v)

]
= ou(ML,z),

where the last step follows from Proposition 5.1. Thus, we have

ϒ = (
1 + ou(1)

)
ϒ̂ + ou(ML,z),(5.6)

where

ϒ̂ := E
θ(

√
2L−z)

[
1 − exp

(
− ∑

v∈Nt̃−�

ψθ (v)1GL,t (v)∩T(v)

)
)

]
.

Let Et̃−� denote the event that 1{GL,t (v)∩T(v)} = 1 for at most one v ∈ Nt̃−�. Using the
identity 1 − exp(

∑n
i=1 xi) = ∑n

i=1(1 − exi ) when at most one of the xi is nonzero as well as
the trivial bound e−x ≤ 1, we find

ϒ̂ ≤ E
θ(

√
2L−z)

[ ∑
v∈Nt̃−�

(
1 − e

−ψθ (v)1GL,t (v)∩T(v)
);E]

+ P
θ(

√
2L−z)

(
Ec

t̃−�

)

≤ E
θ(

√
2L−z)

[ ∑
v∈Nt̃−�

(1 − e
−ψθ (v)1GL,t (v)∩T(v)

]
+ ou(ML,z)

(the last line follows from Proposition 5.2) as well as

E
θ(

√
2L−z)

[ ∑
v∈Nt̃−�

(
1 − e

−ψθ (v)1GL,t (v)∩T(v)
)]

≤ ϒ̂ +E
θ(

√
2L−z)

[ ∑
v∈Nt̃−�

(
1 − e

−ψθ (v)1GL,t (v)∩T(v)
);Ec

t̃−�

]

≤ ϒ̂ + 2E
θ(

√
2L−z)

[ ∑
v �=w∈Nt̃−�

1{GL,t (v)∩T(v)∩GL,t (w)∩T(w)}
]

= ϒ̂ + ou(ML,z)

(again, the last equality follows from Proposition 5.2). Equation (5.6) and the above inequal-
ities then yield

ϒ = (
1 + ou(1)

)
E

θ(
√

2L−z)

[ ∑
v∈Nt̃−�

(
1 − e

−ψθ (v)1GL,t (v)∩T(v)
)] + ou(ML,z).
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Note that the quantity inside of the expectation depends only on the norms of our BBM
particles. Further, since φθ is supported on R≥0, it follows that ψθ(v) is nonzero only on the
event T(v). Thus, the proof of Proposition 4.1 will be complete if we can show the following
asymptotic, uniformly over θ :

E√
2L−z

[ ∑
v∈Nt̃−�

(
1 − e

−ψθ (v)1GL,t (v)
)] ∼

(u)
Cd(φθ )ML,z.(5.7)

With the identity 1 − ex1A = (1 − ex)1A and the many-to-one lemma (Lemma 2.2), the left-
hand side of (5.7) simplifies as

et̃−�
E√

2L−z

[(
1 − e−ψθ (v))1GL,t (v)

]
.

We can expand this expectation by applying the Girsanov transform (given by [15], equa-
tion 2.7) to convert the Bessel process (R

(v)
s )[0,t̃−�] to a Brownian motion (W

(v)
s )[0,t̃−�] and

then integrating over the (Brownian) transition density p
W(v)

.

t̃−�
. Letting x(z) := √

2L − z, this
gives the previous display as

et̃−�
E√

2L−z

[(W
(v)

t̃−�

x(z)

)αd

exp
(∫ t̃−�

0

αd − α2
d

W
(v)
s

2 ds

)(
1 − e−ψθ (v))1GL,t (v)

]

∼
(u)

et̃−�
∫ �2/3

�1/3
pW(v)

t̃−�

(
x(z),y(w)

)(y(w)

x(z)

)αd

P
y(w)

x(z),t̃−�

(
B�

[0,t̃−�]
(
W(v)·

))
Ey(w)[�θ,�]dw,

where

�θ,� := 1 − exp
(〈
E�, φθ (· − y)

〉)
.

In the last line, we have used the fact that, on the event GL,t (v) (or, more specifically, on
B�

[0,t̃−�](W
(v)· )), we have

exp
(∫ t̃−�

0

αd − α2
d

W
(v)
s

2 ds

)
∼
(u)

1.

We have also used the Markov property at time t̃ − �. Now, from equations (6.53), (6.54),
and (6.60) of [15], the last display is asymptotically equivalent (in the sense of ∼(u)) to

√
21+αd

π
e−y

√
2ML,z

∫ �2/3

�1/3
wew

√
2
Ey(w)[�θ,�]dw.

Corollary 5.4 and Proposition 2.7 tell us that

∫ �2/3

�1/3
wew

√
2
Ey(w)[�θ,�]dw ∼

(u)
e
√

2yC(φθ ),

where C(φθ) is defined in (2.13). This concludes the proof. �
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