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Related work

- Gaussian process models: Chevalier et al. 2014 Technometrics, Azzimonti et al. 2020 Technometrics, Gotovos et al. 2013 IJCAI
- Global optimization algorithms: DOO, Munos 2011 NIPS, HOO, Bubeck et al. 2011 JMLR
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Our Goal
Quantifying the sample complexity, i.e., smallest number of evaluations of $f$ needed to

$$
\{\boldsymbol{x}: f(\boldsymbol{x})=a\} \subset S_{n} \subset\{\boldsymbol{x}:|f(\boldsymbol{x})-a| \leq \varepsilon\}
$$

for some error level $\varepsilon>0$

## A Hard Problem

Definition
The packing number of a non-empty set $E$ is

$$
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Theorem
If $f$ is a non-constant continuous function, for any $\min (f)<a<\max (f)$,

$$
\mathcal{N}(\{f=a\}, \varepsilon) \gtrsim \frac{1}{\varepsilon^{d-1}}
$$

Not surprising, the level set is defined by a single equation in $d$ unknowns
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Theorem
If the $g_{C}$ 's are "accurate approximations" of $f$ on the $C$ 's,

$$
\text { sample complexity of } \mathrm{BA} \lesssim \sum_{i=1}^{i(\varepsilon)} \mathcal{N}\left(\left\{|f-a| \leq c_{i}\right\}, d_{i}\right)
$$

where $i(\varepsilon) \approx \log (1 / \varepsilon), c_{1}>c_{2}>\ldots, d_{1}>d_{2}>\ldots$ depend on the $g_{C}$ 's and their error bounds
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Theorem
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Follows from geometric arguments on level sets of convex functions:
Theorem
If $f$ is convex ( + quantitative conditions), there exists a constant $C^{*}>0$ such that

$$
\forall r \in(0,1), \mathcal{N}(\{|f-a| \leq r\}, r) \leq C^{*}\left(\frac{1}{r}\right)^{d-1}
$$
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