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#### Abstract

We consider in this paper a general reaction-diffusion equation of the KPP (Kolmogorov, Petrovskii, Piskunov) type, posed on an infinite cylinder. Such a model will have a family of pulsating waves of constant speed, larger than a critical speed $c_{*}$. The family of all supercritical waves attract a large class of initial data, and we try to understand how. We describe in this paper the fate of an initial datum trapped between two supercritical waves of the same velocity: the solution will converge to a whole set of translates of the same wave, and we identify the convergence dynamics as that of an effective drift, around which an effective diffusion process occurs. In several nontrivial particular cases, we are able to describe the dynamics by an effective equation.


## 1 Introduction

The question here is the large-time dynamics of the solutions of reaction-diffusion equations on the whole line or in cylinders, the most general instance being

$$
\left\{\begin{array}{l}
u_{t}-\operatorname{div}(A(x, y) D u)+B(x, y) \cdot D u=f(x, y, u), \quad\left((x, y) \in \mathbb{R} \times \mathbb{T}^{N-1}\right)  \tag{1.1}\\
\lim _{x \rightarrow-\infty} u(t, x, y)=0, \quad \lim _{x \rightarrow+\infty} u(t, x, y)=1
\end{array}\right.
$$

Here, $\mathbb{T}^{n}$ denotes the $n$-dimensional torus. The function $f$ will always be supposed to be smooth enough, and positive. Moreover it will be assumed to be concave in $u$, and moreover:

$$
f(x, y, 0)=f(x, y, 1)=0, \quad \sup _{(x, y)} f_{u}(x, y, 1)<0<\inf _{(x, y)} f_{u}(x, y, 0)
$$

Additional assumptions on $A, B$ and $f$, such as periodicity in the variable $x$, are required, and we will give a precise statement when needed. More general assumptions (such as less smoothness on $f$, or a condition on the slope of $f$ at 0 instead of the concavity assumption) are possible, but will not be considered. In any case, such a nonlinearity $f$ will be called a KPP nonlinearity.

It is well-known [3] that there exists $c_{*}>0$ such that (1.1) has pulsating waves solutions of speed $c$ if and only if $c \geq c_{*}$. See the general definition in [3], here a pulsating wave with speed $c$ will be a solution $\phi_{c}$ of (1.1) such that, for all $(\xi, y) \in \mathbb{R} \times \mathbb{T}^{N-1}$, the function $t \mapsto \phi_{c}(t, \xi-c t, y)$ is $\frac{1}{c}$-periodic. Note that existence results in the spirit of Theorem 0.3 are
known, although less complete - see [1] or [9]. The family of all these travelling waves - but not only, see [13] - provides an attractor for a large class of initial data to (1.1). The goal of our work is to understand how this attractor traps the trajectories of (1.1). First we will study the most basic model. Next, thanks to the informations given by this basic model, we will consider the problem in the full generality. At last, we will consider a periodic one dimensional case, for which we will be able to give precise answers.

### 1.1 The basic one dimensional model

What motivated this study is the following, seemingly innocent question. Consider the most basic 1D model, namely

$$
\left\{\begin{array}{l}
u_{t}-u_{x x}=f(u) \quad(x \in \mathbb{R})  \tag{1.2}\\
\lim _{x \rightarrow-\infty} u(t, x)=0, \quad \lim _{x \rightarrow+\infty} u(t, x)=1,
\end{array}\right.
$$

with $f$ concave, $f(0)=f(1)=0$. Then - see, for instance, [17] - (1.2) has a family of travelling waves; that is, for every $c \geq c_{*}:=2 \sqrt{f^{\prime}(0)}$, there is a unique - up to translation in $x-\phi_{c}$, solving

$$
\begin{cases}c \phi^{\prime}-\phi^{\prime \prime}=f(\phi), & (x \in \mathbb{R})  \tag{1.3}\\ \lim _{x \rightarrow-\infty} \phi(x)=0, & \lim _{x \rightarrow+\infty} \phi(x)=1 .\end{cases}
$$

In other words $\phi_{c}(x+c t)$ solves (1.2). We ask the question of the stability, under large perturbations, of the supercritical waves - those whose speed is $>c_{*}$. Much is known in this direction; let us extract the following two results.
Theorem 0.1 (Uchiyama [30], Bramson [7]) Let $u_{0}(x)$ be a Cauchy datum for (1.2) such that there is $c>c_{*}$ and $r>0$ for which we have

$$
u_{0}(x)=\phi_{c}(x)\left(1+O\left(e^{r x}\right)\right) \text { as } x \rightarrow-\infty .
$$

Assume moreover that $\limsup _{x \rightarrow+\infty} u_{0}(x)=1$. Then there is some $\omega>0$ such that, we have, as $t \rightarrow+\infty$ :

$$
u(t, x)=\phi_{c}(x+c t)+O\left(e^{-\omega t}\right)
$$

A much related, and more recent theorem is
Theorem 0.2 (Berestycki-Hamel [4]) Let $u(t, x)$ be a time-global (that is, defined for $t \in \mathbb{R}$ ) solution to (1.2) such that there is $c>c_{*}$ and $M>0$ for which we have

$$
\phi_{c}(x+c t-M) \leq u(t, x) \leq \phi_{c}(x+c t+M) .
$$

Then there is $m \in[-M, M]$ such that: $u(t, x)=\phi_{c}(x+c t+m)$.
In fact, the assumption that $u(t, x)$ is trapped between two translates of a wave can be considerably weakened under our assumptions on $f$, see [13].
At first sight, Theorem 0.2 seems to imply the convergence to a wave for any solution starting from a datum trapped between two waves. Not quite, though: Theorem 0.1 only allows perturbations which decay faster than the wave. And this seemingly unsignificant gap between the two results signals in fact that initial data which are merely sandwiched between two waves - and which do not select an asymptotic wave at $-\infty$ have a wilder behavior. Here is what we can prove.

Theorem 1.1 Let $u_{0}(x)$ be a Cauchy datum for (1.2). Assume the existence of $c>c_{*}$ and $M>0$ such that $\phi_{c}(x-M) \leq u_{0}(x) \leq \phi_{c}(x+M)$. Denote $r_{-}(c)$ the smallest characteristic exponents at $-\infty$ of (1.3), i.e

$$
r_{-}(c)=\frac{c-\sqrt{c^{2}-4 f^{\prime}(0)}}{2}
$$

Then there is some initial condition $m_{0}$ (given explicitly in the proof), bounded between $-M$ and $M$, and such that, considering the solution $s(t, \xi)$ of

$$
\begin{equation*}
s_{t}-s_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} s_{\xi}=0,(t>0, \xi \in \mathbb{R}), \quad s(0, \xi)=e^{r_{-}(c) m_{0}(\xi)} \tag{1.4}
\end{equation*}
$$

and setting

$$
m^{a p p}(t, \xi)=\frac{1}{r_{-}(c)} \ln s(t, \xi)=\frac{1}{r_{-}(c)} \ln \left(\frac{1}{\sqrt{4 \pi t}} \int_{\mathbb{R}} e^{\left(\xi-\sqrt{c^{2}-c_{*}^{2}} t-y\right) / 4 t} e^{r_{-}(c) m_{0}(y)} d y\right)
$$

we have, as $t \rightarrow+\infty$,

$$
\sup _{x \in \mathbb{R}}\left|u(t, x)-\phi_{c}\left(x+c t+m^{a p p}(t, x+c t)\right)\right|=O\left(\frac{1}{\sqrt{t}}\right)
$$

Remark 1.2 - The "initial shift" $m_{0}$ is explicit: $m_{0}(x)=\phi_{c}^{-1}\left(u_{0}(x)\right)-x$ if this is a $C^{1}$ bounded and uniformly continuous function, or $m_{0}(x)=\phi_{c}^{-1}(u(1, x))-x$ in any case.

- Up to our knowledge, this result is new, although the arguments used in [7] are very close to proving our theorem.
- In subsection 2.6, we give examples and applications of Theorem 1.1, that allow us to extend in several directions Theorem 0.1:
- the case where the initial shift $m_{0}$ is periodic, hence when the initial condition "oscillates" between two translates of the travelling wave;
- the case where the initial shift $m_{0}$ converges to some constant at $-\infty$ : then we prove the convergence of the solution $u$ to a travelling wave, with a precise convergence rate;
- a case where the solution does not converge to any travelling wave. Indeed, it is known - see [8], [31] - that very simple equations like (1.4) can exhibit complex behaviours; in particular, the $\omega$-limit set (in the sense of uniform convergence on every compact set) - can be a whole interval. A related phenomenon for twodimensional bistable equations was noticed in [26], the mechanism is somehow different. See [24] for related results in nonlinear supercritical heat equations.


### 1.2 The general model (1.1)

Coming back to the general model (1.1), what we have is of course less precise. We assume that $A, B$ and $f$ satisfy the following additional assumptions:

- $A$ is symmetric, uniformly positive, 1-periodic with respect to $x$, and $C^{3}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)$,
- $B$ is 1-periodic with respect to $x, C^{1+\delta}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)$, and moreover $\operatorname{div} B=0$ and $\int_{(0,1) \times \mathbb{T}^{N-1}} B_{1}=0$ (where $B_{1}$ is the first component of $B$ ),
- $f$ is 1-periodic with respect to $x$.

Let us first state, under the form of a theorem, the basic result that we shall need:
Theorem 0.3 (Berestycki-Hamel [3], Hamel-Roques [14]) There is $c_{*}$ such that (1.1) has no pulsating wave solution if $c<c_{*}$, and a unique - up to translation in $t$ - pulsating wave solution if $c \geq c_{*}$. Moreover, for a pulsating wave $\phi_{c}$ we have $\partial_{t} \phi_{c}>0$.
Existence and monotonicity come from [3], uniqueness comes from [12] and [14]. The theorem corresponding to Theorem 1.1 is:

Theorem 1.3 Let $u_{0}(x, y)$ be a Cauchy datum for (1.1). Assume the existence of $c>c_{*}$ and $M>0$ such that $\phi_{c}(-M, x, y) \leq u_{0}(x, y) \leq \phi_{c}(M, x, y)$. Then there exists a smooth function $m(t, x, y)$, solution a nonlinear parabolic equation with periodic coefficients, such that $\lim _{t \rightarrow+\infty}\left\|\left(m_{t}, D m, D^{2} m\right)(t, ., .)\right\|_{\infty}=0$, and such that

$$
\sup _{(x, y) \in \mathbb{R} \times \mathbb{T}^{N-1}}\left|u(t, x, y)-\phi_{c}(t+m(t, x, y), x, y)\right| \rightarrow 0 \quad \text { as } t \rightarrow+\infty .
$$

As we will see, the shift $m(t, x, y)$ will satisfy - up to a Hopf-Cole transform - a linear diffusion equation (with periodic coefficients). In order to have more insight into its dynamics, we will interpret it in the light of general heat kernel estimates for operators with periodic coefficients, that were proved by Norris [22] at this level of generality. We will see that the underlying processes at work are

1. an effective drift $V_{*}(c)$ which can be computed explicitely (and which is, fortunately, consistent with the 1D expression $\sqrt{c^{2}-c_{*}^{2}}$ !),
2. an effective diffusion process around the drift.

Apart from Theorem 1.3, the only multi-dimensional stability results are those of [18] - there we have $A=I$ and $B(x, y)=(\alpha(y), 0)$ - and [14] - general $A$ and $B$, which prove the asymptotic stability of all the waves under fastly decaying perturbations.

### 1.3 More precise results concerning the general model (1.1) in one space dimension

We are able to push Theorem 1.3 further for the 1D version of Problem (1.1). It reads - for simplicity, the matrix $A(x)$ has been set to identity, but our result would undoubtedly hold without this assumption:

$$
\begin{cases}u_{t}-u_{x x}=f(x, u), & (x \in \mathbb{R})  \tag{1.5}\\ \lim _{x \rightarrow-\infty} u(t, x)=0, & \lim _{x \rightarrow+\infty} u(t, x)=1 .\end{cases}
$$

Of course the pulsating wave solutions of (1.1) specialize to (1.5); Theorem 0.3 applies and we denote by $c_{*}$ the minimal speed. The additional information of this section is an optimal convergence rate of a solution to (1.5), initially trapped between two waves, to the shifted wave.

Theorem 1.4 Let $u_{0}(x, y)$ be a Cauchy datum for (1.5). Assume the existence of $c>c_{*}$ and $M>0$ such that $\phi_{c}(-M, x, y) \leq u_{0}(x, y) \leq \phi_{c}(M, x, y)$. Then the smooth function $m(t, x, y)$
solution of the nonlinear parabolic equation with periodic coefficients studied in Theorem 1.3
satisfies $\lim _{t \rightarrow+\infty}\left\|\left(m_{t}, m_{x}, m_{x x}\right)(t, .)\right\|_{\infty}=O\left(\frac{1}{\sqrt{t}}\right)$, and

$$
\sup _{x \in \mathbb{R}}\left|u(t, x)-\phi_{c}(t+m(t, x), x)\right|=O\left(\frac{1}{\sqrt{t}}\right) \quad \text { as } t \rightarrow+\infty .
$$

The proof of this result - announced in [2] - is long and nontrivial; the best part of it consists in retrieving the precise expression of the heat kernel. But it is worth the effort, because it really gives an insight into the heat kernel, and a precise description of the mechanisms at work. It is therefore of independent interest. Needless to say, the effective drift is present here, and $V_{*}(c)=\sqrt{c^{2}-c_{*}^{2}}$ when $f(x, u)$ does not depend on $x$.

### 1.4 Additional comments and open questions

We hope that the ideas developped here will not only provide a better understanding of the dynamics of super-critical KPP waves, but will also help to understand how the critical wave is attained from fastly decaying initial data. In a forthcoming work [20] we will see how this works for the 1D homegeneous model - already proved by Bramson [7] but where a deterministic proof is still unknown - and on the multi-D model with special cases of advection. The general case is an important issue that goes far beyond scalar reactiondiffusion equations, see [10].

There are several questions close to this work whose answers would be very interesting:

- Concerning the general model: we could not provide a decay rate estimate about the derivatives of approximate shift, but just the fact that $\lim _{t \rightarrow+\infty}\left\|\left(m_{t}, D m, D^{2} m\right)(t)\right\|_{\infty}=0$, using a contradiction argument. Any decay rate estimate would immediately provide also a decay rate of the uniform convergence as $t \rightarrow+\infty$ of the shifted wave $\phi_{c}(t+$ $m(t, x, y), x, y))$ to the solution $u$ of the Cauchy problem.
- Hence the problem of the convergence rate remains open in the general $N$-dimensional case. However, in a forthcoming work [20], we will study the case $A=I, B(x, y)=$ $(\alpha(y), 0)$ - thermo-diffusive model for flame propagation - where the techniques are related to the ones used in this paper. We point out that, except in the case of selfadjoint operators - where the heat kernel is known with a lot of precision, see [23] these are the only cases where we can go that far.
- We concentrated our study in the case where the initial condition of the Cauchy problem is trapped between two translates of the same pulsating wave. It would be very interesting to investigate the behavior of the solutions under weakened assumptions on the initial condition. An important first step is taken in Hamel-Nadirashvili [13], where it is proved that (almost) every time-global solution of the $N$-dimensional homogeneous model

$$
u_{t}-\Delta u=u(1-u), \quad t>0, x \in \mathbb{R}^{N}, \quad 0<u<1
$$

is a (possibly uncountably infinite) convex combination of one-dimesional waves. See also the later reference [32].

- The case of initial conditions trapped between two critical waves $\left(c=c_{*}\right)$ is not treated here. This will be studied in the forthcoming paper [19].


### 1.5 Plan of the paper

The plan of the paper is the following. In Section 2 we prove Theorem 1.1; the argument, although quite simple, will be explained at length because its main lines will always be the same in the more complicated subsequent cases. We will also apply our method and result on several natural examples. In Section 3 we prove the general theorem 1.3 for model (1.1). This will allow us to prove a Liouville theorem very close in spirit to an ellipic result proved by Rossi in his thesis [27]. We will also provide the interpretation of the nonlinear diffusion equation for $m$ in terms of the general heat kernel estimates. Finally, in Section 4 we deal with the general 1D model (1.5). At this stage the reader will be supposed to know the argument, and only the nonlinear diffusion equation for $m$ will be treated. As said above the argument is rather long, it will be broken into two parts with the hope that it will be more amenable to the interested reader. Finally, an appendix describes some elementary but useful - and not so easy - estimates on Gaussian type integrals.
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## 2 The basic 1D model: proof of Theorem 1.1

This part is devoted to the proof of Theorem 1.1 and, although most of the tools displayed here are quite standard, the chain of arguments is not.

### 2.1 The travelling wave of speed $c$

We consider the classical change of variables $(t, x) \mapsto(t, \xi=x+c t)$. Now if $u(t, x)$ is a solution of the Cauchy Problem for (1.2), the function $\widetilde{u}$ defined by

$$
\widetilde{u}(t, \xi):=u(t, \xi-c t)
$$

satisfies $u(t, x)=\widetilde{u}(t, x+c t)$, and thus is solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\widetilde{u}_{t}+c \widetilde{u}_{\xi}-\widetilde{u}_{\xi \xi}=f(\widetilde{u}), \quad t>0, \xi \in \mathbb{R},  \tag{2.1}\\
\widetilde{u}(0, \xi)=u(0, \xi)=u_{0}(\xi) .
\end{array}\right.
$$

Then consider the differential operator

$$
N L_{c}[\widetilde{U}]=\widetilde{U}_{t}+c \widetilde{U}_{\xi}-\widetilde{U}_{\xi \xi}-f(\widetilde{U})
$$

(Hence $\widetilde{u}$ is solution of the differential equation of (2.1) if and only if $N L_{c}[\widetilde{u}]=0$.) In the whole section we assume that $c>c_{*}=2 \sqrt{f^{\prime}(0)}$. Let $r_{ \pm}(c)$ be the characteristic exponents at $-\infty$ of (1.3), i.e

$$
r_{ \pm}(c)=\frac{c \pm \sqrt{c^{2}-4 f^{\prime}(0)}}{2} .
$$

We recall that, for a given wave $\phi_{c}$, there is $q>0$ and $\delta>0$ such that, as $\xi \rightarrow-\infty$,

$$
\begin{gathered}
\phi_{c}(\xi)=q e^{r_{-}(c) \xi}+O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right), \phi_{c}^{\prime}(\xi)=q r_{-}(c) e^{r_{-}(c) \xi}+O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right), \\
\left.\phi_{c}^{\prime \prime}(\xi)\right)=q r_{-}^{2}(c) e^{r_{-}(c) \xi}+O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right) .
\end{gathered}
$$

### 2.2 Exact local shift

Given a sufficiently smooth function $m:(0,+\infty) \times \mathbb{R} \rightarrow \mathbb{R}$, consider

$$
T^{(m)} \phi_{c}(t, \xi):=\phi_{c}(\xi+m(t, \xi)) .
$$

Of course when $m$ is identically zero, we have $T^{(0)} \phi_{c}(t, \xi):=\phi_{c}(\xi)$, and $T^{(0)} \phi_{c}$ satisfies $N L_{c}\left[T^{(0)} \phi_{c}\right]=0$. More generally, we would like to know what conditions on $m$ imply that $T^{(m)} \phi_{c}$ is solution of (2.1). We have

$$
N L_{c}\left[T^{(m)} \phi_{c}\right]=\left(m_{t}-m_{\xi \xi}-c\left(m_{\xi}+m_{\xi}^{2}\right)\right) \phi_{c}^{\prime}(\xi+m(t, \xi))+\left(2 m_{\xi}+m_{\xi}^{2}\right) f\left(\phi_{c}(\xi+m(t, \xi))\right)
$$

Since $\phi_{c}$ is strictly increasing, we could define the shift $m$ as $m^{*}(t, \xi):=\phi_{c}^{-1}(\widetilde{u}(t, \xi))-\xi$, that satisfies the following nonlinear parabolic equation

$$
\left\{\begin{array}{l}
\left(m_{t}^{*}-m_{\xi \xi}^{*}-c\left(m_{\xi}^{*}+m_{\xi}^{* 2}\right)\right) \phi_{c}^{\prime}\left(\xi+m^{*}(t, \xi)\right)+\left(2 m_{\xi}^{*}+m_{\xi}^{* 2}\right) f\left(\phi_{c}\left(\xi+m^{*}(t, \xi)\right)\right)=0, \\
m^{*}(0, \xi)=\phi_{c}^{-1}\left(u_{0}(\xi)\right)-\xi=: m_{0}^{*}(\xi) .
\end{array}\right.
$$

To study the properties of the solution of this problem seems impossible, hence our strategy will be to find a parabolic problem that will be: as close as possible of the previous one, but simpler. This will permit us to study the properties of its solution $m$; of course in this case the functions $\widetilde{u}$ and $T^{(m)} \phi_{c}$ will have no reason to coincide. Then consider the difference $\widetilde{u}-T^{(m)} \phi_{c}$, and estimate its asymptotic behavior as $t \rightarrow+\infty$. What came as a surprise to us is that this very simple and natural strategy actually enables us to say something about very general models.

Even if we cannot say many things on the exact shift $m^{*}(t, \xi)=\phi_{c}^{-1}(\widetilde{u}(t, \xi))-\xi$, we can see that it has the following property: for all $t>0, m^{*}(t, \cdot)$ is of class $C^{1}(\mathbb{R})$ and is bounded in the natural $C^{1}$-norm: indeed,

- first, it is clear that $m^{*}$ is bounded, and more precisely, $m^{*}(t, \xi) \in[-M, M]$; this follows from the assumption that $u_{0}(\xi) \in\left[\phi_{c}(\xi-M), \phi_{c}(\xi+M)\right]$, using the weak maximum principle;
- next, from parabolic regularity, $m^{*}(t, \cdot)$ is of class $C^{1}(\mathbb{R})$;
- at last,

$$
m_{\xi}^{*}(t, \xi)=\frac{\widetilde{u}_{\xi}(t, \xi)}{\phi_{c}^{\prime}\left(\xi+m^{*}(t, \xi)\right)}-1=\frac{\widetilde{u}_{\xi}(t, \xi)}{\phi_{c}^{\prime}(\xi)} \frac{\phi_{c}^{\prime}(\xi)}{\phi_{c}^{\prime}\left(\xi+m^{*}(t, \xi)\right)}-1,
$$

hence $m_{\xi}^{*}(t, \cdot)$ is bounded if and only if $\frac{\widetilde{u}_{\xi}}{\phi_{c}^{\prime}}$ is bounded; and it follows from local parabolic estimates that this is true, once again using the fact that the weak maximum principle implies that $\phi_{c}(\xi-M) \leq \widetilde{u}(t, \xi) \leq \phi_{c}(\xi+M)$ for all $t>0$ and all $\xi \in \mathbb{R}$.
Hence, in particular, $m^{*}(1, \cdot)$ is of class $C^{1}(\mathbb{R})$ and is bounded in the natural $C^{1}$-norm. We will use this remark in the following.

### 2.3 Approximate shift

If $m$ is bounded, remark that the coefficients $\phi_{c}^{\prime}(\xi+m(t, \xi))$ and $f\left(\phi_{c}(\xi+m(t, \xi))\right.$ appearing in $N L_{c}\left[T^{(m)} \phi_{c}\right]$ decay like $e^{r_{-}(c) \xi}$ as $\xi \rightarrow-\infty$. Now let us ask if we can choose $m$ so that we get a better decay for $N L_{c}\left[T^{(m)} \phi_{c}\right]$, a property that would help us a lot in estimating the difference between $\widetilde{u}$ and the associated shifted wave, as will be clearer later (see subsection 2.5). For this purpose, we linearize the equation at $-\infty$, studying the behavior of the coefficients $\phi_{c}^{\prime}(\xi+m(t, \xi))$ and $f\left(\phi_{c}(\xi+m(t, \xi))\right.$ as $\xi \rightarrow-\infty$. Obviously we have

$$
f\left(\phi_{c}(\xi)\right)=f^{\prime}(0) \phi_{c}(\xi)+\left(f\left(\phi_{c}(\xi)\right)-f^{\prime}(0) \phi_{c}(\xi)\right)=\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi)+\left(f\left(\phi_{c}(\xi)\right)-\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi)\right) ;
$$

denote

$$
\begin{equation*}
g(t, \xi):=f\left(\phi_{c}(\xi+m(t, \xi))\right)-\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi+m(t, \xi)) ; \tag{2.2}
\end{equation*}
$$

then we have

$$
\begin{aligned}
N L_{c}\left[T^{(m)} \phi_{c}\right]=\left(m_{t}-m_{\xi \xi}-c\left(m_{\xi}\right.\right. & \left.\left.+m_{\xi}^{2}\right)\right) \phi_{c}^{\prime}(\xi+m(t, \xi)) \\
& +\left(2 m_{\xi}+m_{\xi}^{2}\right)\left(\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi+m(t, \xi))+\left(2 m_{\xi}+m_{\xi}^{2}\right) g(t, \xi) .\right.
\end{aligned}
$$

Since

$$
-c+2 \frac{f^{\prime}(0)}{r_{-}(c)}=\sqrt{c^{2}-c_{*}^{2}} \quad \text { and } \quad-c+\frac{f^{\prime}(0)}{r_{-}(c)}=-r_{-}(c),
$$

we obtain

$$
\begin{equation*}
N L_{c}\left[T^{(m)} \phi_{c}\right]=\left(m_{t}-m_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} m_{\xi}-r_{-}(c) m_{\xi}^{2}\right) \phi_{c}^{\prime}(\xi+m(t, \xi))+\left(2 m_{\xi}+m_{\xi}^{2}\right) g(t, \xi) . \tag{2.3}
\end{equation*}
$$

When $\xi \rightarrow-\infty$, we have $f\left(\phi_{c}(\xi)\right)-\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi)=O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right)$ with some $\delta>0$; hence $g$ has the same property if $m$ is bounded. This makes natural the choice of $m$ : take it to solve

$$
m_{t}-m_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} m_{\xi}-r_{-}(c) m_{\xi}^{2}=0,
$$

with a suitable initial condition:

- if $m_{0}^{*}(\xi)=\phi_{c}^{-1}\left(u_{0}(\xi)\right)-\xi$ is of class $C^{1}(\mathbb{R})$ and bounded in norm $C^{1}$, then we choose $m$ as the solution of

$$
\left\{\begin{array}{l}
m_{t}-m_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} m_{\xi}-r_{-}(c) m_{\xi}^{2}=0, \quad t>0, \xi \in \mathbb{R}  \tag{2.4}\\
m(0, \xi)=m_{0}^{*}(\xi), \quad \xi \in \mathbb{R}
\end{array}\right.
$$

- in the general case, as we noted that $m^{*}(1, \cdot)$ is of class $C^{1}(\mathbb{R})$ and bounded in norm $C^{1}$, then we can choose $m$ as the solution of

$$
\left\{\begin{array}{l}
m_{t}-m_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} m_{\xi}-r_{-}(c) m_{\xi}^{2}=0, \quad t>1, \xi \in \mathbb{R},  \tag{2.5}\\
m(1, \xi)=m^{*}(1, \xi), \quad \xi \in \mathbb{R} ;
\end{array}\right.
$$

In the following we assume that we are in the first case, that is that $m$ is solution of (2.4). The study of the second case is the same, the only difference being that $t \in(1,+\infty)$ instead of $(0,+\infty)$.

### 2.4 The properties of the approximate shift

There is an easy expression for $m$ : its Hopf-Cole transform $s(t, \xi)=e^{r_{-}(c) m(t, \xi)}$ solves

$$
\left\{\begin{array}{l}
s_{t}-s_{\xi \xi}+\sqrt{c^{2}-c_{*}^{2}} s_{\xi}=0, \quad t>0, \xi \in \mathbb{R}, \\
s(0, \xi)=e^{r-(c) m_{0}^{*}(\xi)}=: s_{0}(\xi), \quad \xi \in \mathbb{R}
\end{array}\right.
$$

and thus the function $S$ defined by

$$
S(t, \xi):=s\left(t, \xi+\sqrt{c^{2}-c_{*}^{2}} t\right)
$$

is solution of the heat equation

$$
\left\{\begin{array}{lc}
S_{t}-S_{\xi \xi}=0, & t>0, \xi \in \mathbb{R}, \\
S(0, \xi)=s_{0}(\xi), & \xi \in \mathbb{R}
\end{array}\right.
$$

Hence, if $G(t, \xi)$ is the heat kernel $\frac{1}{\sqrt{4 \pi t}} e^{-\frac{\xi^{2}}{4 t}}$, then

$$
\begin{gather*}
S(t, \xi)=\int_{\mathbb{R}} G(t, \xi-y) s_{0}(y) d y  \tag{2.6}\\
s(t, \xi)=S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)=\int_{\mathbb{R}} G\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t-y\right) s_{0}(y) d y \tag{2.7}
\end{gather*}
$$

and finally

$$
\begin{equation*}
m(t, \xi)=\frac{1}{r_{-}(c)} \ln s(t, \xi)=\frac{1}{r_{-}(c)} \ln \left(\int_{\mathbb{R}} G\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t-y\right) e^{r_{-}(c) m_{0}^{*}(y)} d y\right) \tag{2.8}
\end{equation*}
$$

This is exactly the expression in Theorem 1.1, choosing $m^{a p p}=m$. We deduce the following properties, useful in the following:

- first, $m$ is bounded, and more precisely, $m(t, \xi) \in[-M, M]$ for all $t \geq 0$ and all $\xi \in \mathbb{R}$ : indeed, this is true at $t=0$, and remains true thanks to the weak maximum principle or directly from the formula (2.8);
- its spatial derivative satisfy: for all $t>0,\left\|m_{\xi}(t, .)\right\|_{\infty}=O\left(\frac{1}{1+\sqrt{ } t}\right)$; indeed,

$$
m_{\xi}(t, \xi)=\frac{1}{r_{-}(c)} \frac{S_{\xi}\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)}{S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)}
$$

and, for all $t>0$ and $\xi \in \mathbb{R}$, we have

$$
\left|S_{\xi}(t, \xi)\right| \leq C\left\|s_{0}^{\prime}\right\|_{\infty} \quad \text { and } \quad\left|S_{\xi}(t, \xi)\right| \leq C \frac{1}{\sqrt{t}}\left\|s_{0}\right\|_{\infty},
$$

hence we obtain what we claimed;

- note that, in the same way, $\left\|m_{t}(t, .)\right\|_{\infty}=O\left(\frac{1}{\sqrt{t}}\right)$ and $\left\|m_{\xi \xi}(t, .)\right\|_{\infty}=O\left(\frac{1}{t}\right)$ for all $t>0$.

Now we denote $\widetilde{u}^{a p p}$ the associated shifted wave:

$$
\begin{equation*}
\widetilde{u}^{a p p}(t, \xi):=T^{(m)} \phi_{c}=\phi_{c}(\xi+m(t, \xi)) . \tag{2.9}
\end{equation*}
$$

It remains to prove that we have grabbed the correct shift, that is that $\left\|\widetilde{u}(t, .)-\widetilde{u}^{a p p}(t, .)\right\|_{\infty}=$ $O\left(\frac{1}{\sqrt{ } t}\right)$ as $t \rightarrow+\infty$, and Theorem 1.1 will be proved.

### 2.5 The difference between the solution and the shifted wave

### 2.5.1 Solutions decaying sufficiently fast in space will decay exponentially in time

The following (quite standard) lemma will be useful to estimate the difference between the solution and the shifted wave.

Lemma 2.1 Let $v(t, \xi)$ solve

$$
v_{t}-v_{\xi \xi}+c v_{\xi}-f^{\prime}(0) v=0(t>0, \xi \in \mathbb{R}), \quad v(0, \xi)=v_{0}(\xi)
$$

with $v_{0}$ bounded, uniformly continuous on $\mathbb{R}$. Assume additionally the existence of $\delta \in$ $\left(0, r_{+}(c)-r_{-}(c)\right)$ such that

$$
v_{0}(\xi)=O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right) \quad \text { as } \xi \rightarrow-\infty
$$

Then there is $\omega(\delta)>0$ such that

$$
|v(t, \xi)| \leq e^{\left(r_{-}(c)+\delta\right) \xi} e^{-\omega(\delta) t} \sup _{z \in \mathbb{R}}\left|e^{-\left(r_{-}(c)+\delta\right) z} v_{0}(z)\right|
$$

Proof of Lemma 2.1. Fix $d>0$ and consider $V(t, \xi)=v(t, \xi) e^{-d \xi}$. Then $V$ solves

$$
\left\{\begin{array}{l}
V_{t}+(c-2 d) V_{\xi}-V_{\xi \xi}+\left(c d-d^{2}-f^{\prime}(0)\right) V=0, \quad t>0, \xi \in \mathbb{R} \\
V(0, \xi)=v_{0}(\xi) e^{-d \xi}
\end{array}\right.
$$

Now we note that $c d-d^{2}-f^{\prime}(0)>0$ if $d \in\left(r_{-}(c), r_{+}(c)\right)$, and $V(0,$.$) is bounded if$ $r_{-}(c)+\delta-d \geq 0$. Hence we choose $d \in\left(r_{-}(c), r_{-}(c)+\delta\right]$ : then $c d-d^{2}-f^{\prime}(0)>0$, and the weak maximum principle implies that

$$
|V(t, \xi)| \leq\|V(0, .)\|_{\infty} e^{-\left(c d-d^{2}-f^{\prime}(0)\right) t}
$$

which implies that

$$
|v(t, \xi)| \leq\left(\sup _{z \in \mathbb{R}}\left|v_{0}(z) e^{-d z}\right|\right) e^{d \xi} e^{-\left(c d-d^{2}-f^{\prime}(0)\right) t}
$$

which is Lemma 2.1 choosing $d=r_{-}(c)+\delta$ and $\omega(\delta)=c d-d^{2}-f^{\prime}(0)$.

### 2.5.2 Application: proof of Theorem 1.1

With this in hand, we may complete the proof of Theorem 1.1, proving that $\| \widetilde{u}(t,)-$. $\widetilde{u}^{a p p}(t,.) \|_{\infty}=O\left(\frac{1}{\sqrt{t}}\right)$ as $t \rightarrow+\infty$.

First, note that (2.3) and the choice of the shift $m$ imply that

$$
N L_{c}\left[\widetilde{u}^{a p p}\right]=\left(2 m_{\xi}+m_{\xi}^{2}\right) g(t, \xi)
$$

Denote

$$
a(t, \xi):=-\frac{f(\widetilde{u}(t, \xi))-f\left(\widetilde{u}^{a p p}(t, \xi)\right)}{\widetilde{u}(t, \xi)-\widetilde{u}^{\text {app }}(t, \xi)} .
$$

Since $f$ is concave, we have

$$
\begin{equation*}
-f^{\prime}(0) \leq a(t, \xi) \leq-f^{\prime}(1) \tag{2.10}
\end{equation*}
$$

Of course, the interest in introducing this function $a$ comes from the following fact:

$$
\begin{aligned}
& N L_{c}[\widetilde{u}]-N L_{c}\left[\widetilde{u}^{a p p}\right]=\left(\widetilde{u}_{t}+c \widetilde{u}_{\xi}-\widetilde{u}_{\xi \xi}-f(\widetilde{u})\right)-\left(\widetilde{u}_{t}^{a p p}+c \widetilde{u}_{\xi}^{a p p}-\widetilde{u}_{\xi \xi}^{a p p}-f\left(\widetilde{u}^{a p p}\right)\right) \\
&=\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{t}+c\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi}-\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi \xi}-\left(f(\widetilde{u})-f\left(\widetilde{u}^{a p p}\right)\right) \\
& \quad=\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{t}+c\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi}-\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi \xi}+a(t, \xi)\left(\widetilde{u}-\widetilde{u}^{a p p}\right) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{t}+c\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi}-\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi \xi}+a(t, \xi)\left(\widetilde{u}-\widetilde{u}^{a p p}\right)=-N L_{c}\left[\widetilde{u}^{a p p}\right] . \tag{2.11}
\end{equation*}
$$

Let us denote by $g_{1}(t, \xi)$ the right-hand side, and $\widetilde{w}$ the solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\widetilde{w}_{t}+c \widetilde{w}_{\xi}-\widetilde{w}_{\xi \xi}-f^{\prime}(0) \widetilde{w}=\left|g_{1}(t, \xi)\right|  \tag{2.12}\\
\widetilde{w}(0, \xi)=\left|\widetilde{u}-\widetilde{u}^{a p p}\right|(0, \xi)=\left|u_{0}(\xi)-\phi_{c}\left(\xi+m_{0}^{*}(\xi)\right)\right|=0 .
\end{array}\right.
$$

We are going to prove the following facts:

- Claim 2.2 : for all $t>0$ and all $\xi \in \mathbb{R}$, we have $\left|\widetilde{u}-\widetilde{u}^{\text {app }}\right|(t, \xi) \leq \widetilde{w}(t, \xi)$;
- Claim 2.3 : for all $\xi_{0} \in \mathbb{R}, \sup _{\xi \leq \xi_{0}} \widetilde{w}(t, \xi)=O\left(\frac{1}{1+\sqrt{t}}\right)$;
- Claim 2.4 : there exists $\xi_{0} \in \mathbb{R}$ such that $\sup _{\xi \geq \xi_{0}}\left|\widetilde{u}-\widetilde{u}^{\text {app }}\right|(t, \xi)=O\left(\frac{1}{1+\sqrt{t}}\right)$.

It is clear that Claims 2.2-2.4 imply Theorem 1.1: by Claims 2.2 and 2.3,

$$
\sup _{\xi \leq \xi_{0}}\left|\widetilde{u}-\widetilde{u}^{a p p}\right|(t, \xi) \leq \sup _{\xi \leq \xi_{0}} \widetilde{w}(t, \xi)=O\left(\frac{1}{1+\sqrt{t}}\right)
$$

and adding Claim 2.4, we obtain that

$$
\sup _{\xi \in \mathbb{R}}\left|\widetilde{u}-\widetilde{u}^{a p p}\right|(t, \xi)=O\left(\frac{1}{1+\sqrt{t}}\right) .
$$

Hence it remains to prove these claims.
Claim 2.2 is a consequence of the weak maximum principle. Indeed, first $\widetilde{w}$ is nonnegative; next, $\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}$ satisfies

$$
\begin{aligned}
\left(\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}\right)_{t}+c\left(\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}\right)_{\xi}- & \left(\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}\right)_{\xi \xi} \\
& +a\left(\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}\right)=G-|G|-\left(a+f^{\prime}(0)\right) \widetilde{w} \leq 0
\end{aligned}
$$

and

$$
\left(\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w}\right)(0, \xi)=0,
$$

hence $\widetilde{u}-\widetilde{u}^{a p p}-\widetilde{w} \leq 0$. In the same way, $\widetilde{u}-\widetilde{u}^{a p p}+\widetilde{w} \geq 0$, hence Claim 2.2 is proved.
Claim 2.3 is a consequence of Lemma 2.1: by Duhamel's formula:

$$
\widetilde{w}(t, \xi)=\int_{0}^{t} e^{-(t-s)\left(-\partial_{\xi \xi}+c \partial_{\xi}-f^{\prime}(0)\right)}\left|g_{1}(s, .)\right| d s
$$

since

$$
\begin{aligned}
g_{1}(t, \xi)=-N L_{c}\left[\widetilde{u}^{a p p}\right]=- & \left(2 m_{\xi}+m_{\xi}^{2}\right) g(t, \xi) \\
& =-\left(2 m_{\xi}+m_{\xi}^{2}\right)\left(f\left(\phi_{c}(\xi+m(t, \xi))\right)-\frac{f^{\prime}(0)}{r_{-}(c)} \phi_{c}^{\prime}(\xi+m(t, \xi))\right),
\end{aligned}
$$

there is some $\delta \in\left(0, r_{+}(c)-r_{-}(c)\right)$ and $C_{0}>0$ such that, for $>0$ and $\xi \in \mathbb{R}$ there holds

$$
\left|g_{1}(t, \xi)\right| \leq \frac{C_{0}}{1+\sqrt{t}} \frac{1}{1+e^{-\left(r_{-}(c)+\delta\right) \xi}}
$$

then Lemma 2.1 implies that

$$
e^{-(t-s)\left(-\partial_{\xi \xi}+c \partial_{\xi}-f^{\prime}(0)\right)}\left|g_{1}(s, .)\right|(\xi) \leq e^{\left(r_{-}(c)+\delta\right) \xi} e^{-\omega(\delta)(t-s)} \frac{C_{0}}{1+\sqrt{s}} .
$$

Then

$$
|\widetilde{w}(t, \xi)| \leq C_{0} e^{\left(r_{-}(c)+\delta\right) \xi} \int_{0}^{t} e^{-\omega(\delta)(t-s)} \frac{d s}{1+\sqrt{s}} .
$$

Since

$$
\int_{0}^{t} \frac{e^{\omega(\delta) s}}{1+\sqrt{s}} d s \sim_{t \rightarrow+\infty} \frac{1}{\omega(\delta)} \frac{e^{\omega(\delta) t}}{1+\sqrt{t}}
$$

we obtain the following expression, valid for all $(t, \xi)$ in $\mathbb{R}_{+} \times \mathbb{R}$ :

$$
|\widetilde{w}(t, \xi)| \leq \frac{C_{1}}{1+\sqrt{t}} e^{\left(r_{-}(c)+\delta\right) \xi}
$$

hence Claim 2.3 is proved.
Claim 2.4 is a consequence of Claim 2.3, using the following classical argument: first, there is some $q_{0}>0$ and $\eta>0$ such that $-f^{\prime}(y) \geq q_{0}$ for all $y \in(1-\eta, 1)$; choose $\xi_{0}$ such that $\phi_{c}\left(\xi_{0}-M\right)>1-\eta$; next, because $u_{0}$ is trapped between two waves of the same speed, this order is preserved for all time; hence $\widetilde{u}(t, \xi) \geq \phi_{c}(\xi-M)$ for all $t>0$ and all $\xi \in \mathbb{R}$; at last, since we already know that the shift $m$ is bounded between $-M$ and $M$, the mean value theorem implies that $a(t, \xi) \geq q_{0}$ for all $t \geq 0$ and $\xi \geq \xi_{0}$. And thus the difference $\widetilde{u}-\widetilde{u}^{a p p}$ satisfies

$$
\left\{\begin{array}{l}
\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{t}+c\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi}-\left(\widetilde{u}-\widetilde{u}^{a p p}\right)_{\xi \xi}+a(t, \xi)\left(\widetilde{u}-\widetilde{u}^{a p p}\right)=O\left(\frac{1}{1+\sqrt{ } t}\right), \quad t>0, \xi \geq \xi_{0}, \\
\left(\widetilde{u}-\widetilde{u}^{a p p}\right)\left(t, \xi_{0}\right)=O\left(\frac{1}{1+\sqrt{ } t}\right), \quad t>0, \\
\left(\widetilde{u}-\widetilde{u}^{a p p}\right)(0, \xi)=0, \quad \xi \geq \xi_{0} .
\end{array}\right.
$$

$\frac{C}{\sqrt{1+\varepsilon t}}$ is a super-solution if $C$ and $\varepsilon$ are well chosen ( $C$ sufficiently large, $\varepsilon$ sufficiently small), hence the weak maximum principle implies Claim 2.4, and the proof of Theorem 1.1 is complete.

### 2.6 Examples and comparison with the literature

The goal of this subsection is to study some typical examples. We are going to look to

- the case where $m_{0}$ is periodic, which is not covered by the existing literature; we will prove that the associated solution $u$ of (1.2) converges to a translate of the travelling wave, but not the one that could be expected, see subsection 2.6.1 and Proposition 2.5;
- a case where $m_{0}$ oscillates between two values: we will see that $m_{0}$ can be chosen so that the associated solution $u$ of (1.2) does not converge to any translate of the travelling wave, see subsection 2.6.2 and Proposition 2.7;
- the typical case where $m_{0}$ converges to some constant $m_{0}(-\infty)$ as $x \rightarrow-\infty$ : in this case, Theorem 0.1 applies when additionally the convergence is exponentially fast. We will prove that the associated solution $u$ of (1.2) converges to a translate of the travelling wave, and more precisely the one that is expected: $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$, with a precise rate of convergence, roughly speaking the rate of convergence of $m_{0}$ to its limit $m_{0}(-\infty)$, see subsections 2.6.3 and 2.6.4.

Everything is based on the fact that we have an explicit formula for the approximate shift $m(t, \xi)$, obtained in (2.8).

### 2.6.1 The case where the initial shift $m_{0}$ is periodic

Assume that the initial shift is $T$-periodic, and denote by $<m_{0}>$ its mean value:

$$
<m_{0}>=\frac{1}{T} \int_{0}^{T} m_{0}
$$

Proposition 2.5 The solution $u$ of (1.2) converges to the following translate of the travelling wave:

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|u(t, x)-\phi_{c}\left(x+c t+\mu_{0}\right)\right|=O\left(\frac{1}{\sqrt{t}}\right), \quad \text { where } \quad \mu_{0}=\frac{1}{r_{-}(c)} \ln <e^{r_{-}(c) m_{0}}> \tag{2.13}
\end{equation*}
$$

Remark 2.6 One could have expected the convergence of the solution $u$ of (1.2) to the the travelling wave $\phi_{c}\left(x+c t+<m_{0}>\right)$. However this is not the case, since in general $\mu_{0} \neq<m_{0}>$.

Proof of Proposition 2.5. Since the function $S_{0}-<S_{0}>$ is periodic and has mean value zero, the function

$$
S_{1}(\xi):=\int_{0}^{\xi}\left(S_{0}(y)-<S_{0}>\right) d y
$$

is bounded. Then, thanks to an integration by parts,

$$
\begin{aligned}
S(t, \xi)=\frac{1}{\sqrt{4 \pi t}} \int_{\mathbb{R}} e^{-(\xi-y)^{2} / 4 t} S_{0}(y) d y \\
=<S_{0}>+\frac{1}{\sqrt{4 \pi t}} \int_{\mathbb{R}} e^{-(\xi-y)^{2} / 4 t}\left(S_{0}(y)-<S_{0}>\right) d y \\
=<S_{0}>+\frac{1}{\sqrt{4 \pi t}} \int_{\mathbb{R}} e^{-(\xi-y)^{2} / 4 t} S_{1}^{\prime}(y) d y \\
=<S_{0}>-\frac{1}{\sqrt{4 \pi t}} \int_{\mathbb{R}} \frac{\xi-y}{2 t} e^{-(\xi-y)^{2} / 4 t} S_{1}(y) d y \\
\quad=<S_{0}>+\frac{1}{\sqrt{\pi t}} \int_{\mathbb{R}} \sigma e^{-\sigma^{2}} S_{1}(\xi+2 \sigma \sqrt{t}) d \sigma .
\end{aligned}
$$

We obtain that

$$
\left|S(t, \xi)-<S_{0}>\right| \leq \frac{1}{\sqrt{\pi t}}\left\|S_{1}\right\|_{\infty}
$$

This directly implies from

$$
m(t, \xi)=\frac{1}{r_{-}(c)} \ln S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)
$$

that

$$
\sup _{\xi \in \mathbb{R}}\left|m(t, \xi)-\frac{1}{r_{-}(c)} \ln <S_{0}>\right|=O\left(\frac{1}{\sqrt{t}}\right),
$$

and then

$$
\tilde{u}^{a p p}(t, \xi)-\phi_{c}\left(\xi+\mu_{0}\right)=\phi_{c}(\xi+m(t, \xi))-\phi_{c}\left(\xi+\mu_{0}\right)=O\left(m(t, \xi)-\mu_{0}\right),
$$

which implies that

$$
\sup _{\xi \in \mathbb{R}}\left|\tilde{u}^{a p p}(t, \xi)-\phi_{c}\left(\xi+\mu_{0}\right)\right|=O\left(\frac{1}{\sqrt{t}}\right),
$$

and Theorem 1.1 implies (2.13).

### 2.6.2 An example where there is no convergence to some translate of the travelling wave

We may deduce the following proposition from [31], but its proof is elementary enough to be displayed here. Moreover - see the conclusion of Section 3 below - it goes through the multi-D inhomogeneous case - not treated in [31].

Proposition 2.7 Assume that the initial shift $m_{0}$ is such that $S_{0}=e^{r_{-}(c) m_{0}}$ oscillates slowly at $-\infty$ :

$$
\forall \varepsilon>0, \exists A>0, \exists \eta>0, \forall z, z^{\prime} \leq-A \text { and } 1-\eta \leq \frac{z}{z^{\prime}} \leq 1+\eta \Longrightarrow\left|S_{0}(z)-S_{0}\left(z^{\prime}\right)\right| \varepsilon
$$

Then the Hopf-Cole transform of the approximate shift $m$ satisfies the following:

$$
\begin{equation*}
s(t, 0)=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)+o(1) . \tag{2.14}
\end{equation*}
$$

As a consequence, if $S_{0}$ slowly oscillates but does not have a limit at $-\infty$, then neither $s(t, 0)$ nor the approximate shift $m(t, 0)$ converge to a constant; and the solution $u$ does not converge to a translate of the travelling wave.

Remark 2.8 For example, the function

$$
S_{0}(x)=\cos \ln \left(1+x^{2}\right)
$$

oscillates slowly and does not have a limit at $-\infty$.
Proof of Proposition 2.7.
We recall that

$$
m(t, \xi)=\frac{1}{r_{-}(c)} \ln s(t, \xi)=\frac{1}{r_{-}(c)} \ln S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)
$$

and we fix $\xi=0$. We have

$$
\begin{align*}
S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)= & \frac{1}{\sqrt{4 \pi t}} \int e^{-\left(-\sqrt{c^{2}-c_{*}^{2}} t-y\right)^{2} / 4 t} S_{0}(y) d y \\
& =\frac{1}{\sqrt{4 \pi}} \int e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}(z \sqrt{t}) d z \\
= & \frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}(z \sqrt{t}) d z \\
& \quad+\frac{1}{\sqrt{4 \pi}} \int_{\left|z+\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}\right| \geq \eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}(z \sqrt{t}) d z . \tag{2.15}
\end{align*}
$$

The second integral goes exponentially fast to 0 , since

$$
\begin{align*}
& \left|\frac{1}{\sqrt{4 \pi}} \int_{\left|z+\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}\right| \geq \eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}(z \sqrt{t}) d z\right| \\
& \leq 2\left\|S_{0}\right\|_{\infty} \int_{\eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{+\infty} e^{-x^{2} / 4} d x=\left\|S_{0}\right\|_{\infty} \int_{\eta^{2}\left(c^{2}-c_{*}^{2}\right) t} e^{-s / 4} \frac{d s}{\sqrt{s}} \\
&  \tag{2.16}\\
& =\left\|S_{0}\right\|_{\infty} O\left(e^{-\eta^{2}\left(c^{2}-c_{*}^{2}\right) t / 4}\right) .
\end{align*}
$$

Concerning the first integral, we use the fact that $S_{0}$ oscillates slowly:

$$
\begin{aligned}
& \frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{c}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}(z \sqrt{t}) d z \\
& \quad=\frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4}\left(S_{0}(z \sqrt{t})-S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)\right) d z \\
& \quad+\frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right) d z ;
\end{aligned}
$$

since for $z \in\left(-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t},-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}\right)$, we have

$$
1-\eta \leq \frac{z \sqrt{t}}{-\sqrt{c^{2}-c_{*}^{2}} t} \leq 1+\eta
$$

we obtain that

$$
\left|S_{0}(z \sqrt{t})-S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)\right| \leq \varepsilon
$$

hence

$$
\begin{align*}
& \left|\frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4}\left(S_{0}(z \sqrt{t})-S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)\right) d z\right| \\
& \quad \leq \varepsilon \frac{1}{\sqrt{4 \pi}} \int_{\mathbb{R}} e^{-x^{2} / 4} d x \tag{2.17}
\end{align*}
$$

finally

$$
\begin{align*}
\frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right) d z \\
=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right) \frac{1}{\sqrt{4 \pi}} \int_{-(1+\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{-(1-\eta) \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-\left(\sqrt{c^{2}-c_{*}^{2}} \sqrt{t}+z\right)^{2} / 4} d z \\
=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right) \frac{1}{\sqrt{4 \pi}} \int_{-\eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{\eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}} e^{-x^{2} / 4} d x \\
=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right) \frac{1}{\sqrt{4 \pi}}\left(\int_{\mathbb{R}} e^{-x^{2} / 4} d x-2 \int_{\eta \sqrt{c^{2}-c_{*}^{2}} \sqrt{t}}^{+\infty} e^{-x^{2} / 4} d x\right) \\
=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)+O\left(\left\|S_{0}\right\|_{\infty} e^{-\eta^{2}\left(c^{2}-c_{*}^{2}\right) t / 4}\right) . \tag{2.18}
\end{align*}
$$

Hence it follows from (2.15)-(2.18) that

$$
\begin{equation*}
S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)=S_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)+o(1), \tag{2.19}
\end{equation*}
$$

which proves (2.14). Hence $S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)$ oscillates between $\lim \inf _{x \rightarrow-\infty} S_{0}$ and $\limsup _{x \rightarrow-\infty} S_{0}$. The same oscillation property holds for $m(t, 0)=\frac{1}{r_{-}(c)} \ln S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)$. Since the solution $u$ converges uniformly to the approximate solution, it cannot converge to any translate of the travelling wave.

### 2.6.3 The typical case where the initial shift converges to some limit at $-\infty$

Now we assume that the initial shift $m_{0}$ has some limit $m_{0}(-\infty)$ at $-\infty$. We are going to prove the convergence of the solution $u$ of (1.2) to the the travelling wave $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$. Thanks to Theorem 1.1, we have only to study the difference between the approximate solution $u^{a p p}(t, x)$ and $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$. Consider

$$
\bar{m}_{0}(x):=\sup _{y \leq x}\left|m_{0}(y)-m_{0}(-\infty)\right| .
$$

The function $\bar{m}_{0}$ is nondecreasing and $\bar{m}_{0}(x) \rightarrow 0$ as $x \rightarrow-\infty$. Then we are going to prove the following

Lemma 2.9 There is some $\beta>0$ and $C>0$ such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|u^{a p p}(t, x)-\phi_{c}\left(x+c t+m_{0}(-\infty)\right)\right| \leq C \bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{4} t\right)+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\beta \sqrt{c^{2}-c_{*}^{2}} t} . \tag{2.20}
\end{equation*}
$$

Moreover, this estimate is optimal in the following sense: assume, additionnally, that $m_{0}$ is increasing in a neighborhood of $-\infty$; then

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|u^{a p p}(t, x)-\phi_{c}\left(x+c t+m_{0}(-\infty)\right)\right| \geq C\left(m_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)-m_{0}(-\infty)\right) . \tag{2.21}
\end{equation*}
$$

Remark 2.10 Lemma 2.9 gives an upper bound and a lower bound of the difference between the approximate solution $u^{\text {app }}$ and the travelling wave $\phi_{c}\left(\cdot+m_{0}(-\infty)\right.$ ): if $m_{0}$ goes exponentially fast (or faster) to $m_{0}(-\infty)$, the difference $u^{a p p}(t, x)-\phi_{c}\left(x+c t+m_{0}(-\infty)\right.$ goes exponentially fast in time to 0 . If $m_{0}$ goes algebraically fast to $m_{0}(-\infty)\left(\right.$ as $1 /|x|^{\gamma}$, with some $\gamma>0)$, the same occurs for the difference $u^{a p p}(t, x)-\phi_{c}\left(x+c t+m_{0}(-\infty)\right.$, at the same order, and not faster. Coupled with Theorem 1.1, we obtain a first result of convergence of the solution $u$ of the Cauchy problem (1.2) to the travelling wave $\phi_{c}\left(x+c t+m_{0}(-\infty)\right.$, with a rate of convergence that depends on the rate of convergence of $m_{0}$ to its limit. This extends Theorem 0.1, since the initial condition does not have to go exponentially fast to the travelling wave at $-\infty$. We will give a sharp convergence result in the following subsection, in particular to obtain exponential convergence when $m_{0}$ goes exponentially fast to its limit.

Proof of Lemma 2.9. First we note that for all $t>0, m(t, \xi) \rightarrow m_{0}(-\infty)$ as $t \rightarrow+\infty$ : indeed, using the formula

$$
s(t, \xi)=S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)=\frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-\sigma^{2}} S_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma
$$

we obtain that $s(t, \xi) \rightarrow e^{t_{-}(c) m_{0}(-\infty)}$ as $t \rightarrow+\infty$ (using the Lebesgue convergence theorem), and then $m(t, \xi) \rightarrow m_{0}(-\infty)$ as $t \rightarrow+\infty$. (However the convergence is non uniform in $\xi$.)

Now we are interested into the difference $\tilde{u}^{a p p}(t, \xi)-\phi_{c}\left(\xi+m_{0}(-\infty)\right)$. Since by the stable manifold theorem we know that $\phi_{c}^{\prime}$ goes exponentially fast to 0 at $\pm \infty$, there exists some $\alpha>0$ such that

$$
\begin{aligned}
\left|\tilde{u}^{a p p}(t, \xi)-\phi_{c}\left(\xi+m_{0}(-\infty)\right)\right|=\mid \phi_{c}(\xi+m(t, \xi))-\phi_{c}(\xi+ & \left.m_{0}(-\infty)\right) \mid \\
& \leq C e^{-\alpha|\xi|}\left|m(t, \xi)-m_{0}(-\infty)\right| .
\end{aligned}
$$

Of course
$m(t, \xi)-m_{0}(-\infty)=\frac{1}{r_{-}(c)} \ln S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)-m_{0}(-\infty)=\frac{1}{r_{-}(c)} \ln \frac{S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)}{e^{r_{-}(c) m_{0}(-\infty)}}$,
hence

$$
\left|m(t, \xi)-m_{0}(-\infty)\right| \leq C\left|S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)-e^{r_{-}(c) m_{0}(-\infty)}\right| .
$$

But

$$
\begin{gathered}
S\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)-e^{r_{-}(c) m_{0}(-\infty)}=\frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-\sigma^{2}} S_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma-e^{r_{-}(c) m_{0}(-\infty)} \\
=\frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-\sigma^{2}}\left(e^{r_{-}(c) m_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)}-e^{r_{-}(c) m_{0}(-\infty)}\right) d \sigma \\
\leq C \int_{\mathbb{R}} e^{-\sigma^{2}}\left|m_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)-m_{0}(-\infty)\right| d \sigma \\
\leq C \int_{\mathbb{R}} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma
\end{gathered}
$$

hence

$$
\begin{equation*}
\left|\tilde{u}^{a p p}(t, \xi)-\phi_{c}\left(\xi+m_{0}(-\infty)\right)\right| \leq C e^{-\alpha|\xi|} \int_{\mathbb{R}} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \tag{2.22}
\end{equation*}
$$

It remains to estimate, uniformly in $\xi$, this last term. This can be done, separating the study in three cases:

- if $\xi \leq 0$, then we have

$$
\begin{aligned}
& e^{-\alpha|\xi|} \int_{\mathbb{R}} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \\
& \leq \int_{-\infty}^{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 4} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \\
& \quad+\int_{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 4}^{+\infty} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \\
& \leq \bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{2} t\right) \int_{-\infty}^{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 4} e^{-\sigma^{2}} d \sigma+\left\|\bar{m}_{0}\right\|_{\infty} \int_{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 4}^{+\infty} e^{-\sigma^{2}} d \sigma \\
& \quad \leq \sqrt{\pi} \bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{2} t\right)+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\left(c^{2}-c_{*}^{2}\right) t / 16}
\end{aligned}
$$

- if $\xi \geq \frac{\sqrt{c^{2}-c_{*}^{2}} t}{2}$, then we have

$$
e^{-\alpha|\xi|} \int_{\mathbb{R}} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \leq \sqrt{\pi} e^{-\alpha \sqrt{c^{2}-c_{*}^{2}} t / 2}\left\|\bar{m}_{0}\right\|_{\infty}
$$

- if $\xi \in\left(0, \frac{\sqrt{c^{2}-c_{*}^{2}} t}{2}\right)$, then we have

$$
\begin{aligned}
& e^{-\alpha|\xi|} \int_{\mathbb{R}} e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma \\
& \leq \int_{-\infty}^{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 8} e^{-\sigma^{2}} \bar{m}_{0}\left(2 \sigma \sqrt{t}-\frac{\sqrt{c^{2}-c_{*}^{2}}}{2} t\right) d \sigma \\
& \\
& \quad+\int_{\sqrt{c^{2}-c_{*}^{2}} \sqrt{t} / 8}^{+\infty} e^{-\sigma^{2}} \bar{m}_{0}\left(2 \sigma \sqrt{t}-\frac{\sqrt{c^{2}-c_{*}^{2}}}{2} t\right) d \sigma \\
& \\
& \quad \leq \sqrt{\pi} \bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{4} t\right)+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\left(c^{2}-c_{*}^{2}\right) t / 64}
\end{aligned}
$$

and these three estimates and (2.22)lead us to (2.20).
To obtain (2.21), we want to bound from below the difference $\| \tilde{u}^{a p p}(t, \cdot)-\phi_{c}(\cdot+$ $\left.m_{0}(-\infty)\right) \|_{\infty}$; for this, we remark that, for $\xi=0$, there is some $\alpha>0$ such that

$$
\begin{aligned}
\mid u^{a p p}(t, 0) & -\phi_{c}\left(m_{0}(-\infty)\right)\left|=\left|\phi_{c}(m(t, 0))-\phi_{c}\left(m_{0}(-\infty)\right) \geq \alpha\right| m(t, 0)-m_{0}(-\infty)\right| \\
& =\frac{\alpha}{r_{-}(c)} \ln \frac{S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)}{e^{r_{-}(c) m_{0}(-\infty)}}=\frac{\alpha}{r_{-}(c)} \ln \left(1+\frac{S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)-e^{r_{-}(c) m_{0}(-\infty)}}{e^{r_{-}(c) m_{0}(-\infty)}}\right) ;
\end{aligned}
$$

hence, for $t$ large enough, we have

$$
\begin{aligned}
& \left|u^{a p p}(t, 0)-\phi_{c}\left(m_{0}(-\infty)\right)\right| \geq \frac{\alpha}{2 r_{-}(c)} \frac{S\left(t,-\sqrt{c^{2}-c_{*}^{2}} t\right)-e^{r_{-}(c) m_{0}(-\infty)}}{e^{r_{-}(c) m_{0}(-\infty)}} \\
& \geq \frac{\alpha}{2 r_{-}(c) e^{r_{-}(c) m_{0}(-\infty)}} \frac{1}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-\sigma^{2}}\left(e^{r_{-}(c) m_{0}\left(2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)}-e^{r_{-}(c) m_{0}(-\infty)}\right) d \sigma \\
& \geq \frac{\alpha}{2 r_{-}(c) e^{r_{-}(c) m_{0}(-\infty)}} \frac{1}{\sqrt{\pi}} \int_{0}^{1} e^{-\sigma^{2}}\left(e^{r_{-}(c) m_{0}\left(2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)}-e^{r_{-}(c) m_{0}(-\infty)}\right) d \sigma \\
& \quad \geq C \inf _{\sigma \in[0,1]}\left|m_{0}\left(2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)-m_{0}(-\infty)\right| \\
& \geq C\left(m_{0}\left(-\sqrt{c^{2}-c_{*}^{2}} t\right)-m_{0}(-\infty)\right) .
\end{aligned}
$$

This gives the bound from below (2.21), and concludes the proof of Lemma 2.9.

### 2.6.4 Sharp estimate of the convergence of the solution $u$ to the travelling wave when the initial shift has a limit at $-\infty$

The goal of this subsection, the last on the study of the simple 1-D problem, is to give a sharp estimate of the convergence of the solution $u$ of the Cauchy problem (1.2) to the travelling wave $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$ when the initial shift $m_{0}$ has a limit $m_{0}(-\infty)$ at $-\infty$. We keep the same notations as in the previous subsection. Since the function $\bar{m}_{0}$ is nondecreasing, and goes to 0 at $-\infty$, there exists some nondecreasing function $\bar{n}_{0}$ such that $\bar{m}_{0} \leq \bar{n}_{0}$ and such that there is some constant $C_{0}$ such that

$$
\bar{n}_{0}^{\prime} \leq C_{0} \bar{n}_{0} .
$$

The function $\bar{n}_{0}$ identically equal to $\left\|\bar{m}_{0}\right\|_{\infty}$ satisfies this property, but in the typical cases there exists some $\bar{n}_{0}$ that goes to zero at $-\infty$ with the same rate of decay as $\bar{m}_{0}$. Then we are going to prove the following

Proposition 2.11 There is some $\beta>0$ and $C>0$ such that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|u(t, x)-u^{a p p}(t, x)\right| \leq C \frac{\bar{n}_{0}(-\beta t)}{\sqrt{1+\beta t}}+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\beta \sqrt{c^{2}-c_{*}^{2}} t} . \tag{2.23}
\end{equation*}
$$

Remark 2.12 Proposition 2.11 gives an upper bound of the difference between the solution $u$ and the approximate solution $u^{a p p}$ : the convergence is at least as $t^{-1 / 2}$, as proved in Theorem 1.1; but the rate of convergence is in fact better:

- if $m_{0}$ goes exponentially fast (or faster) to $m_{0}(-\infty)$, the difference $u-u^{\text {app }}$ goes exponentially fast in time to 0; thanks to Lemma 2.9, the same occurs for the difference between the solution and the travelling wave $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$, as already proved in Theorem 0.1;
- if $m_{0}$ goes algebraically fast to $m_{0}(-\infty)$ (as $1 /|x|^{\gamma}$, with some $\gamma>0$ ), then the difference $u-u^{a p p}$ is of order $t^{-(\gamma+1 / 2)}$; coupled with Lemma 2.9, we obtain a sharp description of what happens: the solution is close to the approximate solution, at the order $t^{-(\gamma+1 / 2)}$, and the approximate solution is close to the travelling wave $\phi_{c}\left(x+c t+m_{0}(-\infty)\right)$, at the order $t^{-\gamma}$ (and in some cases not better).

Proof of Lemma 2.11. It combines the arguments used in the proof of Lemma 2.9 with the techniques used in subsection 2.5.2. First, from the formula (2.6) of $S$, we note that

$$
S_{\xi}\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)=\frac{-1}{\sqrt{\pi t}} \int_{\mathbb{R}} \sigma e^{-\sigma^{2}}\left(S_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right)-e^{r_{-}(c) m_{0}(-\infty)}\right) d \sigma
$$

hence

$$
\left|S_{\xi}\left(t, \xi-\sqrt{c^{2}-c_{*}^{2}} t\right)\right| \leq \frac{C}{\sqrt{t}} \int_{\mathbb{R}}|\sigma| e^{-\sigma^{2}} \bar{m}_{0}\left(\xi+2 \sigma \sqrt{t}-\sqrt{c^{2}-c_{*}^{2}} t\right) d \sigma .
$$

Next, we have already noted that the function $g(t, \xi)$ that is defined in (2.2) satisfies:

$$
g(t, \xi)=O\left(e^{\left.r_{-}(c)+\delta\right) \xi}\right) \text { as } \xi \rightarrow-\infty, \quad g(t, \xi)=O\left(e^{-\alpha \xi}\right) \text { as } \xi \rightarrow+\infty
$$

with some $\alpha>0$. Then, reasoning as in the proof of Lemma 2.9, we see that the right-hand side of (2.11) satisfies:

$$
\left|N L_{c}\left[\tilde{u}^{a p p}\right]\right| \leq\left\{\begin{array}{l}
\left(C \frac{\bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{4} t\right)}{\sqrt{t}}+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\beta \sqrt{c^{2}-c_{*}^{2}} t}\right) e^{r-(c)+\delta) \xi} \text { for } \xi \leq 0,  \tag{2.24}\\
\left(C \frac{\bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{*}^{2}}}{4} t\right)}{\sqrt{t}}+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\beta \sqrt{c^{2}-c_{*}^{2}} t}\right) e^{-\alpha \xi / 2} \text { for } \xi \geq 0
\end{array}\right.
$$

Of course Claim 2.2 remains valid, and we have $\left|\tilde{u}(t, \xi)-\tilde{u}^{a p p}(t, \xi)\right| \leq \tilde{w}(t, \xi)$. But thanks to (2.24), we are in position to improve our estimate of Claim 2.3: the same proof leads to the following: for all $\xi_{0}$, there exists some $C$ such that

$$
\begin{equation*}
\sup _{\xi \leq \xi_{0}} \tilde{w}(t, \xi) \leq C \frac{\bar{m}_{0}\left(-\frac{\sqrt{c^{2}-c_{c}^{2}}}{8} t\right)}{\sqrt{t}}+C\left\|\bar{m}_{0}\right\|_{\infty} e^{-\beta \sqrt{c^{2}-c_{*}^{2}} t} . \tag{2.25}
\end{equation*}
$$

At last, reasoning as in Claim 2.4, we obtain (2.23).

## 3 The general model (1.1): proof of Theorem 1.3

We use the same notation as in section $2 \tilde{u}(t, \xi, y):=u(t, \xi-c t, y)$.

### 3.1 Pulsating waves with sharp asymptotic behavior

The behavior of a pulsating wave at $-\infty$ is now well-known: similarly to the simple ODE case there are, for $c>c_{*}$, two characteristic exponents $r_{ \pm}(c)$, corresponding to exponential solutions of the linearized equation at $-\infty$, and $\phi_{c}$ has a nontrivial component on the slowest exponential. We will need something a bit more precise - i.e. a quantitative estimate on the remainder, so it is worth recalling the main results of the theory.
For commodity let us denote $X=(x, y)$ the generic element of $\mathbb{T}^{N}$. Consider equation (1.1), linearized at 0 :

$$
\begin{equation*}
v_{t}-\operatorname{div}(A D v)+B \cdot D v-f_{u}(X, 0) v=0 . \tag{3.1}
\end{equation*}
$$

An exponential solution to (3.1) is a solution of the form

$$
v(t, x, y)=e^{\lambda(x+c t)} \psi(X), \quad X \in \mathbb{T}^{N}
$$

where $\lambda>0$ is called a characteristic exponent. Denoting

$$
e_{1}=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

and $B_{1}:=B \cdot e_{1}$ the first component of $B$, we see that the function $\psi(X)$ has to solve

$$
\begin{equation*}
L(\lambda) \psi=-c \lambda \psi \tag{3.2}
\end{equation*}
$$

where
$L(\lambda) \psi:=-\operatorname{div}(A D \psi)+\left(B-2 \lambda A e_{1}\right) \cdot D \psi+\left(-\lambda^{2} A e_{1} \cdot e_{1}-\lambda \operatorname{div}\left(A e_{1}\right)+\lambda B_{1}-f_{u}(X, 0)\right) \psi, \quad X \in \mathbb{T}^{N}$.
Because $\phi_{c}$ has to be positive, $\psi$ has to be positive. And so, if we denote by $\mu_{1}(\lambda)$ the first eigenvalue of $L(\lambda)$, problem (3.2) amounts to solving

$$
\begin{equation*}
c=-\frac{\mu_{1}(\lambda)}{\lambda} . \tag{3.4}
\end{equation*}
$$

Because of Krein-Rutman's Theorem, $\mu_{1}(\lambda)$ is a simple, nondegenerate eigenvalue for $L(\lambda)$ and Kato-Rellich's Theorem implies the existence of an analytic extension of $\mu_{1}$ in a complex domain containing the right half-line. In particular, $\lambda \mapsto \mu_{1}(\lambda)$ is $C^{1}$. More special features of the function $\mu_{1}$ are summarized in the following

Theorem 3.1 (Berestycki-Hamel [3]). The function $\mu_{1}$ is concave, and $\inf _{\lambda>0}\left(-\frac{\mu_{1}(\lambda)}{\lambda}\right)>0$. Then, defining

$$
\begin{equation*}
c_{*}:=\inf _{\lambda>0}\left(-\frac{\mu_{1}(\lambda)}{\lambda}\right), \tag{3.5}
\end{equation*}
$$

equation (3.4) has solutions if and only if $c \geq c_{*}$; moreover, when $c>c_{*}$, there are two solutions $0<r_{-}(c)<r_{+}(c)$.

This implies, in particular:

$$
\begin{equation*}
V_{*}(c):=c+\frac{d \mu_{1}}{d \lambda}\left(r_{-}(c)\right)>0 . \tag{3.6}
\end{equation*}
$$

Equation (3.6) will be useful to us at several places. Let $\psi_{\lambda}$ be the unique principal eigenfunction of $L(\lambda)$ such that

$$
\psi_{\lambda}>0, \quad \text { and } \quad \int_{\mathbb{T}^{N}} \psi_{\lambda}^{2}=1
$$

We will also denote

$$
r_{c}:=r_{-}(c), \quad \psi_{r_{c}}:=\psi_{r_{-}(c)} .
$$

The additional information that we need for $\phi_{c}$ is the

Theorem 3.2 There is $\delta>0$ such that the wave $\tilde{\phi}_{c}$ has the following asymptotic behavior as $\xi \rightarrow-\infty$ :

$$
\begin{equation*}
\tilde{\phi}_{c}(t, \xi, y)=e^{r_{-}(c) \xi} \psi_{r_{c}}(\xi-c t, y)\left(1+O\left(e^{\delta \xi}\right)\right) . \tag{3.7}
\end{equation*}
$$

The equivalent $\tilde{\phi}_{c}(t, \xi, y) \sim e^{r_{-}(c) \xi} \psi_{r_{c}}(\xi-c t, y)$ was proved by Hamel [12], what we need is the exponential estimate on the difference between $\tilde{\phi}_{c}$ and its equivalent. We could elaborate on [12] to get hold of it, it will in fact be quicker to prove an existence result for $\phi_{c}$ with the right behavior and invoke a uniqueness result. Here is the existence result:

Proposition 3.3 There exists $\delta \in\left(0, \inf \left(r_{-}(c), r_{+}(c)-r_{-}(c)\right)\right)$ such that there is a pulsating wave $\phi_{c}$ solution to (1.1) with speed c satisfying the asymptotic expansion (3.7). Moreover, $\phi_{c}$ is increasing in its first variable: $\partial_{t} \phi_{c}>0$ (or equivalently $\partial_{t} \tilde{\phi}_{c}+c \partial_{\xi} \tilde{\phi}_{c}>0$ ).

The proof of Proposition 3.3 follows from a fixed point argument. Before proving it, we need a preliminary result, that will play the role of Lemma 2.1 in section 2.

### 3.1.1 Preliminary result: exponential decay in time of solutions decaying sufficiently fast in space

Given $\delta \in\left(0, r_{+}(c)-r_{-}(c)\right)$, let $Y_{\delta}$ be the space of all continuous functions $\tilde{u}$ on $\mathbb{R} \times \mathbb{T}^{N-1}$ such that

$$
\tilde{u}(\xi, y) e^{-\left(r_{-}(c)+\delta\right) \xi} \quad \text { is a bounded uniformly continuous function, }
$$

endowed with the natural norm $\|\tilde{u}\|_{Y_{\delta}}:=\sup _{(\xi, y) \in \mathbb{R} \times \mathbb{T}^{N-1}}|\tilde{u}(\xi, y)| e^{-\left(r_{-}(c)+\delta\right) \xi}$.
Lemma 3.4 Consider the equation

$$
\begin{equation*}
\tilde{v}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{v})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{v}-f_{u}(\xi-c t, y, 0) \tilde{v}=0 . \tag{3.8}
\end{equation*}
$$

Then, given $\delta \in\left(0, r_{+}(c)-r_{-}(c)\right)$, there is $C_{\delta} \geq 1$ and $\omega_{\delta}>0$ such that, if $\tilde{v}(0,):.=\tilde{v}_{0}$ is in $Y_{\delta}$, then the solution $\tilde{v}$ of (3.8) emerging from $\tilde{v}_{0}$ satisfies: for all $t>0, \tilde{v}(t, \cdot, \cdot) \in Y_{\delta}$, and

$$
\begin{equation*}
\|\tilde{v}(t, \cdot, \cdot)\|_{Y_{\delta}} \leq C_{\delta} e^{-\omega_{\delta} t}\left\|\tilde{v}_{0}\right\|_{Y_{\delta}} . \tag{3.9}
\end{equation*}
$$

Proof of Lemma 3.4. It follows from the construction of a suitable positive super-solution to (3.8), exponentially decaying in time. The construction of this positive super-solution rests on the properties of the first eigenvalue of the elliptic operator $L_{\lambda}$ (defined in (3.3)), that we recalled in Theorem 3.1.

First, given $\lambda>0$ and $\omega \geq 0$, let us consider

$$
\begin{equation*}
\tilde{V}^{(\lambda, \omega)}(t, \xi, y):=\psi_{\lambda}(\xi-c t, y) e^{\lambda \xi-\omega t} \tag{3.10}
\end{equation*}
$$

then some computations lead to

$$
\begin{align*}
\tilde{V}_{t}^{(\lambda, \omega)}-\operatorname{div}\left(A(\xi-c t, y) D \tilde{V}^{(\lambda, \omega)}\right) & +\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{V}^{(\lambda, \omega)} \\
& -f_{u}(\xi-c t, y, 0) \tilde{V}^{(\lambda, \omega)}=\left(\mu_{1}(\lambda)+c \lambda-\omega\right) \tilde{V}^{(\lambda, \omega)} \tag{3.11}
\end{align*}
$$

Since we want $\tilde{V}^{(\lambda, \omega)}$ to be positive and we want it to be a super-solution to (3.8), we need to find $\lambda$ and $\omega$ such that

$$
\mu_{1}(\lambda)+c \lambda-\omega \geq 0
$$

This can be done, noting that it follows from Theorem 3.1 that, given $\delta \in\left(0, r_{+}(c)-r_{-}(c)\right)$, we have

$$
\mu_{1}\left(r_{-}(c)+\delta\right)+c\left(r_{-}(c)+\delta\right)>0 .
$$

Hence consider

$$
\lambda=\lambda_{\delta}:=r_{-}(c)+\delta, \text { and } \quad \omega=\omega_{\delta}:=\mu_{1}\left(r_{-}(c)+\delta\right)+c\left(r_{-}(c)+\delta\right) .
$$

Then we obtain that $\tilde{V}^{\delta}:=\tilde{V}^{\left(\lambda_{\delta}, \omega_{\delta}\right)}$ is solution of (3.8):

$$
\begin{align*}
\tilde{V}_{t}^{\delta}-\operatorname{div}\left(A(\xi-c t, y) D \tilde{V}^{\delta}\right)+( & \left.(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{V}^{\delta} \\
& -f_{u}(\xi-c t, y, 0) \tilde{V}^{\delta}=\left(\mu_{1}\left(\lambda_{\delta}\right)+c \lambda_{\delta}-\omega_{\delta}\right) \tilde{V}^{\delta}=0 . \tag{3.12}
\end{align*}
$$

Now, since $\psi_{\lambda}$ is positive on the compact $\mathbb{T}^{N}$, denoting $\tilde{C}_{\delta}:=\frac{1}{\inf _{\mathbb{T}^{N}} \psi_{r_{-}(c)+\delta}}$, we have for all $\tilde{v}_{0} \in Y_{\delta}$

$$
\left|\tilde{v}_{0}(\xi, y)\right| \leq \tilde{C}_{\delta} \psi_{r_{-}(c)+\delta}(\xi, y) e^{\left(r_{-}(c)+\delta\right) \xi}\left\|\tilde{v}_{0}\right\|_{Y_{\delta}}=\tilde{C}_{\delta}\left\|\tilde{v}_{0}\right\|_{Y_{\delta}} \tilde{V}(0, \xi, y)
$$

And then, the weak maximum principle implies, for $(t, \xi, y) \in \mathbb{R}_{+} \times \mathbb{R} \times \mathbb{T}^{N-1}$ :

$$
|\tilde{v}(t, \xi, y)| \leq \tilde{C}_{\delta}\left\|\tilde{v}_{0}\right\|_{Y_{\delta}} \tilde{V}^{\delta}(t, \xi, y)=\tilde{C}_{\delta}\left\|\tilde{v}_{0}\right\|_{Y_{\delta}} \psi_{r_{-}(c)+\delta}(\xi-c t, y) e^{\left(r_{-}(c)+\delta\right) \xi-\omega_{\delta} t}
$$

which implies that $\tilde{v}(t, \cdot, \cdot) \in Y_{\delta}$ for all $t>0$, and that (3.9) is satisfied with $C_{\delta}=$ $\frac{\sup _{\mathbb{T}^{N}} \psi_{r_{-}(c)+\delta}}{\inf _{T_{\mathbb{N}} N} \psi_{r_{-}(c)+\delta}}$.

### 3.1.2 Application: proof of Proposition 3.3.

We want to prove that there is a pulsating wave solution of problem (1.1), that is a function $\phi_{c}$ satisfying (1.1) and the periodicity condition: $t \mapsto \phi_{c}(t, \xi-c t, y)$ is $\frac{1}{c}$-periodic. Translating this into the moving frame $(t, \xi=x+c t)$, the function $\tilde{\phi}_{c}(t, \xi, y):=\phi_{c}(t, \xi-c t, y)$ has to solve the problem

$$
\left\{\begin{array}{l}
\left(\tilde{\phi}_{c}\right)_{t}-\operatorname{div}\left(A(\xi-c t, y) D \tilde{\phi}_{c}\right)+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{\phi}_{c}=f\left(\xi-c t, y, \tilde{\phi}_{c}\right)  \tag{3.13}\\
\lim _{\xi \rightarrow-\infty} \tilde{\phi}_{c}(t, \xi, y)=0, \lim _{\xi \rightarrow+\infty} \tilde{\phi}_{c}(t, \xi, y)=1 \\
\tilde{\phi}_{c} \text { is } \frac{1}{c} \text {-periodic in time. }
\end{array}\right.
$$

To prove the existence of such a $\frac{1}{c}$-periodic solution $\tilde{\phi}_{c}$ of this nonlinear problem, we are going to use a fixed point argument. An alternative method would be by a sub/supersolution argument, as for instance in [2], [15], or [21]. Our proof is divided into two steps:

- step 1: we will prove that there is a solution to the problem

$$
\left\{\begin{array}{l}
\left(\tilde{\phi}_{c}\right)_{t}-\operatorname{div}\left(A(\xi-c t, y) D \tilde{\phi}_{c}\right)+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{\phi}_{c}=f\left(\xi-c t, y, \tilde{\phi}_{c}\right)  \tag{3.14}\\
\lim _{\xi \rightarrow-\infty} \tilde{\phi}_{c}(t, \xi, y)=0 \\
\tilde{\phi}_{c} \text { is } \frac{1}{c} \text {-periodic in time }
\end{array}\right.
$$

- step 2: we will prove that this $\tilde{\phi}_{c}$ satisfies the limit condition $\lim _{\xi \rightarrow+\infty} \tilde{\phi}_{c}(t, \xi, y)=1$,
- step 3: we will prove that $\phi_{c}$ is increasing in its first variable: $\partial_{t} \phi_{c}>0$.

Step 1: existence of a periodic solution, using a fixed point argument. Our strategy is the following: considering the Cauchy problem

$$
\left\{\begin{array}{l}
\tilde{u}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{u})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{u}=f(\xi-c t, y, \tilde{u})  \tag{3.15}\\
\tilde{u}(0, \xi, y)=\tilde{u}_{0}
\end{array}\right.
$$

we want to find a suitable initial condition $\tilde{u}_{0}$ such that $\tilde{u}\left(\frac{1}{c}\right)=\tilde{u}_{0}$; then the periodicity assumptions on $A, B$ and $f$ will allow us to conclude that $\tilde{u}$ is $\frac{1}{c}$-periodic in time. And to prove the existence of such an initial condition $\tilde{u}_{0}$, we are going to prove that the Poincaré map $\mathcal{T}_{1 / c}: \tilde{u}_{0} \mapsto \tilde{u}\left(\frac{1}{c}\right)$ is a contraction, if we choose sufficiently well the space of initial conditions $\tilde{u}_{0}$.

First, we remark that the function

$$
\tilde{V}(t, \xi, y)=\tilde{V}^{\left(\lambda_{0}, \omega_{0}\right)}=\psi_{r_{-}(c)}(\xi-c t, y) e^{r_{-}(c) \xi}
$$

is solution of (3.8), as noted in (3.12). This ivites us to consider the following metric space: given $\delta \in\left(0, r_{+}(c)-r_{-}(c)\right)$, consider

$$
X_{\delta}:=\left\{\tilde{u}_{0} \in Y_{0}: \quad 0 \leq \tilde{u}_{0} \leq 1, \quad 0 \leq \tilde{u}_{0} \leq \tilde{V}(0), \tilde{V}(0)-\tilde{u}_{0} \in Y_{\delta}\right\}
$$

the distance between two elements of $X_{\delta}$ will be the $Y_{\delta}$-norm of the difference. We are going to prove the following:

Claim 3.5 : there is a ball of $X_{\delta}$, centered at $\tilde{V}(0)$, that is stable under $\mathcal{T}_{1 / c}$; and moreover $\mathcal{T}_{1 / c}$ has a fixed point in this ball.

To prove this, we have to study what we can say about the solution $\tilde{u}$ of the Cauchy problem (3.15) when $\tilde{u}_{0} \in X_{\delta}$ : first, the weak maximum principle implies that $0 \leq \tilde{u} \leq 1$; next, the concavity of $f$ with respect to $u$ implies that

$$
\left\{\begin{array}{l}
\tilde{u}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{u})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{u}=f(\xi-c t, y, \tilde{u}) \leq f_{u}(\xi-c t, y, 0) \tilde{u} \\
\tilde{V}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{V})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{V}=f_{u}(\xi-c t, y, 0) \tilde{V} \\
\tilde{u}(0) \leq \tilde{V}(0)
\end{array}\right.
$$

hence the weak maximum principle implies that $\tilde{u} \leq \tilde{V}$. Finally, the difference $\tilde{V}-\tilde{u}$ satisfies

$$
\begin{aligned}
(\tilde{V}-\tilde{u})_{t}-\operatorname{div}(A(\xi-c t, y) & D(\tilde{V}-\tilde{u}))+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D(\tilde{V}-\tilde{u}) \\
& -f_{u}(\xi-c t, y, 0)(\tilde{V}-\tilde{u})=f_{u}(\xi-c t, y, 0) \tilde{u}-f(\xi-c t, y, \tilde{u})
\end{aligned}
$$

let us denote $\tilde{g}(t, \xi, y)$ the right hand member of this equality: Duhamel's formula tells us that

$$
\begin{equation*}
(\tilde{V}-\tilde{u})(t)=T(t, 0)\left(\tilde{V}(0)-\tilde{u}_{0}\right)+\int_{0}^{t} T(t, s) \tilde{g}(s, \cdot \cdot \cdot) d s \tag{3.16}
\end{equation*}
$$

where $T(t, s) \tilde{v}_{0}$ is the solution at time $t$ of (3.8) starting from $\tilde{v}_{0}$ at time $s$. Let us see what we can say about the right hand side of (3.16):

- first we note that, since $\tilde{V}(0)-\tilde{u}_{0} \in Y_{\delta}$, Lemma 3.4 gives that $T(t, 0)\left(\tilde{V}(0)-\tilde{u}_{0}\right) \in Y_{\delta}$ and

$$
\left\|T(t, 0)\left(\tilde{V}(0)-\tilde{u}_{0}\right)\right\|_{Y_{\delta}} \leq C_{\delta} e^{-\omega_{\delta} t}\left\|\tilde{V}(0)-\tilde{u}_{0}\right\|_{Y_{\delta}}
$$

- concerning the integral term, we have to make two remarks:
- Claim 3.6 : if additionally $\delta \in\left(0, r_{-}(c)\right)$, then for all $t>0 \tilde{g}(t, \cdot, \cdot) \in Y_{\delta}$. Indeed, since $0 \leq \tilde{u} \leq \inf (1, \tilde{V})$, there is some $C>0$ independent of $\tilde{u}_{0}$ such that $\forall t \geq 0, \forall \xi \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad|\tilde{g}(t, \xi, y)|=\left|f(\xi-c t, y, \tilde{u})-f_{u}(\xi-c t, y, 0) \tilde{u}\right| \leq C e^{2 r_{-}(c) \xi}$, hence, if additionally $\delta \in\left(0, r_{-}(c)\right)$, there is some $C^{\prime}>0$ independent of $\tilde{u}_{0}$ such that
$\forall t \geq 0, \forall \xi \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad|\tilde{g}(t, \xi, y)| \leq C e^{\left(r_{-}(c)+\delta\right) \xi} \leq C^{\prime} \psi_{r_{-}(c)+\delta}(\xi-c t, y) e^{\left(r_{-}(c)+\delta\right) \xi}$, which establishes 3.6.
- Claim 3.7 : T(t,s) $\left(\psi_{r_{-}(c)+\delta}(\xi-c s, y) e^{\left(r_{-}(c)+\delta\right) \xi}\right)=\psi_{r_{-}(c)+\delta}(\xi-c t, y) e^{\left(r_{-}(c)+\delta\right) \xi-\omega_{\delta}(t-s)}$. Indeed, this follows from (3.12).

Using Claims 3.6 and 3.7, we easily derive from the weak maximum principle that

$$
\begin{aligned}
& \int_{0}^{t} T(t, s) \tilde{g}(s, \xi, y) d s \leq \int_{0}^{t} T(t, s)\left(C^{\prime} \psi_{r_{-}(c)+\delta}(\xi-c s, y) e^{\left(r_{-}(c)+\delta\right) \xi}\right) d s \\
& \quad=C^{\prime} \int_{0}^{t} \psi_{r_{-}(c)+\delta}(\xi-c t, y) e^{\left(r_{-}(c)+\delta\right) \xi-\omega_{\delta}(t-s)} d s \leq \frac{C^{\prime}}{\omega_{\delta}} \psi_{r_{-}(c)+\delta}(\xi-c t, y) e^{\left(r_{-}(c)+\delta\right) \xi}
\end{aligned}
$$

hence $\int_{0}^{t} T(t, s) \tilde{g}(s, \cdot \cdot \cdot) d s \in Y_{\delta}$, and there is some $C_{\delta}^{\prime}>0$ independent of $\tilde{u}_{0}$ such that

$$
\left\|\int_{0}^{t} T(t, s) \tilde{g}(s, \cdot, \cdot) d s\right\|_{Y_{\delta}} \leq C_{\delta}^{\prime}
$$

then the Duhamel's formula (3.16) tells us that $(\tilde{V}-\tilde{u})\left(\frac{1}{c}\right) \in Y_{\delta}$. Since $\tilde{V}\left(\frac{1}{c}\right)=\tilde{V}(0)$, this means that $\tilde{u}\left(\frac{1}{c}\right) \in X_{\delta}$. Hence $X_{\delta}$ is stable under $\mathcal{T}_{1 / c}$.

To establish Claim 3.5, it remains to prove that $\mathcal{T}_{1 / c}$ has a fixed point in $X_{\delta}$; this follows easily from the previous remarks:

$$
\begin{aligned}
&\|(\tilde{V}-\tilde{u})(t)\|_{Y_{\delta}} \leq\left\|T(t, 0)\left(\tilde{V}(0)-\tilde{u}_{0}\right)\right\|_{Y_{\delta}}+\left\|\int_{0}^{t} T(t, s) \tilde{g}(s, \cdot, \cdot) d s\right\|_{Y_{\delta}} \\
& \leq C_{\delta} e^{-\omega_{\delta} t}\left\|\tilde{V}(0)-\tilde{u}_{0}\right\|_{Y_{\delta}}+C_{\delta}^{\prime}
\end{aligned}
$$

choose $p \in \mathbb{N}$ large enough such that $C_{\delta} e^{-\omega_{\delta} p / c}<1$, and denote $\nu:=1-C_{\delta} e^{-\omega_{\delta} p / c}$, and $R_{0}:=\frac{C_{\delta}^{\prime}}{\nu}$; then

$$
\left\|(\tilde{V}-\tilde{u})\left(\frac{p}{c}\right)\right\|_{Y_{\delta}} \leq(1-\nu)\left\|\tilde{V}(0)-\tilde{u}_{0}\right\|_{Y_{\delta}}+R_{0} \nu
$$

which implies that the ball of $X_{\delta}$ centered in $\tilde{V}(0)$ and of radius $R_{0}$ :

$$
B\left(\tilde{V}(0), R_{0}\right)=\left\{\tilde{u}_{0} \in X_{\delta},\left\|\tilde{u}_{0}-\tilde{V}(0)\right\| \leq R_{0}\right\}
$$

is stable under $\left(\mathcal{T}_{1 / c}\right)^{p}$. Moreover, $\left(\mathcal{T}_{1 / c}\right)^{p}$ is a contraction on this ball: indeed, consider $\left.\tilde{u}_{0}, \tilde{w}_{0} \in B\left(\tilde{V}(0), R_{0}\right)\right)$; then consider the solutions $\tilde{u}$ and $\tilde{w}$ of the corresponding Cauchy problems (3.15): the difference $\tilde{u}-\tilde{w}$ satisfies

$$
(\tilde{u}-\tilde{w})_{t}-\operatorname{div}(A(\xi-c t, y) D(\tilde{u}-\tilde{w}))+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D(\tilde{u}-\tilde{w})=f(\xi-c t, y, \tilde{u})-f(\xi-c t, y, \tilde{w}) ;
$$

using the mean value theorem, there exists some $a(t, \xi, y)$ such that

$$
f(\xi-c t, y, \tilde{u})-f(\xi-c t, y, \tilde{w})=f_{u}(\xi-c t, y, a(t, \xi, y))(\tilde{u}-\tilde{w}) ;
$$

then consider the solution $\tilde{v}$ of the Cauchy problem (3.8) emerging from the initial condition $\left|\tilde{u}_{0}-\tilde{w}_{0}\right|: \tilde{v} \geq 0$, and the concavity of $f$ implies that

$$
f_{u}(\xi-c t, y, 0)-f_{u}(\xi-c t, y, a(t, \xi, y)) \geq 0
$$

then $\tilde{v}$ satisfies

$$
\tilde{v}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{v})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{v}-f_{u}(\xi-c t, y, a(t, \xi, y)) \tilde{v} \geq 0
$$

and the maximum principle implies that

$$
|\tilde{u}-\tilde{w}| \leq \tilde{v}
$$

Now, thanks to Lemma 3.4, we obtain that

$$
\|(\tilde{u}-\tilde{w})(t)\|_{Y_{\delta}} \leq C_{\delta} e^{-\omega_{\delta} t}\left\|\tilde{u}_{0}-\tilde{w}_{0}\right\|_{Y_{\delta}} ;
$$

since $C_{\delta} e^{-\omega_{\delta} p / c}<1,\left(\mathcal{T}_{1 / c}\right)^{p}$ is a contraction on the ball $B\left(\tilde{V}(0), R_{0}\right)$ ), which implies that $\left(\mathcal{T}_{1 / c}\right)^{p}$ and then $\mathcal{T}_{1 / c}$ have a unique fixed point in $\left.B\left(\tilde{V}(0), R_{0}\right)\right)$. This establishes Claim 3.5.

Step 2: the fixed point has the right limits at $+\infty$. Now we prove that the fixed point $\tilde{\phi}_{c}$ satisfies the limit condition $\lim _{\xi \rightarrow+\infty} \tilde{\phi}_{c}(t, \xi, y)=1$. The argument is based on the following:

Claim 3.8 $\liminf _{\xi \rightarrow+\infty, y \in \mathbb{T}^{N-1}} \tilde{\phi}_{c}(0, \xi, y)>0$.
Indeed, assume by contradiction that there exists a sequence $\left(\xi_{n}, y_{n}\right)_{n}, \xi_{n} \rightarrow+\infty$, and $y_{n} \in \mathbb{T}^{N-1}$ such that $\tilde{\phi}_{c}\left(0, \xi_{n}, y_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$. Let $\varepsilon>0$, then for some $N$, we have $\phi_{c}\left(0, \xi_{n}, y_{n}\right) \leq \varepsilon$ for all $n \geq N$. By Harnack inequality and parabolic estimates, there exists $C>0$ such that for all $(t, y) \in[0,1 / c] \times \mathbb{T}^{N-1}, \tilde{\phi}_{c}\left(t, \xi_{n}, y\right) \leq C \varepsilon$ and $D \tilde{\phi}_{c}\left(t, \xi_{n}, y\right) \leq C \varepsilon$. Take $\zeta<0$. Then integrating the equation on $[0,1 / c] \times\left[\zeta, \xi_{n}\right] \times \mathbb{T}^{N-1}$, and using the periodicity in $t$, we obtain

$$
\begin{aligned}
&-\int_{0}^{1 / c} \int_{\mathbb{T}^{N-1}}\left[A(\xi-c t, y) D \tilde{\phi}_{c}(t, \xi, y) \cdot e_{1}\right]_{\zeta}^{\xi_{n}}+ \int_{0}^{1 / c} \int_{\mathbb{T}^{N-1}}\left[B(\xi-c t, y) \cdot e_{1} \tilde{\phi}_{c}\right]_{\zeta}^{\xi_{n}} \\
&-\int_{0}^{1 / c} \int_{\zeta}^{\xi_{n}} \int_{\mathbb{T}^{N-1}} \operatorname{div} B(\xi-c t, y) \tilde{\phi}_{c}+c \int_{0}^{1 / c} \int_{\mathbb{T}^{N-1}}\left[\tilde{\phi}_{c}(t, \xi, y)\right]_{\zeta}^{\xi_{n}} \\
&=\int_{0}^{1 / c} \int_{\zeta}^{\xi_{n}} \int_{\mathbb{T}^{N-1}} f\left(\xi-c t, y, \tilde{\phi}_{c}(t, \xi, y)\right)
\end{aligned}
$$

We take now the limit $\zeta \rightarrow-\infty$. Since $\tilde{\phi}_{c}(t, \zeta, y), D \tilde{\phi}_{c}(t, \zeta, y) \rightarrow 0$, we get

$$
z_{n}:=\int_{0}^{1 / c} \int_{-\infty}^{\xi_{n}} \int_{\mathbb{T}^{N-1}} f\left(\xi-c t, y, \tilde{\phi}_{c}(t, \xi, y)\right) \rightarrow 0 \quad \text { as } n \rightarrow+\infty .
$$

On the other hand, since $\tilde{\phi}_{c}$ is positive at least for $\xi$ close to $-\infty$ we get that $z_{n}$ is bounded from below by some positive constant, which is in contradiction with $z_{n} \rightarrow 0$ as $n \rightarrow \infty$. Hence Claim 3.8 is proved.

Now we are ready to prove that $\lim _{\xi \rightarrow+\infty} \tilde{\phi}_{c}(t, \xi, y)=1$ : Claim 3.8 implies that $\tilde{\phi}_{c}(0)$ is bounded from below by a positive constant on some $\left[X^{\prime},+\infty\right) \times \mathbb{T}^{N-1}$; since $\tilde{\phi}_{c}$ is positive, it is also bounded from below by a positive constant on $\left[0, \frac{1}{c}\right] \times\left\{X^{\prime}\right\} \times \mathbb{T}^{N-1}$, and then the weak maximum principle implies that $\tilde{\phi}_{c}$ is bounded from below by a positive constant $\gamma$ on $\left[0, \frac{1}{c}\right] \times\left[X^{\prime},+\infty\right) \times \mathbb{T}^{N-1}$. Now consider $\tilde{\Phi}:=1-\tilde{\phi}_{c}$ and $f(x, y, u)=(1-u) h(x, y, u)$. Since $\frac{\partial f}{\partial u}(x, y, 1)<0$, there is some $h_{0}>0$ such that $h(x, y, u) \geq h_{0}>0$ for all $(x, y, u) \in$ $\mathbb{R} \times \mathbb{T}^{N-1} \times[\gamma, 1]$. Moreover the function $\tilde{\Phi}$ satisfies the equation

$$
\tilde{\Phi}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{\Phi})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{\Phi}+h\left(\xi-c t, y, \tilde{\phi}_{c}\right) \tilde{\Phi}=0
$$

In the domain $\mathbb{R}_{+} \times\left[X^{\prime},+\infty\right) \times \mathbb{T}^{N-1}$, it is easy to check that the function

$$
\Psi(t, \xi, y):=\|\tilde{\Phi}(0)\|_{\infty} e^{-h_{0} t}+C e^{-\mu \xi}
$$

will be an upper solution if $\mu>0$ is small enough. Then, if $C \geq e^{\mu X^{\prime}}$, then the weak maximum principle implies that $\tilde{\Phi}(t, \xi, y) \leq \Psi(t, \xi, y)$ for all $t \geq 0, \xi \geq X^{\prime}$ and $y \in \mathbb{T}^{N-1}$. Since $\tilde{\Phi}$ is $1 / c$-periodic in time, we can evaluate the previous inequality for $t=t+N / c$ and pass to the limit as $N \rightarrow+\infty$. Thus we get $\tilde{\Phi}(t, \xi, y) \leq C e^{-\mu \xi}$ Hence, $\tilde{\Phi}(t, \xi, y) \rightarrow 0$ and $\tilde{\phi}_{c}(t, \xi, y) \rightarrow 1$ as $\xi \rightarrow+\infty$. This completes the proof of Step 2.

Step 3: the constructed pulsating wave is increasing in time.
To complete the proof of Proposition 3.3, it remains to prove that the constructed pulsating wave $\phi_{c}$ satisfies: $\partial_{t} \phi_{c}>0$, or equivalently that $\partial_{t} \tilde{\phi}_{c}+c \partial_{\xi} \tilde{\phi}_{c}>0$.

We are going to prove that

$$
\begin{equation*}
\forall t^{\prime}>0, \forall t \in \mathbb{R}, \forall x \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad \phi_{c}(t, x, y) \leq \phi_{c}\left(t+t^{\prime}, x, y\right) \tag{3.17}
\end{equation*}
$$

In the moving frame, this becomes

$$
\forall t^{\prime}>0, \forall t \in \mathbb{R}, \forall x \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad \tilde{\phi}_{c}(t, x+c t, y) \leq \tilde{\phi}_{c}\left(t+t^{\prime}, x+c t+c t^{\prime}, y\right)
$$

hence we want to prove that

$$
\begin{equation*}
\forall t^{\prime}>0, \forall t \in \mathbb{R}, \forall \xi \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad \tilde{\phi}_{c}(t, \xi, y) \leq \tilde{\phi}_{c}\left(t+t^{\prime}, \xi+c t^{\prime}, y\right) \tag{3.18}
\end{equation*}
$$

Fix $t^{\prime}>0$ and denote

$$
\tilde{d}(t, \xi, y)=\tilde{\phi}_{c}\left(t+t^{\prime}, \xi+c t^{\prime}, y\right)-\tilde{\phi}_{c}(t, \xi, y)
$$

The function $\tilde{d}$ satisfies

$$
\begin{aligned}
\tilde{d}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{d})+ & \left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{d} \\
& =f\left(\xi-c t, y, \tilde{\phi}_{c}\left(t+t^{\prime}, \xi+c t^{\prime}, y\right)\right)-f\left(\xi-c t, y, \tilde{\phi}_{c}(t, \xi, y)\right)
\end{aligned}
$$

hence there exists some function $b\left(t, \xi, y, t^{\prime}\right)$ such that

$$
\tilde{d}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{d})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{d}=f_{u}\left(\xi-c t, y, b\left(t, \xi, y, t^{\prime}\right)\right) \tilde{d}
$$

Now note that $\tilde{d}$ is bounded, and moreover

$$
\tilde{d}(t, \xi, y) \sim_{\xi \rightarrow-\infty}\left(e^{r_{-}(c) c t^{\prime}}-1\right) e^{r_{-}(c) \xi} \psi_{r_{c}}(\xi-c t, y)>0
$$

hence there exists $C \geq 0$ such that

$$
\forall \xi \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad \tilde{d}(0, \xi, y)+C \tilde{V}^{\delta}(0, \xi, y)=\tilde{d}(0, \xi, y)+C \tilde{V}^{\left(\lambda_{\delta}, \omega_{\delta}\right)}(0, \xi, y) \geq 0
$$

Finally, we note that

$$
\begin{aligned}
& \quad\left(\tilde{d}+C \tilde{V}^{\delta}\right)_{t}-\operatorname{div}\left(A(\xi-c t, y) D\left(\tilde{d}+C \tilde{V}^{\delta}\right)\right)+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D\left(\tilde{d}+C \tilde{V}^{\delta}\right) \\
& - \\
& -f_{u}\left(\xi-c t, y, b\left(t, \xi, y, t^{\prime}\right)\right)\left(\tilde{d}+C \tilde{V}^{\delta}\right)=\left(f_{u}(\xi-c t, y, 0)-f_{u}\left(\xi-c t, y, b\left(t, \xi, y, t^{\prime}\right)\right)\right) C \tilde{V}^{\delta} \geq 0
\end{aligned}
$$

We deduce from the weak maximum principle that, for all $(t, \xi, y) \in \mathbb{R} \times \mathbb{R} \times \mathbb{T}^{N-1}$,

$$
\left(\tilde{d}+C \tilde{V}^{\delta}\right)(t, \xi, y) \geq 0
$$

Now we use the fact that $\tilde{d}$ is $1 / c$-periodic in time: we fix $\tau \in[0,1 / c]$, and we evaluate this inequality at $t=\tau+N / c$; then letting $N \rightarrow+\infty$, we obtain that $\tilde{d} \geq 0$. This implies (3.18), hence (3.17), which obviously implies that $\partial_{t} \phi_{c} \geq 0$. To obtain the stronger property that we want: $\partial_{t} \phi_{c}>0$, it is sufficient to note that $\partial_{t} \phi_{c}$ is a nonnegative solution of the parabolic equation

$$
v_{t}-\operatorname{div}(A(x, y) D v)+B(x, y) \cdot D v=f_{u}\left(x, y, \phi_{c}\right) v
$$

hence the strong maximum principle implies that either $\partial_{t} \phi_{c}>0$ or $\partial_{t} \phi_{c}$ is identically zero. But in this last case, $\phi_{c}$ does not depend on $t$, hence

$$
\phi(t, x, y)=\phi_{t}\left(t+\frac{1}{c}, x, y\right)=\phi_{c}(t, x+1, y) ;
$$

repeating this argument, we obtain that $\phi(t, x, y)=1$, thanks to the limit as the space variable $x \rightarrow+\infty$. But this violates the other limit condition $\phi_{c}(t,-\infty, y)=0$. Hence the constructed pulsating wave satisfies $\partial_{t} \phi_{c}>0$, and this concludes the proof of Step 3 and of Proposition 3.3.

### 3.2 Attractive dynamics

Now we are interested in the Cauchy problem associated to (1.1). We recall that we assume that $c>c_{*}, \phi_{c}$ is a pulsating wave propagating at speed $c$, and the initial condition $u_{0}$ is trapped between two translates of $\phi_{c}$, as in Theorem 1.3. We denote

$$
\begin{equation*}
N L[u]=u_{t}-\operatorname{div}(A D u)+B \cdot D u-f(x, y, u) . \tag{3.19}
\end{equation*}
$$

Hence $u$ is solution of (1.1) if and only if $N L[u]=0$. The proof of Theorem 1.3 follows the same strategy than the one of Theorem 1.1.

### 3.2.1 The exact shift

Given a sufficiently smooth function $m:(0,+\infty) \times \mathbb{R} \times \mathbb{T}^{N-1} \rightarrow \mathbb{R}$, consider

$$
T^{(m)} \phi_{c}(t, x, y):=\phi_{c}(t+m(t, x, y), x, y) .
$$

Of course, when $m$ is identically zero, we have $T^{(0)} \phi_{c}=\phi_{c}$, and $N L\left[T^{(0)} \phi_{c}\right]=0$. Let us compute in the general case $N L\left[T^{(m)} \phi_{c}\right]$ : some computations lead to

$$
N L\left[T^{(m)} \phi_{c}\right]=\left(m_{t}-\operatorname{div}(A D m)+\left(B-2 A \frac{D \partial_{t} \phi_{c}}{\partial_{t} \phi_{c}}\right) \cdot D m-\frac{\partial_{t t} \phi_{c}}{\partial_{t} \phi_{c}} A D m \cdot D m\right) \partial_{t} \phi_{c}
$$

where, in the right handside, $m$ and its derivatives are evaluated at $(t, x, y)$, the coefficients $A, B$ are evaluated at $(x, y)$, and $\partial_{t} \phi_{c}$ and its derivatives are evaluated at $(t+m(t, x, y), x, y)$. Hence $T^{(m)} \phi_{c}$ is solution of (1.1) if and only if

$$
\begin{equation*}
m_{t}-\operatorname{div}(A D m)+\left(B-2 A \frac{D \partial_{t} \phi_{c}}{\partial_{t} \phi_{c}}\right) \cdot D m-\frac{\partial_{t t} \phi_{c}}{\partial_{t} \phi_{c}} A D m \cdot D m=0 . \tag{3.20}
\end{equation*}
$$

Since, given $(x, y)$, the function $t \mapsto \phi_{c}(t, x, y)$ is strictly increasing, the (exact) shift

$$
m^{*}(t, x, y):=\left(\phi_{c}(\cdot, x, y)\right)^{-1}(u(t, x, y))-t
$$

satisfies $u(t, x, y)=\phi_{c}\left(t+m^{*}(t, x, y), x, y\right)$ and (3.20). To be able to provide interesting properties of $u$, we will not go further in this direction, the problem (3.20) being too complicated to study; instead, we will consider an "approximate shift", as in the proof of Theorem 1.1. In the following:

- first we choose an approximate shift, simplifying (3.20) thanks to the properties of the pulsating wave $\phi_{c}$ proved in Proposition 3.3;
- next we study the properties of this approximate shift;
- at last, we study the difference between the exact solution $u$ of the Cauchy problem (1.1) and the shifted wave associated to the approximate shift, and we prove the convergence result stated in Theorem 1.3


### 3.2.2 The approximate shift and the associated shifted wave

In Proposition 3.3 we proved that

$$
\phi_{c}(t, x, y)=e^{r_{-}(c)(x+c t)} \psi_{r_{c}}(x, y)+O\left(e^{\left(r_{-}(c)+\delta\right)(x+c t)}\right)=V(t, x, y)+O\left(e^{\left(r_{-}(c)+\delta\right)(x+c t)}\right) .
$$

Now, due to elliptic regularity, the exponential deviation of $\phi_{c}$ from $V$ also holds for the derivatives: indeed, $\phi_{c}$ and $V$ satisfy

$$
\left\{\begin{array}{l}
\left(\phi_{c}\right)_{t}-\operatorname{div}\left(A(x, y) D \phi_{c}\right)+B(x, y) \cdot D \phi_{c}=f\left(x, y, \phi_{c}\right), \\
V_{t}-\operatorname{div}(A(x, y) D V)+B(x, y) \cdot D V=f_{u}(x, y, 0) V
\end{array}\right.
$$

hence the difference $\phi_{c}-V$ satisfies (in the variable $(t, \xi, y)$ )

$$
\begin{aligned}
\left(\tilde{\phi}_{c}-\tilde{V}\right)_{t}-\operatorname{div}(A(\xi-c t & \left., y) D\left(\tilde{\phi}_{c}-\tilde{V}\right)\right)+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D\left(\tilde{\phi}_{c}-\tilde{V}\right) \\
& -f_{u}(\xi-c t, y, 0)\left(\tilde{\phi}_{c}-\tilde{V}\right)=f\left(\xi-c t, y, \tilde{\phi}_{c}\right)-f_{u}(\xi-c t, y, 0) \tilde{\phi}_{c} .
\end{aligned}
$$

Since

$$
\tilde{\phi}_{c}-\tilde{V}=O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right), \quad f\left(\xi-c t, y, \tilde{\phi}_{c}\right)-f(\xi-c t, y, 0) \tilde{\phi}_{c}=O\left(e^{\left(r_{-}(c)+\delta\right) \xi}\right),
$$

we deduce that the derivatives of $\tilde{\phi}_{c}-\tilde{V}$ satisfy the same estimates.
Hence, neglecting in a first approach the residual term, we obtain

$$
\begin{aligned}
\partial_{t} \phi_{c}(t, x, y) & =c r_{-}(c) e^{r_{-}(c)(x+c t)} \psi_{r_{c}}(x, y)+\ldots \\
\partial_{t t} \phi_{c}(t, x, y) & =c^{2} r_{-}(c)^{2} e^{r_{-}(c)(x+c t)} \psi_{r_{c}}(x, y)+\ldots,
\end{aligned}
$$

$$
D \partial_{t} \phi_{c}(t, x, y)=c r_{-}(c)^{2} e^{r_{-}(c)(x+c t)} \psi_{r_{c}}(x, y) e_{1}+c r_{-}(c) e^{r_{-}(c)(x+c t)} D \psi_{r_{c}}(x, y)+\ldots
$$

This invites us to choose the approximate shift as the solution of the Cauchy problem

$$
\left\{\begin{array}{l}
m_{t}-\operatorname{div}(A D m)+\left(B-2 A \frac{D \psi_{r_{c}}}{\psi_{r_{c}}}-2 r_{-}(c) A e_{1}\right) \cdot D m-c r_{-}(c) A D m \cdot D m=0  \tag{3.21}\\
m(0, x, y)=m_{0}(x, y)
\end{array}\right.
$$

the coefficients of this equation being the equivalents as $x+c t \rightarrow-\infty$ of the coefficients of (3.20), and where the initial condition $m_{0}$ is chosen as follows: as we did in subsection 2.3, we choose $m_{0}=m^{*}(0)$ if $m^{*}(0)$ is $C^{1}$ and bounded in norm $C^{1}$; in the general case, it can be checked, as in subsection 2.3, that $m^{*}(1)$ is $C^{1}$ and bounded in norm $C^{1}$, thanks to the definition of the exact shift $m^{*}$ and the assumption on the initial condition $u_{0}$ (trapped between two translates of $\phi_{c}$ ); then we solve the Cauchy problem related to $m$ on the time interval $(1,+\infty)$, choosing $m(1)=m^{*}(1)$ as initial condition. In the following we assume that $m^{*}(0)$ is $C^{1}$ and bounded, and thus $m_{0}=m^{*}(0)$.

Now we are ready to sum up the properties of the approximate shift $m$ that will be of interest for us:

Proposition 3.9 The solution $m$ of the Cauchy problem (3.21) has the following properties:
(i) $m$ is bounded on $(0,+\infty) \times \mathbb{R} \times \mathbb{T}^{N-1}$, and more precisely

$$
\forall t>0, \forall x \in \mathbb{R}, \forall y \in \mathbb{T}^{N-1}, \quad m(t, x, y) \in\left[-\left\|m^{*}(0)\right\|_{\infty},\left\|m^{*}(0)\right\|_{\infty}\right] ;
$$

(ii) $m$ is $C^{1}$ on $(0,+\infty) \times \mathbb{R} \times \mathbb{T}^{N-1}$, and $(t, x, y) \mapsto D m(t, x, y)$ is bounded on $(0,+\infty) \times$ $\mathbb{R} \times \mathbb{T}^{N-1}$;
(iii) $\lim _{t \rightarrow+\infty}\left\|\left(m_{t}, D m, D^{2} m\right)(t, .)\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=0$.

Before proving Proposition 3.9, let us introduce the shifted wave associated to the approximate shift $m$ solution of (3.21):

$$
\begin{equation*}
u^{a p p}(t, x, y):=T^{(m)} \phi_{c}(t, x, y)=\phi_{c}(t+m(t, x, y), x, y) . \tag{3.22}
\end{equation*}
$$

Of course $u^{a p p}(0, x, y)=u_{0}(x, y)$, but $u^{a p p}$ is not solution of (1.1), since $m$ is not solution of (3.20). However, we can check that $N L\left[u^{a p p}\right]$ decays faster than $e^{r_{-}(c)(x+c t)}$ as $x+c t \rightarrow-\infty$, a property that was essential in the proof of Theorem 1.1: indeed, we already know that

$$
\begin{equation*}
\frac{N L\left[u^{a p p}\right]}{\partial_{t} \phi_{c}}=m_{t}-\operatorname{div}(A D m)+\left(B-2 A \frac{D \partial_{t} \phi_{c}}{\partial_{t} \phi_{c}}\right) \cdot D m-\frac{\partial_{t t} \phi_{c}}{\partial_{t} \phi_{c}} A D m \cdot D m, \tag{3.23}
\end{equation*}
$$

where $m$ and its derivatives are evaluated at $(t, x, y)$, the coefficients $A, B$ are evaluated at $(x, y)$, and $\partial_{t} \phi_{c}$ and its derivatives are evaluated at $(t+m(t, x, y), x, y)$; taking now care of the residual term $\phi_{c}-V$, it is easy to check that

$$
\begin{gathered}
\frac{D \partial_{t} \phi_{c}(t+m(t, x, y), x, y)}{\partial_{t} \phi_{c}(t+m(t, x, y), x, y)}=\frac{D \psi_{r_{c}}(x, y)}{\psi_{r_{c}}(x, y)}+r_{-}(c) e_{1}+O\left(e^{\delta(x+c t)}\right), \\
\frac{\partial_{t t} \phi_{c}}{\partial_{t} \phi_{c}}=c r_{-}(c)+O\left(e^{\delta(x+c t)}\right),
\end{gathered}
$$

which yields that

$$
\frac{N L\left[u^{a p p}\right]}{\partial_{t} \phi_{c}}=O\left(e^{\delta(x+c t)}\right)(|D m|+A D m \cdot D m),
$$

hence

$$
\begin{equation*}
N L\left[u^{a p p}\right]=O\left(e^{\delta(x+c t)}\right)\left(|D m|+|D m|^{2}\right) \partial_{t} \phi_{c}=O\left(e^{\left(r_{-}(c)+\delta\right)(x+c t)}\right)\left(|D m|+|D m|^{2}\right) . \tag{3.24}
\end{equation*}
$$

This estimate and the results of Proposition 3.9 will be the main arguments to prove the convergence result of Theorem 1.3 (the convergence of the shifted wave $u^{a p p}$ to $u$ ), as explained in the following subsection. To conclude this subsection, we prove the properties of $m$ :

Proof of Proposition 3.9. The Hopf-Cole transform $s(t, x, y)=e^{c r_{-}(c) m(t, x, y)}$ allows us to transform the nonlinear problem (3.21) into a linear parabolic equation: $p$ is solution of

$$
\left\{\begin{array}{l}
s_{t}-\operatorname{div}(A D s)+\left(B-2 A \frac{D \psi_{r_{c}}}{\psi_{r_{c}}}-2 r_{-}(c) A e_{1}\right) \cdot D s=0  \tag{3.25}\\
s(0)=e^{c r_{-}(c) m(0)}
\end{array}\right.
$$

Then standard theory on linear parabolic equations imply (i) (weak maximum principle) and (ii) (regularity) of Proposition 3.9. Concerning (iii): we generalize a result proved by L. Rossi in the elliptic case (see [27]), and the idea is the same. The proof follows from the following three assertions:

- Claim 3.10 : every element of the $\omega$ limit set of the initial condition $s(0)$ generates a bounded and global solution - i.e. a solution defined for all real time - of the associated Cauchy problem (3.25);
- Claim 3.11 : every bounded and global solution of the Cauchy problem (3.25) is constant in space and time;
- Claim 3.12 : $\lim _{t \rightarrow+\infty}\left\|\left(s_{t}, D s, D^{2} s\right)(t, .)\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=0$.

Of course Claim 3.12 immediately implies (iii) of Proposition 3.9. Hence it remains to prove these three claims.

Claim 3.10 is classical: $\{s(t), t \geq 0\}$ is relatively compact in $C^{0}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)$. Choose $t_{n} \rightarrow+\infty$ such that $s\left(t_{n}\right)$ converges locally uniformly to $s_{\infty}$, and consider the solution $S$ of the Cauchy problem

$$
\left\{\begin{array}{l}
S_{t}-\operatorname{div}(A D S)+\left(B-2 A \frac{D \psi_{r_{c}}}{\psi_{r_{c}}}-2 r_{-}(c) A e_{1}\right) \cdot D S=0,  \tag{3.26}\\
S(0)=s_{\infty}
\end{array}\right.
$$

Of course $S$ is well defined on $[0,+\infty)$, but we are going to prove that $S$ is also well defined on $[-1,1]$ and satisfies the problem on $(-1,1)$ :

- first, by continuity, we have that $s\left(t_{n}+t\right) \rightarrow S(t)$ for all $t \geq 0$;
- next, choose $n_{1}$ such that $t_{n} \geq 2$ for all $n \geq n_{1}$, and consider the sequence $\left(s_{n}\right)_{n}$, $s_{n}(t, x, y)=s\left(t+t_{n}, x, y\right)$ : it is relatively compact in $C^{0}\left([-1,1] \times \mathbb{R} \times \mathbb{T}^{N-1}\right)$, hence it has a subsequence $\left(s_{\varphi(n)}\right)_{n}$ that converges locally uniformly to some $S_{1}$. Then $S_{1}(t)=S(t)$ for all $t \in[0,1]$, and we derive from parabolic estimates that $S_{1}$ is solution of the Cauchy problem (3.26) on the time interval $(-1,1)$.

Hence this allows us to extend $S$ on the time interval $[-1,0]$, and then the same resoning implies that it is a global solution, which proves Claim 3.10.

To prove Claim 3.11, we consider a global solution $S$ of (3.26), and we are going to prove that for all vector $e$ of the canonical basis of $\mathbb{R}^{N}$

$$
\begin{equation*}
\lim _{|t, x, y| \rightarrow+\infty}(S(t,(x, y)+e)-S(t, x, y))=0 . \tag{3.27}
\end{equation*}
$$

Consider

$$
m:=\liminf _{|t, x, y| \rightarrow+\infty}(S(t,(x, y)+e)-S(t, x, y)) .
$$

There exists $\left(t_{n}, x_{n}, y_{n}\right)_{n}$ be such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty}\left(S\left(t_{n},\left(x_{n}, y_{n}\right)+e\right)-S\left(t_{n}, x_{n}, y_{n}\right)\right)=m . \tag{3.28}
\end{equation*}
$$

Up to the extraction of a subsequence we may assume that

$$
\lim _{n \rightarrow+\infty} S\left(t+t_{n},(x, y)+\left(x_{n}, y_{n}\right)+e\right) \text { exists in } C_{l o c}^{2}\left(\mathbb{R} \times \mathbb{R} \times \mathbb{T}^{N-1}\right)
$$

Call it $S_{\infty}(t, x, y)$. Because we are dealing with a liminf in (3.28), we have

$$
S_{\infty}(t,(x, y)+e)-S_{\infty}(t, x, y) \geq m
$$

hence, because it is equal to $m$ at $(0,0,0)$, it is equal to $m$ everywhere by the strong maximum principle. Therefore, for all $k$ :

$$
S_{\infty}(t,(x, y)+k e)-S_{\infty}(t, x, y)=k m,
$$

a contradiction with the boundedness of $S$ if $m \neq 0$, thus $m=0$. In the same way,

$$
\limsup _{|t, x, y| \rightarrow+\infty}(S(t,(x, y)+e)-S(t, x, y))=0
$$

hence (3.27) is proved. This implies that $S(t,(x, y)+e)-S(t, x, y)$ has a maximum and a minimum. Thus, using twice the strong maximum principle, it is periodic in $(x, y)$, hence constant. Claim 3.11 is proved.

Claim 3.12 is now an easy consequence of Claims 3.10 and 3.11, using parabolic estimates. Take the solution $s$ of the Cauchy problem (3.25). The only possible limit for its space derivatives is 0 : indeed, assume $D s\left(t_{n}, x_{n}, y_{n}\right) \rightarrow \ell$, and extract a subsequence of $\left(s\left(t_{n}\right)_{n}\right.$ that converges locally uniformly; hence its limit is a global solution, thus a constant, and parabolic estimates imply that $D s\left(t_{n}\right) \rightarrow 0$, hence $\ell=0$. Then $\lim _{t \rightarrow+\infty}\|D s(t, .)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=$ 0 , and in the same way $\lim _{t \rightarrow+\infty}\left\|D^{2} s(t, .)\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=0$; finally the equation shows that $\lim _{t \rightarrow+\infty}\left\|s_{t}(t, .)\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=0$, which concludes the proof of Claim 3.12, and of Proposition 3.9 .

### 3.2.3 The difference between the solution and the shifted wave: proof of Theorem 1.3

Now we have everything to study the difference $u-u^{a p p}$, and prove that it converges to 0 uniformly in space. The arguments are very close to the ones used in the proof of Theorem 1.1, subsection 2.5 . We denote

$$
v(t, x, y):=\left(u-u^{a p p}\right)(t, x, y), \quad g(t, x, y):=N L\left[u^{a p p}\right](t, x, y),
$$

and $\tilde{w}$ the solution of the Cauchy problem

$$
\left\{\begin{array}{l}
\tilde{w}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{w})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{w}-f_{u}(\xi-c t, y, 0) \tilde{w}=|\tilde{g}|,  \tag{3.29}\\
\tilde{w}(0)=\tilde{v}(0)=0
\end{array}\right.
$$

and we are going to prove the following facts (analog to Claims 2.2-2.4):

- Claim 3.13 : for all $t>0$, all $\xi \in \mathbb{R}$ and all $y \in \mathbb{T}^{N-1}$, we have $|\tilde{v}(t, \xi, y)| \leq \widetilde{w}(t, \xi, y)$;
- Claim 3.14 : for all $\xi_{0} \in \mathbb{R}, \sup _{\xi \leq \xi_{0}, y \in \mathbb{T}^{N-1}} \widetilde{w}(t, \xi, y) \rightarrow 0$ as $t \rightarrow+\infty$;
- Claim 3.15 : there exists $\xi_{0} \in \mathbb{R}$ such that $\sup _{\xi \geq \xi_{0}, y \in \mathbb{T}^{N-1}}|\widetilde{v}(t, \xi, y)| \rightarrow 0$ as $t \rightarrow+\infty$.

It is clear that Claims 3.13-3.15 imply Theorem 1.3: they imply that $\|\widetilde{v}(t)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)} \rightarrow 0$ as $t \rightarrow+\infty$, hence $\left\|u(t)-u^{a p p}(t)\right\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}=\|v(t)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)} \rightarrow 0$ as $t \rightarrow+\infty$. Hence it remains to prove these claims.

Claim 3.13 is a consequence of the weak maximum principle: indeed, using the mean value theorem, there exists $b(t, x, y)$ such that

$$
f(x, y, u)-f\left(x, y, u^{a p p}\right)=f_{u}(x, y, b(t, x, y))\left(u-u^{a p p}\right)
$$

which implies that the difference $v$ satisfies

$$
\tilde{v}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{v})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{v}-f_{u}(\xi-c t, y, \tilde{b}(t, \xi, y)) \tilde{v}=-\tilde{g}
$$

Then we note that the solution $\tilde{w}$ of (3.29) satisfies $\tilde{w} \geq 0$, and the concavity of $f$ implies that

$$
(\tilde{w}-\tilde{v})_{t}-\operatorname{div}(A(\xi-c t, y) D(\tilde{w}-\tilde{v}))+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D(\tilde{w}-\tilde{v})-f_{u}(\xi-c t, y, \tilde{b}(t, \xi, y))(\tilde{w}-\tilde{v}) \geq 0
$$

since $\tilde{w}(0)=\tilde{v}(0)$, we obtain that $\tilde{v} \leq \tilde{w}$; similarly $-\tilde{v} \leq \tilde{w}$, hence $|\tilde{v}| \leq \tilde{w}$, hence Claim 3.13 is proved.

Claim 3.14 is a consequence of Lemma 3.4: by Duhamel's formula,

$$
\tilde{w}(t)=\int_{0}^{t} T(t, s)|\tilde{g}(s)| d s
$$

thanks to (3.24),

$$
|\tilde{g}(s)|=O(1) e^{\left(r_{-}(c)+\delta\right) \xi}\|D m(s)\|_{L^{\infty}\left(\mathbb{R}^{\times} \mathbb{T}^{N-1}\right)}
$$

since $|\tilde{g}(s)| \in Y_{\delta}$, Lemma 3.4 says that $\|T(t, s)\|_{Y_{\delta}}=O(1) e^{-\omega_{\delta}(t-s)}$, hence we obtain that

$$
\|\tilde{w}(t)\|_{Y_{\delta}} \leq O(1) \int_{0}^{t} e^{-\omega_{\delta}(t-s)}\|D m(s)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)} d s
$$

finally, Proposition 3.9 and usual properties of convolution imply that $\|\tilde{w}(t)\|_{Y_{\delta}} \rightarrow 0$ as $t \rightarrow+\infty$, hence Claim 3.14 is proved.

Claim 3.15 is a consequence of Claim 3.14: since the initial condition is trapped between $\phi_{c}(-M)$ and $\phi_{c}(M)$, we know that for all $t>0, u(t)$ is trapped between $\phi_{c}(t-M)$ and $\phi_{c}(t+M)$, hence $\tilde{u}(t, \xi, y) \geq \phi_{c}(t-M, \xi-c t, y)$; choosing $k \in \mathbb{N}$ such that $\frac{k}{c} \geq M$, we obtain that

$$
\tilde{u}(t, \xi, y) \geq \phi_{c}\left(t-\frac{k}{c}, \xi-c t, y\right)=\phi_{c}(t, \xi-c t-k, y)=\tilde{\phi}_{c}(t, \xi-k, y)
$$

now, there exists $q_{0}>0, \eta>0$ such that $-f_{u}(x, y, s) \geq q_{0}$ for all $x \in \mathbb{R}$, all $y \in \mathbb{T}^{N-1}$ and all $s \in(1-\eta, 1)$; since there exists $\xi_{0}$ large enough such that $\tilde{\phi}_{c}(t, \xi-k, y) \geq 1-\eta$ for all $t>0$, all $\xi \geq \xi_{0}$ and all $y \in \mathbb{T}^{N-1}$, we see that $\tilde{u}(t, \xi, y) \geq 1-\eta$ for all $t>0$, all $\xi \geq \xi_{0}$ and all $y \in \mathbb{T}^{N-1}$. The same property holds for $u^{a p p}$, hence we obtain the following, valid for all $(t, \xi, y)$ :

$$
\tilde{b}(t, \xi, y) \geq 1-\eta, \quad \text { and } \quad-f_{u}(\xi-c t, y, \tilde{b}(t, \xi, y)) \geq q_{0}>0
$$

Then the difference $\tilde{v}$ satisfies, for all $t>0, \xi \geq \xi_{0}, y \in \mathbb{T}^{N-1}$ :

$$
\tilde{v}_{t}-\operatorname{div}(A(\xi-c t, y) D \tilde{v})+\left(B(\xi-c t, y)+c e_{1}\right) \cdot D \tilde{v}-f_{u}(\xi-c t, y, \tilde{b}(t, \xi, y)) \tilde{v}=\tilde{g}
$$

and $\tilde{v}\left(t, \xi_{0}, y\right) \rightarrow 0$ as $t \rightarrow+\infty$, and $\tilde{v}(0, \xi, y)=0$ as $\xi \geq \xi_{0}, y \in \mathbb{T}^{N-1}$. It follows from (3.23) that $\tilde{g}(t, \xi, y)=O(1)\|D m(t)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}$; then there exists a super solution of this problem of the form $k(t)$, with $k$ decaying sufficiently slowly to 0 as $t \rightarrow+\infty$ ( $k$ has to decay more slowly than $\left.\|D m(t)\|_{L^{\infty}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right)}\right)$, hence Claim 3.15 is proved, and the proof of Theorem 1.3 is complete.

### 3.3 Interpretation of Theorem 1.3

We have therefore an effective equation for the local shift, but the information provided so far is rather scarse. In fact, one could very well ask about the point of developping the above computations, all the more as the Berestycki-Hamel argument - see [4] - would probably apply here with no real modifications. The extra information is provided by extracting from Norris [22] the following facts. Let us consider the linear parabolic equation, with periodic and without zero order coefficients

$$
\begin{equation*}
u_{t}-\operatorname{div}(a(X) D u)+b(X) \cdot D u=0 \tag{3.30}
\end{equation*}
$$

where $a$ and $b$ are reasonably - for instance Hölder - smooth, with values from $\mathbb{T}^{N}$ into, respectively, the set of definite positive matrices and $\mathbb{R}^{N}$. There is - Krein-Rutman Theorem plus some elementary functional analysis - a unique function $e^{*} \in C^{2}\left(\mathbb{T}^{N}\right)$ solving

$$
\begin{equation*}
-\operatorname{div}\left(a D e^{*}+e^{*} b\right)=0, \quad e^{*}>0, \int_{\mathbb{T}^{N}} e^{*}=1: \tag{3.31}
\end{equation*}
$$

indeed, denoting

$$
L_{a, b} u:-\operatorname{div}(a(X) D u)+b(X) \cdot D u,
$$

we see that $L_{a, b}(1)=0$, hence 0 is the principal eigenvalue of $L_{a, b}$; now denote $L_{a, b}^{*}$ the adjoint of $L_{a, b}$ :

$$
L_{a, b}^{*} u^{*}=-\operatorname{div}\left(a D u^{*}+u^{*} b\right) ;
$$

consider $\mu^{*}$ the principal eigenvalue of $L_{a, b}^{*}$, and $e^{*}$ an associated positive eigenfunction: since

$$
\mu^{*}\left\langle 1, e^{*}\right\rangle=\left\langle 1, L_{a, b}^{*} e^{*}\right\rangle=\left\langle L_{a, b} 1, e^{*}\right\rangle=0,
$$

we obtain that $\mu^{*}=0$, which implies the existence of $e^{*}$ satisfying (3.31).
Now set

$$
\begin{equation*}
\bar{b}=\int_{\mathbb{T}^{N}}\left(a D e^{*}+e^{*} b\right) d X \tag{3.32}
\end{equation*}
$$

Let $\pi(t, x, y)$ be the fundamental solution of (3.30) - here and only here, we denote by $x$ and $y$ the generic variables of $\mathbb{R}^{N}$, in order to distinguish them from the generic variable of $\mathbb{T}^{N}$. Then

Theorem 3.16 [22] There is a constant, symmetric definite positive matrix $\bar{a}$, and $C>0$ such that

$$
e^{-C(V E+\sqrt{E}))} G_{\bar{a}}(t, x+\bar{b} t-y) \leq \pi(t, x, y) \leq C E^{N / 2} e^{C V E} G_{\bar{a}}(t, x+\bar{b} t-y)
$$

with the following notations:

- $G_{\bar{a}}$ is the image of the usual Gaussian by $\bar{a}: G_{\bar{a}}(t, x)=\frac{1}{\sqrt{\operatorname{det} \bar{a}}(4 \pi t)^{N / 2}} e^{-\frac{\bar{a} x . x}{4 t}}$,
- $V$ and $E$ are corrective factors $V=\inf \left(1, \frac{|y-x-\bar{b} t|}{t}\right)$, and $E=1+\frac{|y-x-\bar{b} t|^{2}}{t}$.

In other words, the fundamental solution of (3.30), shifted by an amount $\bar{b} t$, has a purely diffusive behavior - it is quasi-Gaussian. This theorem does not imply Proposition 3.3, but it makes it much clearer. Indeed, let us apply it and compute the effective shift $\bar{b}$ related to the parabolic equation (3.25) with periodic coefficients satisfied by the Hopf-Cole transform $s$ of the approximate shift $m$. For this, come back to our usual notations, and set, for $p(x, y) \in C^{2}\left(\mathbb{R} \times \mathbb{T}^{N-1}\right):$

$$
\begin{equation*}
L_{c} p:=-\operatorname{div}(A D p)+\left(B-2 A \frac{D \psi_{r_{c}}}{\psi_{r_{c}}}-2 r_{-}(c) A e_{1}\right) \cdot D p \tag{3.33}
\end{equation*}
$$

Let $p_{c}^{*}$ solve

$$
\begin{equation*}
L_{c}^{*} p_{c}^{*}=0, \quad p_{c}^{*}>0 \tag{3.34}
\end{equation*}
$$

We are going to find an expression of $p_{c}^{*}$ involving $\psi_{r_{c}}$, expression that will be useful to compute the effective shift $\bar{b}$. Consider the operator $L^{\left(\psi_{r_{c}}\right)}$ defined by

$$
\begin{equation*}
L^{\left(\psi_{r_{c}}\right)} q:=\psi_{r_{c}} L_{c}\left(\frac{q}{\psi_{r_{c}}}\right) . \tag{3.35}
\end{equation*}
$$

Some computations lead to

$$
\psi_{r_{c}} L_{c}\left(\frac{q}{\psi_{r_{c}}}\right)=-\operatorname{div}(A D q)+\left(B-2 r_{-}(c) A e_{1}\right) \cdot D q-\frac{q}{\psi_{r_{c}}}\left(-\operatorname{div}\left(A D \psi_{r_{c}}\right)+\left(B-2 r_{-}(c) A e_{1}\right) \cdot D \psi_{r_{c}}\right) .
$$

Remember that $\psi_{r_{c}}$ is an eigenfunction of $L\left(r_{-}(c)\right): L\left(r_{-}(c)\right) \psi_{r_{c}}=\mu_{1}\left(r_{-}(c)\right) \psi_{r_{c}}$; the definition (3.3) of $L\left(r_{-}(c)\right)$ gives us that

$$
\begin{aligned}
\psi_{r_{c}} L_{c}\left(\frac{q}{\psi_{r_{c}}}\right)=- & \operatorname{div}(A D q)+\left(B-2 r_{-}(c) A e_{1}\right) \cdot D q \\
& +q\left(-r_{-}(c)^{2} A e_{1} \cdot e_{1}-r_{-}(c) \operatorname{div}\left(A e_{1}\right)+r_{-}(c) B_{1}-f_{u}(X, 0)-\mu_{1}\left(r_{-}(c)\right)\right)
\end{aligned}
$$

hence we obtain that

$$
L^{\left(\psi_{r_{c}}\right)} q=\psi_{r_{c}} L_{c}\left(\frac{q}{\psi_{r_{c}}}\right)=\left(L\left(r_{-}(c)\right)-\mu_{1}\left(r_{-}(c)\right)\right) q
$$

This implies that 0 is the principal eigenvalue of $L^{\left(\psi_{r_{c}}\right)}$, and $\psi_{r_{c}}$ is an associated eigenfunction. The adjoint operator $\left(L^{\left(\psi_{r_{c}}\right)}\right)^{*}$ is given by

$$
\left(L^{\left(\psi_{r_{c}}\right)}\right)^{*} q^{*}=\frac{1}{\psi_{r_{c}}} L_{c}^{*}\left(\psi_{r_{c}} q^{*}\right)
$$

Its principal eigenvalue is also 0 ; denote $\psi_{r_{c}}^{*}$ an associated (positive) eigenfunction:

$$
\left(L^{\left(\psi_{r_{c}}\right)}\right)^{*} \psi_{r_{c}}^{*}=0, \quad \psi_{r_{c}}^{*}>0
$$

Then we obtain that

$$
L_{c}^{*}\left(\psi_{r_{c}} \psi_{r_{c}}^{*}\right)=\psi_{r_{c}}\left(L^{\left(\psi_{r_{c}}\right)}\right)^{*} \psi_{r_{c}}^{*}=0
$$

Since $\psi_{r_{c}} \psi_{r_{c}}^{*}$ is positive, up to a suitable normalization we have

$$
p_{c}^{*}=\psi_{r_{c}} \psi_{r_{c}}^{*}
$$

Now call $\bar{b}_{1}$ the first component of the effective drift $\bar{b}$ given by (3.32), we have:

$$
\begin{aligned}
\bar{b}_{1} & =\int_{\mathbb{T}^{N}}\left(A D\left(\psi_{r_{c}} \psi_{r_{c}}^{*}\right) \cdot e_{1}+\psi_{r_{c}} \psi_{r_{c}}^{*}\left(B_{1}-2 r_{-}(c) A e_{1} \cdot e_{1}-2 \frac{A D \psi_{r_{c}}}{\psi_{r_{c}}} \cdot e_{1}\right)\right) d X \\
& =\int_{\mathbb{T}^{N}}\left(-2 \psi_{r_{c}}^{*} A e_{1} \cdot D \psi_{r_{c}}-\psi_{r_{c}} \psi_{r_{c}}^{*}\left(-B_{1}+2 r_{-}(c) A e_{1} \cdot e_{1}+\operatorname{div}\left(A e_{1}\right)\right)\right) d X
\end{aligned}
$$

This seemingly hopeless expression has an interpretation. Indeed, differentiating the equality

$$
L(\lambda) \psi_{\lambda}=\mu_{1}(\lambda) \psi_{\lambda}
$$

with respect to $\lambda$ (recall that we have all the right to do it because $\lambda \mapsto \mu_{1}(\lambda)$ is real analytic, $\psi_{\lambda}$ is a simple eigenfunction, hence an analytic function of $\lambda$ ), multiplying by $\psi_{\lambda}^{*}$ and integrating over $\mathbb{T}^{N}$ we obtain, using (3.2) and (3.6):

$$
\bar{b}_{1}=\frac{d \mu_{1}}{d \lambda}\left(r_{-}(c)\right)=V_{*}(c)-c .
$$

And we know that $V_{*}(c)>0$.
Conclusion: In the reference frame of the pulsating wave - i.e. with horizontal drift $-c e_{1}$, the dynamics of the local shift $m(t, x, y)$ can be decomposed into

1. an effective drift with horizontal component $V_{*}(c)$,
2. the dynamics of a pure diffusion equation.

Moreover, exactly as in Section 2, there is a nonconvergence result.
Proposition 3.17 Assume that the initial shift $m_{0}$ is such that $S_{0}=e^{r_{-}(c) m_{0}}$ oscillates slowly at $-\infty$ :

$$
\forall \varepsilon>0, \exists A>0, \exists \eta>0, \forall z, z^{\prime} \leq-A \text { and } 1-\eta \leq \frac{z}{z^{\prime}} \leq 1+\eta \Longrightarrow\left|S_{0}(z, y)-S_{0}\left(z^{\prime}, y\right)\right| \varepsilon
$$

Then the Hopf-Cole transform of the approximate shift m satisfies $s(t, 0)=S_{0}\left(-V_{*}(c) t, y\right)+$ $o(1)$.

The proof consists in rewriting that of Proposition 2.7, the Gaussian heat kernel being replaced by the lower or upper estimates provided by Theorem 3.16.

## 4 The general model (1.1) in one space dimension: proof of Theorem 1.4

We are not going to recall the preliminary steps: the whole point is to compute, as explicitely as possible, the solution of (3.21), that is now:

$$
\begin{equation*}
m_{t}-m_{x x}-2\left(\frac{\psi_{c}^{\prime}}{\psi_{c}}+r_{c}\right) m_{x}-c r_{c} m_{x}^{2}, \quad \phi_{c}\left(m_{0}(x), x\right)=u_{0}(x), \tag{4.1}
\end{equation*}
$$

where we have denoted, for short: $r_{c}:=r_{-}(c)$ and $\psi_{r_{c}}=\psi\left(. ; r_{-}(c)\right)$. We consider the Hopf-Cole transforms of (4.1):

$$
s(t, x)=e^{c r_{c} m(t, x)}, \quad q(t, x)=\psi_{r_{c}}(x) s(t, x)=\psi_{r_{c}}(x) e^{c r_{c} m(t, x)},
$$

With the notation $a(x)=c r_{c}-r_{c}{ }^{2}-f_{u}(x, 0)$, since $-\psi_{r_{c}}^{\prime \prime}-2 r_{c} \psi_{r_{c}}^{\prime}+a(x) \psi_{r_{c}}=0$, we get the following linear equation on $q$ :

$$
\left\{\begin{array}{l}
q_{t}+L s:=q_{t}-q_{x x}-2 r_{c} q_{x}+a(x) q=0  \tag{4.2}\\
q(0, x)=q_{0}(x):=\psi_{r_{c}}(x) e^{c r_{c} m_{0}(x)}
\end{array}\right.
$$

and $q_{0}(x)$ is bounded. So, instructed by the preceding sections, everything amounts to computing $e^{-t L} q_{0}$, with $q_{0}$ bounded and uniformly continuous.

Let us start by recalling that $L$ is a sectorial operator in $B U C(\mathbb{R})[29]$. Thus $-L$ generates an analytic semigroup [16], and

$$
\begin{equation*}
q(t, x)=e^{-t L} q_{0}(x)=\frac{1}{2 i \pi} \int_{\gamma} e^{t \lambda}(\lambda I+L)^{-1} q_{0}(x) d \lambda, \tag{4.3}
\end{equation*}
$$

where $\gamma$ is a wedge-like path bypassing a sector $\Sigma$ containing the spectrum of $-L$ (see figure 1).


Figure 1: Integral path $\gamma$

Our main goal is to prove that $\left\|m_{x}(t, \cdot)\right\|_{\infty}=O\left(t^{-1 / 2}\right)$. To obtain such an estimate using the expression of $q$ obtained in (4.3), first we are going to study the spectrum of $L$ : we will prove - this is not completely obvious - that if $\lambda \in \sigma(L)$, then $\lambda=0$ or $\Re e(\lambda)>0$. This will allow us to to deform the path $\gamma$ into the axis $i \mathbb{R}$, and then Fourier analysis will lead us to a Gaussian integral. Then we estimate the Gaussian integral, this last part is - although quite instructive about the heat kernel structure of $e^{-t L}$ - tedious and can be skipped at first glance.

### 4.1 Preliminaries: basic Floquet theory

If $\lambda I+L$ is invertible, then $v(x, \lambda):=(\lambda I+L)^{-1} q_{0}(x)$ is a bounded function of $x$, that satisfies the linear differential equation of the second order

$$
\begin{equation*}
-v^{\prime \prime}-2 r_{c} v^{\prime}+a(x) v+\lambda u=q_{0} . \tag{4.4}
\end{equation*}
$$

So we are so led to study the bounded solutions of (4.4) Equation (4.4) can be written under the form

$$
V^{\prime}=A_{\lambda}(x) V+G(x)=\left(\begin{array}{cc}
0 & 1  \tag{4.5}\\
a(x)+\lambda & -2 r_{c}
\end{array}\right)\binom{v(x)}{v^{\prime}(x)}+\binom{0}{-q_{0}(x)} .
$$

Since $A_{\lambda}(x)$ is 1-periodic, Floquet theory shows that

- the resolvent of the system can be written $S_{\lambda}(x) e^{x F_{\lambda}}$ where $S_{\lambda}$ is 1-periodic;
- since $A_{\lambda}$ depends continuously on $\lambda$, we have the same property for the resolvent $R_{\lambda}$, and the matrix $F_{\lambda}$ can also be chosen so that it depends continuously on $\lambda$ (this remark will be useful later; even if it is well known, we give an elementary proof of it in the Appendix (section 5), see Lemma 5.1).

The Floquet exponents $\mu_{1}(\lambda), \mu_{2}(\lambda)$ are the eigenvalues of $F_{\lambda}$; since $F_{\lambda}$ depends continuously on $\lambda$, they also depend continuously on $\lambda$; and when $\mu_{1}(\lambda) \neq \mu_{2}(\lambda)$, a basis of $\mathbb{C}^{2}$ composed by eigenvectors of $F_{\lambda}$ generates a fundamental system of (4.5) (with $G=0$ ) of the form $\left(V_{i}(\lambda, \cdot)=\left(v_{i}(\lambda, \cdot), v_{i}^{\prime}(\lambda, \cdot)\right)\right)_{i \in\{1,2\}}$ where the $v_{i}(\lambda, \cdot)$ are solutions of

$$
\begin{equation*}
-v^{\prime \prime}-2 r_{c} v^{\prime}+a(x) v+\lambda v=0 \tag{4.6}
\end{equation*}
$$

and are of the form

$$
\begin{equation*}
v_{i}(\lambda, x)=w_{i}(\lambda, x) e^{\mu_{i}(\lambda) x} \tag{4.7}
\end{equation*}
$$

where the $w_{i}(\lambda, \cdot)$ are 1-periodic functions. Hence the solutions of (4.6) are of the form

$$
\begin{equation*}
v(x)=C_{1} w_{1}(\lambda, x) e^{\mu_{1}(\lambda) x}+C_{2} w_{2}(\lambda, x) e^{\mu_{2}(\lambda) x} . \tag{4.8}
\end{equation*}
$$

At last, using the Wronskian, we see that

$$
\Re e\left(\mu_{1}(\lambda)\right)+\Re e\left(\mu_{2}(\lambda)\right)=-2 r_{c} .
$$

This basic background implies:
Lemma 4.1 Assume that

$$
\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0 .
$$

Then, given $q_{0} \in B U C(\mathbb{R})$, the second order differential equation (4.4) has one and only one bounded solution.

We leave the proof of Lemma 4.1 to the reader. It follows writing the solutions $v$ of (4.4) using the basis $v_{1}, v_{2}$ of the homogeneous equation and the method of variation of the constants.

Now, we need to know a precise localization of the spectrum of $L$; this is related to the values of $\lambda$ for which the assumption $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ will be satisfied, which will help us to find an integral formula for $v(\lambda, \cdot)=(\lambda I+L)^{-1} q_{0}$.

### 4.2 The spectrum of $L$ in $B U C(\mathbb{R})$

Since $L$ is sectorial in $B U C(\mathbb{R})$ - see [29], we know that there is some $a \in \mathbb{R}$ and $\varphi \in\left(0, \frac{\pi}{2}\right)$ such that the sector $S_{a, \varphi}=\{\lambda, \varphi \leq|\arg (\lambda-a)| \leq \pi, \lambda \neq a\}$ is in the resolvent set of $A$, and $\|(\lambda I-L)\| \leq \frac{M}{|\lambda-a|}$ for all $\lambda \in S_{a, \varphi}$. There is nothing really original in this section, see [28], [5], [11]. However the chain of arguments is, once again, nontrivial. We are going to localize more precisely the spectrum of $L$, and the goal of this subsection is to prove the following
Proposition 4.2 Let $\lambda \in \sigma(-L)$. Then $\lambda=0$ or $\Re e(\lambda)<0$.
First, 0 is eigenvalue of $L$. Indeed, $\psi_{r_{c}}$ satisfies $L \psi_{r_{c}}=0$. Another independent solution of the equation

$$
L v=-v^{\prime \prime}-2 r_{c} v^{\prime}+a(x) v=0
$$

is given by

$$
\psi_{r_{c}}(x) \int_{x}^{+\infty} \frac{e^{-2 r_{c} y}}{\psi_{r_{c}}^{2}(y)} d y .
$$

The proof is now divided in several steps.

### 4.2.1 A link between the eigenvalues of $L$ and the Floquet exponents

As almost noted before, if $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$, then $\lambda$ cannot be an eigenvalue of $-L$. Indeed, if $(\lambda I+L) v=0$, then $v$ is given by (4.8), and the boundedness of $v$ implies that the two constants $C_{i}$ are equal to 0 .

Hence the condition $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ is important to localize the spectrum of $-L$. A first step to know where the condition $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ is satisfied is the following

Lemma 4.3 For all $\lambda \neq 0$ such that $\Re e \lambda \geq 0$, we have: $\Re e \mu_{i}(\lambda) \neq 0$.
This will not yet allow us to know if $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ for all $\lambda \neq 0$ such that $\Re e \lambda \geq 0$, but then it will be sufficient to know that $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ at just some specific value of $\lambda$.

Proof of Lemma 4.3. It follows the scheme of [5]. We argue by contradiction, assuming that there exists such $\bar{\lambda}$ such that $\Re e \mu_{1}(\bar{\lambda})=0$. So the function $U_{1}(\bar{\lambda}, x)=w_{1}(\bar{\lambda}, x) e^{\mu_{1}(\bar{\lambda}) x}$ is bounded and satisfies the equation $L u+\bar{\lambda} u=0$. We assume in the sequel that $\Re e U_{1}(\bar{\lambda}, x) \neq 0$; otherwise we replace $U_{1}$ by $i U_{1}$. Consider the Cauchy problem

$$
\left\{\begin{array}{l}
v_{t}+L v=0  \tag{4.9}\\
v(0, x)=\Re e U_{1}(\bar{\lambda}, x) .
\end{array}\right.
$$

The solution of this equation is $v(t, x)=\Re e\left(e^{\bar{\lambda} t} U_{1}(\bar{\lambda}, x)\right)$. Since $U_{1}(\bar{\lambda}, x)$ is bounded and $\psi_{r_{c}}>0$, there exists $C>0$ such that

$$
\forall x \in \mathbb{R}, \quad-C \psi_{r_{c}}(x) \leq \Re e U_{1}(\bar{\lambda}, x) \leq C \psi_{r_{c}}(x)
$$

We distinguish then the two cases $\Re e \bar{\lambda}>0$ and $\Re e \bar{\lambda}=0$.
The case $\Re e \bar{\lambda}>0$ : note that $\psi_{r_{c}}$ is a stationary solution of $v_{t}+L v=0$. Hence, using the maximum principle, we have that

$$
\forall t \geq 0, \forall x \in \mathbb{R}, \quad-C \psi_{r_{c}}(x) \leq \Re e\left(e^{\bar{\lambda} t} U_{1}(\bar{\lambda}, x)\right) \leq C \psi_{r_{c}}(x) .
$$

Since $\Re e \bar{\lambda}>0$, we get a contradiction by sending $t \rightarrow+\infty$.
The case $\Re e \bar{\lambda}=0$ : we set $\bar{\lambda}=i \bar{\sigma}$ with $\bar{\sigma} \neq 0$. We assume, up to replace $U_{1}(\bar{\lambda}, x)$ by $-U_{1}(\bar{\lambda}, x)$, that

$$
\zeta_{0}:=\inf \left\{\zeta>0, \Re e U_{1}(\bar{\lambda}, \cdot) \leq \zeta \psi_{r_{c}}\right\}>0 .
$$

We distinguish another two cases:
(ii') Assume that here exists $x_{0}$ such that $\Re e U_{1}\left(\bar{\lambda}, x_{0}\right)=\zeta_{0} \psi_{r_{c}}\left(x_{0}\right)$. Then the strong maximum principle implies that

$$
\Re e\left(e^{i \bar{\sigma} t} U_{1}(\bar{\lambda}, x)\right)=\zeta_{0} \psi_{r_{c}}(x) .
$$

Then, by denoting $U_{1}=u+i v$, we have in one hand

$$
\Re e\left(e^{i \bar{\sigma} t} U_{1}(\bar{\lambda}, x)\right)=\Re e((u+i v)(\cos (\bar{\sigma} t)+i \sin (\bar{\sigma} t))=u \cos (\bar{\sigma} t)-v \sin (\bar{\sigma} t)
$$

On the other hand, we have the equality at $t=0$

$$
\Re e\left(U_{1}(\bar{\lambda}, x)\right)=u=\zeta_{0} \psi_{r_{c}}(x) .
$$

We deduce that for all $t>0$, we have

$$
u \cos (\bar{\sigma} t)-v \sin (\bar{\sigma} t)=u
$$

this means that

$$
u \frac{\cos (\bar{\sigma} t)-1}{t}=v \frac{\sin (\bar{\sigma} t)}{t} .
$$

By passing to the limit $t \rightarrow 0$, we get $\bar{\sigma} v=0$, so $v=u=0$, i.e. $U_{1}=0$, which is absurd.
(ii") There exists $\left|x_{n}\right| \rightarrow+\infty$ such that $\Re e U_{1}\left(\bar{\lambda}, x_{n}\right)-\zeta_{0} \psi_{r_{c}}\left(x_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$. We bring back this case to the previous one as follows. We consider the Cauchy problem

$$
\left\{\begin{array}{l}
v_{t}^{n}-v_{x x}^{n}-2 r_{c} v_{x}^{n}+a_{n}(x) v^{n}=0 \\
v^{n}(0, x)=\Re e u_{n}(x)
\end{array}\right.
$$

with $a_{n}(x)=a\left(x+x_{n}\right)$ et $u_{n}(x)=U_{1}\left(\bar{\lambda}, x+x_{n}\right)$. The solution is $v^{n}(t, x)=\Re e\left(e^{\bar{t} t} u_{n}(x)\right)$. Since the sequence of functions $a_{n}$ is bounded in $C^{1}$, we can extract from Ascoli theorem and the diagonal extraction process a subsequence which converges uniformly on any compact. We denote $a_{\infty}$ the limit function which is 1-periodic. We proceed in the same way for the sequence $u_{n}(x)$ which converges to $u_{\infty}(x)$ and $\psi_{r_{c}}\left(x+x_{n}\right)$ which converges to $\psi_{\infty}(x)$. From parabolic regularity, we can extract a subsequence of $v^{n}$ which converges locally in $C^{1,2}$ to the solution $v$ of the equation

$$
\left\{\begin{array}{l}
v_{t}-v_{x x}-2 r_{c} v_{x}+a_{\infty}(x) v=0, \\
v(0, x)=\Re e u_{\infty}(x),
\end{array}\right.
$$

which is $v(t, x)=\Re e\left(e^{\bar{\lambda} t} u_{\infty}(x)\right)$. Moreover, since $\Re e U_{1}\left(\bar{\lambda}, x_{n}\right)-\zeta_{0} \psi_{r_{c}}\left(x_{n}\right) \rightarrow 0$, we get that $\Re e u_{\infty}(0)=\zeta_{0} \psi_{\infty}(0)$. We are so brought back to the case (ii').

Hence in any case we get a contradiction, which implies that for all $\lambda \neq 0$ such that $\Re e \lambda \geq 0$, we have: $\Re e \mu_{i}(\lambda) \neq 0$. Lemma 4.3 is proved.

Now it remains to exhibit at least one value of $\lambda$ for which $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ : this can be done studying the spectrum of $L$ near the eigenvalue 0 :

### 4.2.2 The spectrum of $L$ near 0

First we use the fact that we know the eigenfunctions of $L$ associated to the eigenvalue 0 to determine a basis of solutions of (4.6) for $\lambda$ close to 0 :

Lemma 4.4 For $\lambda$ close to 0 , equation (4.6) has a solution $u_{1}(\lambda, x)$ which has the following (uniform in $x$ ) asymptotic expansion as $\lambda \rightarrow 0$ :

$$
\begin{equation*}
u_{1}(\lambda, x)=\psi_{r_{c}}(x) e^{\int_{0}^{x}\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}+O\left(\lambda^{3}\right)\right)} \tag{4.10}
\end{equation*}
$$

where $\varphi_{1}$ and $\varphi_{2}$ are the following positive and 1-periodic functions:

$$
\begin{gather*}
\varphi_{1}(x)=\int_{-\infty}^{x} \frac{\psi_{r_{c}}^{2}(y)}{\psi_{r_{c}}^{2}(x)} e^{-2 r_{c}(x-y)} d y=\int_{-\infty}^{0} \frac{\psi_{r_{c}}^{2}(z+x)}{\psi_{r_{c}}^{2}(x)} e^{2 r_{c} z} d z  \tag{4.11}\\
\varphi_{2}(x)=\int_{-\infty}^{x} \frac{\psi_{r_{c}}^{2}(y)}{\psi_{r_{c}}^{2}(x)} \varphi_{1}^{2}(y) e^{-2 r_{c}(x-y)} d y=\int_{-\infty}^{0} \frac{\psi_{r_{c}}^{2}(z+x)}{\psi_{r_{c}}^{2}(x)} \varphi_{1}^{2}(z+x) e^{2 r_{c} z} d z \tag{4.12}
\end{gather*}
$$

Another element of the fundamental system is given by

$$
\begin{equation*}
u_{2}(\lambda, x)=u_{1}(\lambda, x) \int_{x}^{+\infty} \frac{e^{-2 r_{c} y}}{u_{1}^{2}(\lambda, y)} d y \tag{4.13}
\end{equation*}
$$

The proof is classical and will be omitted: look for $u_{1}(\lambda, x)$ under the form $u_{1}(\lambda, x)=$ $\psi_{r_{c}}(x) e^{\varphi(\lambda, x)}$ with $\varphi$ close to 0 , then write the differential problem satisfied by $\varphi$, apply the Banach fixed point theorem to solve it, and finally apply the wronskian identity to get $u_{2}(\lambda,$.$) .$

This allows us to localize the spectrum of $L$ :
Lemma 4.5 For all $\lambda \neq 0$ close enough to 0 , and such that $\Re e \lambda \geq 0$, we have $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$.

Proof of Lemma 4.5. We have already several informations: the real parts $\Re e\left(\mu_{i}(\lambda)\right)$ are never equal to 0 in $\{\lambda \neq 0, \Re e \lambda \geq 0\}$; moreover their sum is constant equal to $-2 r_{c}$, hence negative. Therefore the real parts $\Re e\left(\mu_{i}(\lambda)\right)$ remain either positive or negative, but cannot be both positive. Hence, there are only two possible cases:

- either both of them are negative,
- or one of them is positive and the other is negative.

Lemma 4.5 states that we are in the second case. This follows from the asymptotic development obtained in Lemma 4.4: indeed, if both real parts $\Re e\left(\mu_{i}(\lambda)\right)$ are negative, them it follows from (4.8) that all the solutions of (4.6), in particular $u_{1}$, go to 0 as $x \rightarrow+\infty$. However, it follows from (4.10) that

$$
\left|u_{1}(\lambda, x)\right|=\psi_{r_{c}}(x) \exp e^{\int_{0}^{x} \Re e\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}+O\left(\lambda^{3}\right)\right)}
$$

and if $\lambda=\lambda_{1}+i \lambda_{2}$, we have

$$
\Re e\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}\right)=\lambda_{1} \varphi_{1}+\left(\lambda_{2}^{2}-\lambda_{1}^{2}\right) \varphi_{2}
$$

hence, since $\varphi_{1}$ and $\varphi_{2}$ are positive and 1-periodic, if $\lambda_{1}>0$ or if $\lambda_{1}=0$ and $\lambda_{2} \neq 0$, the function $\Re e\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}\right)$ is bounded from below by a positive constant if $|\lambda|$ is small enough, hence the same occurs for $\Re e\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}+O\left(\lambda^{3}\right)\right)$, and this implies that $\left|u_{1}(\lambda, x)\right| \rightarrow+\infty$ as $x \rightarrow+\infty$, in contradiction with the assumption that the real parts $\Re e\left(\mu_{i}(\lambda)\right)$ are both negative. Hence we are in the second case.

### 4.2.3 Conclusion: localization of the spectrum and integral expression for $(\lambda I+$ $L)^{-1} q_{0}$

Now, if $\Sigma$ is the sector bypassing $\sigma(-L)$, we wish to prove the
Lemma 4.6 In the two cases: (i) $\lambda \neq 0$ such that $\Re e(\lambda) \geq 0$, (ii) $\Re e(\lambda)<0$ and $\lambda \notin \Sigma$, we have:

$$
\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0 .
$$

As a consequence, we immediately obtain
Corollary 4.7 Given $q_{0} \in B U C(\mathbb{R})$, there exists a unique bounded solution of (4.4), moreover, if additionally $\lambda$ is close enough to 0 , it is given by the relation

$$
\begin{equation*}
v(\lambda, x)=u_{1}(\lambda, x) \int_{x}^{+\infty} u_{2}(\lambda, y) q_{0}(y) e^{2 r_{c} y} d y+u_{2}(\lambda, x) \int_{-\infty}^{x} u_{1}(\lambda, y) q_{0}(y) e^{2 r_{c} y} d y \tag{4.14}
\end{equation*}
$$

where $u_{1}$ and $u_{2}$ are given by (4.10) and (4.13).

Note that the formula (4.14) is obtained using the basis $u_{1}(\lambda, x)$ and $u_{2}(\lambda, x)$ given by Lemma 4.4, and the method of variation of the constants. Hence it remains to prove Lemma 4.6.

Proof of Lemma 4.6. Combining Lemmas 4.3 and 4.5, we already know that $\Re e\left(\mu_{1}(\lambda)\right) \Re e\left(\mu_{2}(\lambda)\right)<0$ for all $\lambda \neq 0$ such that $\Re e(\lambda) \geq 0$. Now we want to prove that this property holds also for all $\lambda \notin \Sigma$ such that $\Re e(\lambda)<0$. We can assume that $\Re e\left(\mu_{1}\right)$ is positive on $\{\Re e \lambda>0\}$, and then it is sufficient to prove that it remains positive on $\{\lambda \notin \Sigma, \Re e(\lambda)<0\}$, since then $\Re e\left(\mu_{2}(\lambda)\right)=-2 r_{c}-\Re e\left(\mu_{1}(\lambda)\right)<0$. By contradiction, assume that there is some $\lambda_{1} \notin \Sigma, \Re e \lambda_{1}<0$, such that $\Re e\left(\mu_{1}\left(\lambda_{1}\right)\right) \leq 0$ : then

- if $\Re e\left(\mu_{1}\left(\lambda_{1}\right)\right)=0$, then there is some nonzero bounded solution of $\left(\lambda_{1} I+L\right) v=0$ (remember (4.7)), which implies that $\lambda_{1}$ is an eigenvalue of $-L$, which is contradiction with the assumption $\lambda_{1} \notin \Sigma$;
- if $\Re e\left(\mu_{1}\left(\lambda_{1}\right)\right)<0$ : choose $\lambda_{2}:=i \Im m \lambda_{1}$; then $\Re e\left(\mu_{1}\left(\lambda_{2}\right)\right)>0$, and since $\Re e\left(\mu_{1}\right)$ is continuous on $\lambda$, $\Re e\left(\mu_{1}\right)$ has to vanish somewhere on $\left[\lambda_{1}, \lambda_{2}\right]$, which is impossible, as we have seen before.

Hence, $\Re e\left(\mu_{1}(\lambda)\right)>0$ for all $\lambda \notin \Sigma, \Re e(\lambda)<0$, and consequently $\Re e\left(\mu_{2}(\lambda)\right)<-2 r_{c}$.

### 4.3 Application: another integral formula for $s$

Remember that the Hopf-Cole transform $q$ of the shift $m$ is given by (4.3). We are going to transform this formula in a more useful form:

## Lemma 4.8 Denote

$$
\gamma_{\varepsilon}:=(-i \infty,-i \varepsilon] \cup C_{\varepsilon} \cup[i \varepsilon, i \infty)
$$

where $C_{\varepsilon}:=\left\{z=\varepsilon e^{i \theta}, \theta \in\left[-\frac{\pi}{2}, \frac{\pi}{2}\right]\right\}$. Then

$$
\begin{equation*}
q(t, x)=\frac{1}{2 i \pi} \int_{\gamma_{\varepsilon}} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda \tag{4.15}
\end{equation*}
$$

Proof of Lemma 4.8. Let us denote $\Sigma^{\prime}:=\{\lambda \neq 0, \Re e \lambda \geq 0\} \cup\{\lambda \notin \Sigma, \Re e \lambda<0\}$. We have seen that $\lambda I+L$ is invertible for all $\lambda \in \Sigma^{\prime}$. Moreover, $\Re e \mu_{2}(\lambda)<-2 r_{c}<0<\Re e \mu_{1}(\lambda)$ for all $\lambda \in \Sigma^{\prime}$; since $\mu_{1}$ and $\mu_{2}$ are continuous, there exists an open neighborhood $\Sigma^{\prime \prime}$ of $\Sigma^{\prime}$ (hence that contains $i \mathbb{R}^{*}$ ) such that $\Re e \mu_{2}(\lambda)<-2 r_{c}<0<\Re e \mu_{1}(\lambda)$ remains true for all $\lambda \in \Sigma^{\prime \prime}$, which implies that $\lambda I+L$ remains invertible in $\Sigma^{\prime \prime}$, hence that $(\lambda I+L)^{-1}$ is holomorphic in $\Sigma^{\prime \prime}$.

This allows us to obtain another expression of the Hopf-Cole transform $q$ of the shift $m$ : indeed, consider (see figure 2):

$$
\gamma_{\delta, \varepsilon}:=D_{\delta}^{-} \cup[-i \delta,-i \varepsilon] \cup C_{\varepsilon} \cup[i \varepsilon, i \delta] \cup D_{\delta}^{+}
$$

with

$$
D_{\delta}^{-}=\{-i \delta+t(-1-\nu i), t \geq 0\}, \quad D_{\delta}^{+}=\{i \delta+t(-1+\nu i), t \geq 0\}
$$

the value $\nu>0$ is such that this path bypass the spectrum and $\varepsilon$ is a quantity intended to tend to 0 .

Then $\gamma_{\delta, \varepsilon}$ is homotopic to the path $\gamma$ in $\Sigma^{\prime \prime}$, and the Cauchy theorem allows us to see that

$$
q(t, x)=\frac{1}{2 i \pi} \int_{\gamma} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda=\frac{1}{2 i \pi} \int_{\gamma_{\delta, \varepsilon}} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda .
$$



Figure 2: Integration contour $\gamma_{\delta, \varepsilon}$

But now, given $R>\delta$, denote $z_{R}$ the affix of the intersection between the horizontal line passing through $i R$ and $D_{\delta}^{+}$: since $L$ is sectorial, we have

$$
\left\|(\lambda I+L)^{-1} q_{0}\right\|_{L^{\infty}(\mathbb{R})} \leq \frac{M}{|\lambda-a|}\left\|q_{0}\right\|_{L^{\infty}(\mathbb{R})} \leq \frac{M}{R}\left\|q_{0}\right\|_{L^{\infty}(\mathbb{R})}
$$

hence

$$
\int_{\left[i R, z_{R}\right]} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda=O(\delta) \quad \text { as } R \rightarrow+\infty
$$

The same property holds for $D_{\delta}^{-}$. Sending $\delta$ to 0 , the Cauchy theorem implies (4.15).

### 4.4 Approximation of the Hopf-Cole transform of the shift

### 4.4.1 A somewhat simplified expression of $v(\lambda, x)$ and $q$.

In order to study the asymptotic properties of the expression of $q$ given by (4.15), we are going to simplify as much as possible the integrand $e^{t \lambda} v(\lambda, x)$. Combining the expression (4.14) of $(\lambda I+L)^{-1} q_{0}$, and the relation (4.13) between $u_{1}$ and $u_{2}$, we obtain that, for $|\lambda|$ small enough,

$$
\begin{equation*}
v(\lambda, x)=u_{1}(\lambda, x)\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \frac{u_{1}(\lambda, y)}{u_{1}^{2}(\lambda, z)} q_{0}(y) e^{2 r_{c}(y-z)} d z d y \tag{4.16}
\end{equation*}
$$

Now, since for $\lambda$ close to 0 , we have

$$
u_{1}(\lambda, x)=\psi_{r_{c}}(x) e^{\int_{0}^{x}\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}+O\left(\lambda^{3}\right)\right)},
$$

we can "approximate" $u_{1}$ by its truncated expression

$$
\begin{equation*}
u_{1, t c}(\lambda, x)=\psi_{r_{c}}(x) e^{\int_{0}^{x}\left(\lambda \varphi_{1}-\lambda^{2} \varphi_{2}\right)} . \tag{4.17}
\end{equation*}
$$

This engages us to consider the following quantity, that we hope will be a good approximation of $v(x, \lambda)$ : for all $x \in \mathbb{R}$, all $\lambda \neq 0, \Re e \lambda \geq 0$,

$$
\begin{equation*}
v_{t c}(\lambda, x):=u_{1, t c}(\lambda, x)\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \frac{u_{1, t c}(\lambda, y)}{u_{1, t c}^{2}(\lambda, z)} q_{0}(y) e^{2 r_{c}(y-z)} d z d y \tag{4.18}
\end{equation*}
$$

and the related quantities

$$
\begin{equation*}
q_{\varepsilon}^{a p p}(t, x):=\frac{1}{2 i \pi} \int_{\gamma_{\varepsilon}} e^{t \lambda} v_{t c}(\lambda, x) d \lambda, \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
q^{a p p}(t, x):=q_{0}^{a p p}(t, x)=\frac{1}{2 i \pi} \int_{i \mathbb{R}} e^{t \lambda} v_{t c}(\lambda, x) d \lambda=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} e^{i t \omega} v_{t c}(i \omega, x) d \omega \tag{4.20}
\end{equation*}
$$

Our hope is that

- $v_{t c}$ will be a good approximation of $v=(\lambda I+L)^{-1} q_{0}$ for $\lambda$ close to 0 ,
- the behavior of $q$ is governed by the behavior of its integrand $e^{t \lambda}(\lambda I+L)^{-1} q_{0}$ near $\lambda=0$, and hence $q^{a p p}$ will be a good approximation of $q$.

Then we will study $q^{a p p}$, in order to know some asymptotic properties of $q$.
First, we give the complete expression of $v_{t c}$ : introducing the functions $A_{1}(x, y, z)$ and $A_{2}(x, y, z)$ defined by

$$
A_{1}(x, y, z)=\int_{x}^{z} \varphi_{1}+\int_{y}^{z} \varphi_{1}, \quad A_{2}(x, y, z)=\int_{x}^{z} \varphi_{2}+\int_{y}^{z} \varphi_{2}
$$

we derive the following expression:

$$
\begin{equation*}
v_{t c}(\lambda, x)=\psi_{r_{c}}(x)\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} e^{-\lambda A_{1}+\lambda^{2} A_{2}} e^{2 r_{c}(y-z)} d z d y . \tag{4.21}
\end{equation*}
$$

### 4.4.2 Convergence results.

For integrability reasons, we are going to consider the difference between the second time derivatives of $q$ and $q^{a p p}$, and we are going to prove the following

## Lemma 4.9

$$
\left\|q_{t t}(t, \cdot)-q_{t t}^{a p p}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}=O\left(\frac{1}{t}\right) .
$$

This will be sufficient to our purposes.
Proof of Lemma 4.9. It follows from the following claims:

- Claim 4.10

$$
q_{t t}(t, x)=\frac{1}{2 i \pi} \int_{\gamma_{\delta, \varepsilon}} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda=\frac{1}{2 i \pi} \int_{-i \delta}^{i \delta} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda+O\left(\frac{1}{t}\right) ;
$$

- Claim 4.11

$$
q_{t t}^{a p p}(t, x)=\frac{1}{2 i \pi} \int_{i \mathbb{R}} \lambda^{2} e^{t \lambda} v_{t c}(\lambda, x) d \lambda=\frac{1}{2 i \pi} \int_{-i \delta}^{i \delta} \lambda^{2} e^{t \lambda} v_{t c}(\lambda, x) d \lambda+O\left(\frac{1}{t}\right)
$$

- Claim 4.12

$$
\frac{1}{2 i \pi} \int_{-i \delta}^{i \delta} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda-\frac{1}{2 i \pi} \int_{-i \delta}^{i \delta} \lambda^{2} e^{t \lambda} v_{t c}(\lambda, x) d \lambda=O\left(\frac{1}{t}\right)
$$

Let us give the ideas of the proof of these claims:
To prove Claim 4.10, first we decompose the integral on $\gamma_{\delta, \varepsilon}$ in three integrals: $D_{\delta}^{-}, D_{\delta}^{+}$ and $[-i \delta,-i \varepsilon] \cup C_{\varepsilon} \cup[i \varepsilon, i \delta]$. It is easy to see that the integrals on $D_{\delta}^{-}$and $D_{\delta}^{+}$are of the order $O\left(\frac{1}{t}\right)$; concerning the last term, the presence of $\lambda^{2}$ makes the integral $\int_{-i \delta}^{i \delta} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda$ convergent, and

$$
\int_{[-i \delta,-i \varepsilon] \cup C_{\varepsilon} \cup[i \varepsilon, i \delta]} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda \rightarrow \int_{[-i \delta, i \delta]} \lambda^{2} e^{t \lambda}(\lambda I+L)^{-1} q_{0} d \lambda \quad \text { as } \varepsilon \rightarrow 0,
$$

which implies that Claim 4.10 is true.
To prove Claim 4.11, we first note that since $\psi_{r_{c}}, \varphi_{1}$ and $\varphi_{2}$ are positive and 1-periodic, there exist positive constants $a_{0}<b_{0}$ such that

$$
\begin{equation*}
a_{0}(2 z-y-x) \leq A_{1}(x, y, z), A_{2}(x, y, z) \leq b_{0}(2 z-y-x) \tag{4.22}
\end{equation*}
$$

This implies that $\lambda^{2} e^{t \lambda} v_{t c}(\lambda, x)$ is bounded and integrable on $i \mathbb{R}$, and $\frac{d}{d \lambda}\left(\lambda^{2} v_{t c}(\lambda, x)\right) \in$ $L^{1}((-i \infty,-i \delta) \cup(i \delta,+i \infty))$, hence an integration by parts (as for the Riemann-Lebesgue lemma) shows that Claim 4.11 is true.

To prove Claim 4.12, we estimate the difference $v(\lambda, x)-v_{t c}(\lambda, x)$, and we immediately see that, near $\lambda=0$ we have $v(\lambda, x)-v_{t c}(\lambda, x)=O\left(\frac{1}{\lambda}\right)$. Then, as previously, an integration by parts (thanks to the additional $\lambda^{2}$ ) proves that Claim 4.12 is true.

Combining Claims 4.10-4.12, we obviously obtain the validity of Lemma 4.9.

### 4.5 Study of $q_{t t}^{a p p}$

### 4.5.1 New expression of $q_{t t}^{a p p}$

We begin by proving the following

## Claim 4.13

$$
\begin{align*}
& q_{t t}^{a p p}(t, x)=\frac{-1}{2 \pi} \int_{\mathbb{R}} \omega^{2} e^{i t \omega} v_{t c}(i \omega, x) d \omega \\
& \quad=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}}\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} \frac{d^{2}}{d t^{2}}\left(\frac{e^{-\frac{\left(t-A_{1}(x, y, z)\right)^{2}}{4 A_{2}(x, y, z)}}}{\sqrt{2 A_{2}(x, y, z)}}\right) e^{2 r_{c}(y-z)} d z d y . \tag{4.23}
\end{align*}
$$

The proof follows from the formula of $q_{t t}^{a p p}$ given in Claim 4.11, the formula of $v_{t c}$ given in (4.21), and the Fubini theorem: indeed, as it can be easily checked, the function

$$
(\omega, y, z) \mapsto \omega^{2} \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} e^{-i \omega A_{1}-\omega^{2} A_{2}} e^{2 r_{c}(y-z)} e^{i \omega t}
$$

is integrable on the corresponding domains, hence we can integrate first in $\omega$, to obtain that

$$
\begin{aligned}
& q_{t t}^{a p p}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}}\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \\
& \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)}\left(\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}}-\omega^{2} e^{i \omega t} e^{-i \omega A_{1}-\omega^{2} A_{2}} d \omega\right) e^{2 r_{c}(y-z)} d z d y .
\end{aligned}
$$

Inside the parenthesis appears a well-known Fourier inverse since, with the convention $\mathcal{F} g(\omega)=\frac{1}{\sqrt{2 \pi}} \int_{\mathbb{R}} e^{-i \omega t} g(t) d \omega$, we have

$$
\mathcal{F}\left(\frac{e^{-\frac{(t-a)^{2}}{4 b}}}{\sqrt{2 b}}\right)(\omega)=e^{-i a \omega-b \omega^{2}}, \quad \text { and } \quad \mathcal{F}\left(\frac{d^{2}}{d t^{2}} \frac{e^{-\frac{(t-a)^{2}}{4 b}}}{\sqrt{2 b}}\right)(\omega)=-\omega^{2} e^{-i a \omega-b \omega^{2}},
$$

which implies (4.23) and Claim 4.13.
Claim 4.13 engages us to consider the function

$$
\begin{equation*}
W(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}}\left(\int_{y=x}^{+\infty} \int_{z=y}^{+\infty}+\int_{y=-\infty}^{x} \int_{z=x}^{+\infty}\right) \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} \frac{e^{-\frac{\left(t-A_{1}(x, y, z)\right)^{2}}{4 A_{2}(x, y, z)}}}{\sqrt{2 A_{2}(x, y, z)}} e^{2 r_{c}(y-z)} d z d y: \tag{4.24}
\end{equation*}
$$

combining Lemma 4.9 and Claim 4.13, we have

$$
q_{t t}=W_{t t}+O\left(\frac{1}{t}\right)
$$

hence it remains to study $W_{t t}$. To estimate it, we split in the sequel $W$ as

$$
W(t, x)=W_{1}(t, x)+W_{2}(t, x),
$$

with

$$
\begin{equation*}
W_{1}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{y=x}^{+\infty} \int_{z=y}^{+\infty} \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} \frac{e^{-\frac{\left(t-A_{1}(x, y, z)\right)^{2}}{4 A_{2}(x, y, z)}}}{\sqrt{2 A_{2}(x, y, z)}} e^{2 r_{c}(y-z)} d z d y \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{2}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{y=-\infty}^{x} \int_{z=x}^{+\infty} \frac{q_{0}(y) \psi_{r_{c}}(y)}{\psi_{r_{c}}^{2}(z)} \frac{e^{-\frac{\left(t-A_{1}(x, y, z)\right)^{2}}{4 A_{2}(x, y, z)}}}{\sqrt{2 A_{2}(x, y, z)}} e^{2 r_{c}(y-z)} d z d y . \tag{4.26}
\end{equation*}
$$

The reason is that the two integrals behave differently for large time.

### 4.5.2 Large time behaviour of $W_{1}$ and its time derivatives

To study $W_{1}$, we make the change of variables $z^{\prime}=z-y, y^{\prime}=y-x$. We get therefore

$$
W_{1}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{0}^{+\infty} \int_{0}^{+\infty} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\psi_{r_{c}}^{2}(x+y+z)} \frac{e^{-\frac{\left(t-\tilde{A}_{1}(x, y, z)\right)^{2}}{4 \tilde{A}_{2}(x, y, z)}}}{\sqrt{2 \widetilde{A}_{2}(x, y, z)}} e^{-2 r_{c} z} d z d y
$$

with

$$
\widetilde{A}_{1}(x, y, z)=\int_{x}^{x+y+z} \varphi_{1}+\int_{x+y}^{x+y+z} \varphi_{1}, \quad \widetilde{A}_{2}(x, y, z)=\int_{x}^{x+y+z} \varphi_{2}+\int_{x+y}^{x+y+z} \varphi_{2} .
$$

We make then another change of variables

$$
Y=y, \quad Z=\widetilde{A}_{1}(x, y, z)=\int_{x}^{x+y+z} \varphi_{1}+\int_{x+y}^{x+y+z} \varphi_{1} .
$$

Note that $\widetilde{A}_{1}$ is increasing with respect to $z$. We choose then $F$ a primitive of $\varphi_{1}$ so that $\widetilde{A}_{1}(x, y, z)=2 F(x+y+z)-F(x)-F(x+y)$. Thus, we set

$$
Z=2 F(x+y+z)-F(x)-F(x+y), \quad z=F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)-x-y .
$$

And so

$$
\begin{equation*}
\frac{d z}{d Z}=\frac{1}{2 \varphi_{1}\left(F^{-1}(Z / 2+(F(x)+F(x+y)) / 2)\right)}=\frac{1}{2 \varphi_{1}(x+y+z)} \tag{4.27}
\end{equation*}
$$

We get so
$W_{1}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{0}^{+\infty} \int_{\widetilde{A}_{1}(x, y, 0)}^{+\infty} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\psi_{r_{c}}^{2}(x+y+Z)} \frac{e^{-2 r_{c} z}}{2 \varphi_{1}(x+y+z)} \sqrt{\frac{\widetilde{A}_{1}}{2 \widetilde{A}_{2}}} \frac{e^{-\frac{\widetilde{A}_{1}}{4 A_{2}} \frac{(t-Z)^{2}}{Z}}}{\sqrt{Z}} d y d Z$.
We denote then $\widetilde{c}(x, y, z)=\frac{\widetilde{A}_{1}(x, y, z)}{\widetilde{A}_{2}(x, y, z)}$, which is a function bounded from below and from above. By inverting the formula $\widetilde{A}_{1}(x, y, 0)=F(x+y)-F(x)$ into $y=F^{-1}(Z+F(x))-x$, we obtain

$$
W_{1}(t, x)=\int_{0}^{+\infty} V_{1}(x, Z) \frac{e^{-\widetilde{c}(x, y, Z) \frac{(t-Z)^{2}}{4 Z}}}{\sqrt{Z}} d Z,
$$

with - keep in mind formula (4.27) -:

$$
V_{1}(x, Z)=\frac{\psi_{r_{c}}(x)}{2 \sqrt{\pi}} \int_{0}^{F^{-1}(Z+F(x))-x} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\psi_{r_{c}}^{2}(x+y+z)} \frac{e^{-2 r_{c} z}}{2 \varphi_{1}(x+y+z)} \sqrt{\widetilde{c}} d y
$$

Lemma 4.14 The function $V_{1}(x, Z)$ is bounded.
Proof. Since $q_{0}, \psi_{r_{c}}, \varphi_{1}$ and $\widetilde{c}$ are bounded, we have

$$
V_{1}(x, Z) \leq C \int_{0}^{F^{-1}(Z+F(x))-x} e^{2 r_{c}(x+y)} e^{-2 r_{c} F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)} d y
$$

The key point is that $\varphi_{1}$ is 1 -periodic and so we can write it as $\varphi_{1}(x)=M+\varepsilon(x)$, its mean value plus a periodic function with zero mean value. Thus, $F(x)=M x+g(x)$, with $g$ bounded. By inverting, we get that $F^{-1}$ can be written as $F^{-1}(y)=\frac{y}{M}+h(y)$, with $h$ bounded. Note then that

$$
\begin{aligned}
F^{-1}(Z+F(x))-x & =F^{-1}(Z+M x+g(x))-x \\
& =\frac{1}{M}(Z+M x+g(x))+h(Z+M x+g(x))-x \\
& =\frac{Z}{M}+H(x, Z),
\end{aligned}
$$

with $H$ bounded. In the same way, we have

$$
\begin{aligned}
F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)= & F^{-1}\left(\frac{Z}{2}+\frac{1}{2}(M x+g(x))+\frac{1}{2}(M(x+y)+g(x+y))\right) \\
= & F^{-1}\left(\frac{Z}{2}+M x+\frac{M}{2} y+\frac{1}{2}(g(x)+g(x+y))\right) \\
= & \frac{1}{M}\left(\frac{Z}{2}+M x+\frac{M}{2} y+\frac{1}{2}(g(x)+g(x+y))\right) \\
& +h\left(\frac{Z}{2}+M x+\frac{M}{2} y+\frac{1}{2}(g(x)+g(x+y))\right)
\end{aligned}
$$

So,

$$
F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)=\frac{Z}{2 M}+x+\frac{y}{2}+G(x, y, Z)
$$

with $G$ bounded. Thus,

$$
e^{2 r_{c}(x+y)} e^{-2 r_{c} F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)}=e^{r_{c} y} e^{-r_{c} Z / M} e^{-2 r_{c} G(x, y, Z)} \leq C e^{r_{c} y} e^{-r_{c} Z / M} .
$$

Finally, $V_{1}(x, Z) \leq C e^{-r_{c} Z / M} \int_{0}^{Z / M+H(x, Z)} e^{r_{c} y} d y=O(1)$, so $V_{1}$ is bounded.
Corollary 4.15 The function $W_{1}$ is bounded. Moreover, as $t \rightarrow+\infty$, we have $\partial_{t} W_{1}(t, x)=$ $O\left(\frac{1}{\sqrt{t}}\right)$ and $\partial_{t t} W_{1}(t, x)=O\left(\frac{1}{t}\right)$.
Proof. Since $V_{1}$ is bounded and $\widetilde{c} \geq m>0$, we have

$$
\left|W_{1}(t, x)\right| \leq C \int_{0}^{+\infty} \frac{e^{-m \frac{(t-Z)^{2}}{4 Z}}}{\sqrt{Z}} d Z
$$

We deduce that the function $W_{1}$ is bounded from Lemma 5.2, that we also use for the time derivatives.

### 4.5.3 Large time behaviour of $W_{2}$ and its time derivatives

To study $W_{2}$, we make the change of variables $z^{\prime}=z-x, y^{\prime}=y-x$ :

$$
W_{2}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{-\infty}^{0} \int_{0}^{+\infty} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\psi_{r_{c}}^{2}(x+z)} \frac{e^{-\frac{\left(t-\bar{A}_{1}(x, y, z)\right)^{2}}{4 \bar{A}_{2}(x, y, z)}}}{\sqrt{2 \bar{A}_{2}(x, y, z)}} e^{2 r_{c}(y-z)} d y d z,
$$

with

$$
\bar{A}_{1}(x, y, z)=\int_{x}^{x+z} \varphi_{1}+\int_{x+y}^{x+z} \varphi_{1}, \quad \bar{A}_{2}(x, y, z)=\int_{x}^{x+z} \varphi_{2}+\int_{x+y}^{x+z} \varphi_{2} .
$$

We make then another change of variables: $Y=y, Z=\bar{A}_{1}(x, y, z)$. Using the primitive $F$ of $\varphi_{1}$, we have $\bar{A}_{1}(x, y, z)=2 F(x+z)-F(x)-F(x+y)$. We set

$$
Z=2 F(x+z)-F(x)-F(x+y), \quad z=F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)-x .
$$

We have

$$
\begin{equation*}
\frac{d z}{d Z}=\frac{1}{2 \varphi_{1}\left(F^{-1}(Z / 2+(F(x)+F(x+y)) / 2)\right)}=\frac{1}{2 \varphi_{1}(x+z)} . \tag{4.28}
\end{equation*}
$$

We get therefore:

$$
W_{2}(t, x)=\frac{\psi_{r_{c}}(x)}{\sqrt{2 \pi}} \int_{-\infty}^{0} \int_{\bar{A}_{1}(x, y, 0)}^{+\infty} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\psi_{r_{c}}^{2}(x+z)} \frac{e^{2 r_{c}(y-z)}}{2 \varphi_{1}(x+z)} \sqrt{\frac{\bar{A}_{1}}{2 \bar{A}_{2}}} \frac{e^{-\frac{\bar{A}_{1}}{4 A_{A}} \frac{(t-Z)^{2}}{Z}}}{\sqrt{Z}} d y d Z .
$$

We denote then $\bar{c}(x, y, z)=\frac{\bar{A}_{1}(x, y, z)}{\bar{A}_{2}(x, y, z)}$, which is bounded from below and from above. Thanks to the Fubini Theorem, we write $W_{2}$ as

$$
W_{2}(t, x)=\int_{0}^{+\infty} V_{2}(x, Z) \frac{e^{-\bar{c}(x, y, Z) \frac{(t-Z)^{2}}{4 Z}}}{\sqrt{Z}} d Z,
$$

with

$$
V_{2}(x, Z)=\frac{\psi_{r_{c}}(x)}{2 \sqrt{\pi}} \int_{F^{-1}(F(x)-Z)-x}^{0} \frac{q_{0}(x+y) \psi_{r_{c}}(x+y)}{\phi_{c}^{2}(x+z)} \frac{e^{2 r_{c}(x+y)} e^{-2 r_{c}(y-z)}}{2 \varphi_{1}(x+z)} \sqrt{\bar{c}} d y .
$$

Lemma 4.16 There exist $C, \alpha>0$ such that $\left|V_{2}(x, Z)\right| \leq C e^{-a Z}$.
Proof. Since $q_{0}, \psi_{r_{c}}, \varphi_{1}$ and $\bar{c}$ are bounded, we have

$$
V_{2}(x, Z) \leq C \int_{F^{-1}(F(x)-Z)-x}^{0} e^{2 r_{c}(x+y)} e^{-2 r_{c} F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)} d y
$$

We take again the same notations than for the study of $V_{1}$. Here, we get

$$
\begin{aligned}
F^{-1}(F(x)-Z)-x & =\frac{Z}{M}+H(x, Z), \\
F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right) & =\frac{Z}{2 M}+x+y / 2+G(x, y, Z),
\end{aligned}
$$

with $H$ and $G$ bounded. We have so

$$
e^{2 r_{c}(x+y)} e^{-2 r_{c} F^{-1}\left(\frac{1}{2}(Z+F(x)+F(x+y))\right)} \leq C e^{r_{c} y} e^{-r_{c} Z / M} .
$$

Finally,

$$
V_{2}(x, Z) \leq C e^{-r_{c} Z / M} \int_{-Z / M+H(x, Z)}^{0} e^{r_{c} y} d y
$$

so

$$
V_{2}(x, Z) \leq C e^{-r_{c} Z / M}\left(1-e^{-r_{c} Z / M} e^{r_{c} H(x, Z)}\right) \leq C e^{-r_{c} Z / M}
$$

Corollary 4.17 There exists $C, a>0$ such that for $t \rightarrow+\infty, W_{2}(t, x), \partial_{t} W_{2}(t, x)$, $\partial_{t t} W_{2}(t, x)=O\left(e^{-a t}\right)$.

Proof. From the previous lemma and that $\bar{c} \geq m>0$, we have

$$
\left|W_{2}(t, x)\right| \leq C \int_{0}^{+\infty} e^{-a Z} \frac{e^{-m \frac{(t-Z)^{2}}{4 Z}}}{\sqrt{Z}} d Z
$$

The estimate on $W_{2}$ result from Lemma 5.3, as well as the time derivatives.

### 4.6 Proof of Theorem 1.4

Now we can conclude the proof of Theorem 1.4. The consequence of Corollaries 4.15 and 4.17 is that $q_{t t}=O\left(\frac{1}{t}\right)$. Since $q$ is bounded (by the weak maximum principle), we obtain that $q_{t}=O\left(\frac{1}{\sqrt{t}}\right)$. This already implies that the approximate shift $m$ satisfies: $m_{t}=O\left(\frac{1}{\sqrt{t}}\right)$, $m_{t t}=O\left(\frac{1}{t}\right)$. But we also need to estimate the spatial derivatives, and in particular $m_{x}$. To do this, we come back to

$$
s(t, x)=\frac{q(t, x)}{\psi_{r_{c}}(x)}=e^{c r_{c} m(t, x)}
$$

and we are going to prove that $s_{x}=O\left(\frac{1}{\sqrt{t}}\right)$. Indeed, we have seen that $s$ is solution of

$$
s_{t}-s_{x x}-2\left(r_{c}+\frac{\psi_{r_{c}}^{\prime}(x)}{\psi_{r_{c}}(x)}\right) s_{x}=0 .
$$

Denote

$$
k_{r_{c}}(x):=2\left(r_{c}+\frac{\psi_{r_{c}}^{\prime}(x)}{\psi_{r_{c}}(x)}\right), \quad \text { and } K_{r_{c}}(x):=\int_{0}^{x} k_{r_{c}}(y) d y=2 r_{c} x+2 \ln \psi_{r_{c}}(x)-2 \ln \psi_{r_{c}}(0) .
$$

Then $k_{r_{c}}$ is a 1-periodic function, and $s_{x}$ is solution of the nonhomogeneus first order differential equation $w^{\prime}+k_{r_{c}}(x) w=s_{t}$, hence

$$
s_{x}(t, x)=\left(s_{x}(t, 0)+\int_{0}^{x} e^{K_{r_{c}}(y)} s_{t}(t, y) d y\right) e^{-K_{r_{c}}(x)} .
$$

Since from parabolic estimates $x \mapsto s_{x}(t, \cdot)$ is bounded, then $s_{x}(t, x) e^{K_{r_{c}}(x)} \rightarrow 0$ as $x \rightarrow-\infty$, thus

$$
s_{x}(t, x)=\left(\int_{-\infty}^{x} e^{K_{r_{c}}(y)} s_{t}(t, y) d y\right) e^{-K_{r_{c}}(x)} .
$$

We deduce that

$$
\left|s_{x}(t, x)\right| \leq \frac{C}{\sqrt{t}}\left(\int_{-\infty}^{x} e^{K_{r_{c}}(y)} d y\right) e^{-K_{r_{c}}(x)} \leq \frac{C^{\prime}}{\sqrt{t}},
$$

which gives that $s_{x}=O\left(\frac{1}{\sqrt{t}}\right)$, and thus $m_{x}=O\left(\frac{1}{\sqrt{t}}\right)$. The equation on $s$ gives also that $s_{x x}=O\left(\frac{1}{\sqrt{t}}\right)$, hence $m_{x x}=O\left(\frac{1}{\sqrt{t}}\right)$. This completes the proof of Theorem 1.4

## 5 Appendix: technical lemmas

### 5.1 Continuity of the Floquet decomposition

Lemma 5.1 In the representation of the resolvent $R_{\lambda}$ of the differential problem (4.5): $R_{\lambda}=$ $S_{\lambda}(x) e^{x F_{\lambda}}$, the matrix $F_{\lambda}$ can be chosen so that it depends continuously on $\lambda$.

Proof of Lemma 5.1. $F_{\lambda}$ has to be chosen such that $e^{F_{\lambda}}=R_{\lambda}(1)$, which depends continuously on $\lambda$. We are going to prove that there exists such a matrix $F_{\lambda}$, depending continuously on $\lambda$ : first consider the eigenvalues $k_{1}(\lambda), k_{2}(\lambda)$ of $R_{\lambda}(1)$, and choose $\varepsilon_{1}(\lambda)$ an eigenvector of norm equal to 1 associated to $k_{1}(\lambda) ; k_{1}(\lambda)$ and $k_{2}(\lambda)$ are continuous with respect to $\lambda$, so $\varepsilon_{1}(\lambda)$ can also be chosen continuously with respect to $\lambda$. Now consider $\varepsilon_{2}(\lambda)$ obtained from the rotation of $\varepsilon_{1}(\lambda)$ by the rotation of angle $\frac{\pi}{2}$, and write the matrix $P(\lambda)=\left(\varepsilon_{1}(\lambda) e_{2}(\lambda)\right)$. Then there is a continuous function $b(\lambda)$ such that

$$
P(\lambda)^{-1} R_{\lambda}(1) P(\lambda)=\left(\begin{array}{cc}
k_{1}(\lambda) & b(\lambda) \\
0 & k_{2}(\lambda)
\end{array}\right)=k_{1}(\lambda)\left(\begin{array}{cc}
1 & b(\lambda) / k_{1}(\lambda) \\
0 & k_{2}(\lambda) / k_{1}(\lambda)
\end{array}\right) .
$$

Hence, it is sufficient to prove that there exists $G_{\lambda}$ depending continuously on $\lambda$ such that

$$
e^{G_{\lambda}}=\left(\begin{array}{cc}
1 & b(\lambda) / k_{1}(\lambda) \\
0 & k_{2}(\lambda) / k_{1}(\lambda)
\end{array}\right)=:\left(\begin{array}{cc}
1 & \beta(\lambda) \\
0 & k(\lambda)
\end{array}\right) .
$$

Searching $G_{\lambda}$ under the form

$$
G_{\lambda}=\left(\begin{array}{ll}
0 & \gamma_{1}(\lambda) \\
0 & \gamma_{2}(\lambda)
\end{array}\right)
$$

we immediately obtain that $\gamma_{1}(\lambda)$ and $\gamma_{2}(\lambda)$ have to satisfy

$$
e^{\gamma_{2}(\lambda)}=k(\lambda), \quad \gamma_{1}(\lambda) \frac{e^{\gamma_{2}(\lambda)}-1}{\gamma_{2}(\lambda)}=\beta(\lambda) ;
$$

since $k(\lambda) \neq 0$ and the function $z \mapsto \frac{e^{z}-1}{z}$ has no root, it is clear that there exists continuous functions $\gamma_{1}$ and $\gamma_{2}$ satisfying these conditions. Hence Lemma 5.1 is proved.

### 5.2 Estimates of the Gaussian integrals (useful for $W_{1}$ and $W_{2}$ )

The study of the function $W$ relies on elementary, but tedious integral estimates. Lemma 5.2 below is related to $W_{1}$ (defined by (4.25)), and Lemma 5.3 below is related to the function $W_{2}($ defined by (4.26)).

Lemma 5.2 Let $a>0, b>0$. We have the following estimates :

$$
\begin{gathered}
I_{1}(t):=\int_{0}^{+\infty} \frac{e^{-a \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x \text { is bounded, } \quad I_{2}(t):=\int_{0}^{+\infty}|t-x| \frac{e^{-a \frac{(t-x)^{2}}{x}}}{x^{3 / 2}} d x=O\left(\frac{1}{\sqrt{t}}\right), \\
I_{3}(t):=\int_{0}^{+\infty}\left((t-x)^{2}+x\right) \frac{e^{-a \frac{(t-x)^{2}}{x}}}{x^{5 / 2}} d x=O\left(\frac{1}{t}\right) .
\end{gathered}
$$

Remark The first integral is even constant and equal to $\sqrt{\frac{\pi}{a}}$.
Proof of Lemma 5.2. The idea to prove these estimates is to cut $\mathbb{R}^{+}$as $[0, t] \cup[t,+\infty[$ and to make the change of variables $u=\frac{(t-x)^{2}}{2 x}$. On the domain $[0, t]$ the change of variables is such that

$$
x=t+u-\sqrt{u^{2}+2 u t}, \quad d x=\left(\frac{t+u-\sqrt{u^{2}+2 u t}}{\sqrt{u^{2}+2 u t}}\right) d u .
$$

On $[t,+\infty]$, the change of variables is

$$
x=t+u+\sqrt{u^{2}+2 u t}, \quad d x=\left(\frac{t+u+\sqrt{u^{2}+2 u t}}{\sqrt{u^{2}+2 u t}}\right) d u .
$$

(i) Estimate of $I_{1}$. We have

$$
\begin{aligned}
& I_{1}(t)=\int_{0}^{+\infty} \frac{e^{-a \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x=\int_{0}^{t} \frac{e^{-a \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x+\int_{t}^{+\infty} \frac{e^{-a \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x \\
& =\int_{0}^{+\infty} \frac{\sqrt{t+u-\sqrt{u^{2}+2 u t}}+\sqrt{t+u+\sqrt{u^{2}+2 u t}}}{\sqrt{u^{2}+2 u t}} e^{-2 a u} d u \\
& =\int_{0}^{+\infty} \frac{\sqrt{1+u / t-\sqrt{u^{2} / t^{2}+2 u / t}}}{\sqrt{u^{2} / t+2 u}} e^{-2 a u} d u+\int_{0}^{+\infty} \frac{\sqrt{1+u / t+\sqrt{u^{2} / t^{2}+2 u / t}}}{\sqrt{u^{2} / t+2 u}} e^{-2 a u} d u \\
& \leq 2 \int_{0}^{+\infty} \frac{\sqrt{1+u+\sqrt{u^{2}+2 u}}}{\sqrt{2 u}} e^{-2 a u} d u \leq C,
\end{aligned}
$$

the last inequalities being true for all $t \geq 1$.
(ii) Estimate of $I_{2}$. We have

$$
\begin{aligned}
& I_{2}(t)=\int_{0}^{+\infty}|t-x| \frac{e^{-a \frac{(t-x)^{2}}{x}}}{x^{3 / 2}} d x=\int_{0}^{t}|t-x| \frac{e^{-a \frac{(t-x)^{2}}{x}}}{x^{3 / 2}} d x+\int_{t}^{+\infty}|t-x| \frac{e^{-a \frac{(t-x)^{2}}{x}}}{x^{3 / 2}} d x \\
= & \int_{0}^{+\infty} \frac{\sqrt{u^{2}+2 u t}-u}{\sqrt{u^{2}+2 u t} \sqrt{t+u-\sqrt{u^{2}+2 u t}}} e^{-2 a u} d u+\int_{0}^{+\infty} \frac{\sqrt{u^{2}+2 u t}+u}{\sqrt{u^{2}+2 u t} \sqrt{t+u+\sqrt{u^{2}+2 u t}}} e^{-2 a u} d u .
\end{aligned}
$$

We prove the that the last two integrals behave as $O\left(\frac{1}{\sqrt{t}}\right)$. We detail the second case, the first is less direct due to the minus sign in the denominator but we can bypass this difficulty thanks to the estimate

$$
1+u / t-\sqrt{u^{2} / t^{2}+2 u / t} \geq \frac{C}{1+u}
$$

valid for all $t \geq 1$. In the second integral, if we factor $t$ out, we get

$$
\frac{1}{\sqrt{t}} \int_{0}^{+\infty} \frac{\sqrt{u^{2} / t+2 u}+u / \sqrt{t}}{\sqrt{u^{2} / t+2 u} \sqrt{1+u / t+\sqrt{u^{2} / t^{2}+2 u}}} e^{-2 a u} d u
$$

where the remaining integral is bounded since for $t \geq 1$

$$
\int_{0}^{+\infty} \frac{\sqrt{u^{2} / t+2 u}+u / \sqrt{t}}{\sqrt{u^{2} / t+2 u} \sqrt{1+u / t+\sqrt{u^{2} / t^{2}+2 u}}} e^{-2 a u} d u \leq \int_{0}^{+\infty} \frac{\sqrt{u^{2}+2 u}+u}{\sqrt{2 u}} e^{-2 a u} d u \leq C
$$

(iii) Estimate of $I_{3}$. It is similar.

Lemma 5.3 Let $a>0, b>0$, then there exists $d>0$ such that

$$
\begin{gathered}
J_{1}(t):=\int_{0}^{+\infty} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x=O\left(e^{-d t}\right), \quad J_{2}(t):=\int_{0}^{+\infty}|t-x| e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{x^{3 / 2}} d x=O\left(e^{-d t}\right), \\
J_{3}(t):=\int_{0}^{+\infty}\left((t-x)^{2}+x\right) e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{x^{5 / 2}} d x=O\left(e^{-d t}\right) .
\end{gathered}
$$

Remark. We can prove in fact that $J_{1}$ is equal to $\sqrt{\frac{\pi}{a+b}} e^{-2 \sqrt{b}(\sqrt{a+b}-\sqrt{b}) t}$.
Proof of Lemma 5.3. To prove the exponential behaviour, we proceed as in the proof of the previous lemma. Here, we just detail the estimate on $J_{1}$, since there are no particular difficulties with the two other integrals.
We want so to get the estimate

$$
J_{1}(t):=\int_{0}^{+\infty} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x=O\left(e^{-d t}\right)
$$

We make for that the change of variables $u=a x+b \frac{(t-x)^{2}}{x}$. Note that the function $x \mapsto$ $a x+b \frac{(t-x)^{2}}{x}$ achieves its minimum at the point $x=\sqrt{\frac{b}{a+b}} t$ and the value of this minimum is $2 b t\left(\sqrt{\frac{a+b}{b}-1}\right)$. We cut so the integral $J_{1}$ in two parts:

$$
J_{1}(t)=\int_{0}^{\sqrt{\frac{b}{a+b}} t} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x+\int_{\sqrt{\frac{b}{a+b}} t}^{+\infty} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x
$$

For the integral on $\left[0, \sqrt{\frac{b}{a+b}} t\right]$, the change of variables can be rewritten as

$$
\left.x=\frac{1}{2}\left(2 b t+u-\sqrt{u^{2}+4 b u t-4 a b t^{2}}\right), \quad \frac{d x}{d u}=\frac{1}{2}\left(1-\frac{u+2 b t}{\sqrt{u^{2}+4 b u t-4 a b t^{2}}}\right)\right) .
$$

Thus,

$$
\begin{aligned}
& \int_{0}^{\sqrt{\frac{b}{a+b} t}} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x \\
&=\int_{2 b t\left(\sqrt{\frac{a+b}{b}}-1\right)}^{+\infty}\left(\frac{u+2 b t}{\sqrt{u^{2}+4 b u t-4 a b t^{2}}}-1\right) \frac{e^{-u} d u}{\sqrt{2}\left(2 b t u-\sqrt{u^{2}+4 b u t-4 a b t^{2}}\right)^{1 / 2}}
\end{aligned}
$$

We make then a further change of variables $v=u-2 b t\left(\sqrt{\frac{a+b}{b}}-1\right)$. By setting $\alpha:=$ $\frac{a}{b}>0 \quad \varepsilon:=\sqrt{1+\frac{a}{b}}-1>0$, we get $2 u+4 b t=2 v+4 b \sqrt{1+\alpha} t$. Thus,

$$
\begin{aligned}
& \int_{0}^{\sqrt{\frac{b}{a+b}} t} e^{-a x} \frac{e^{-b \frac{(t-x)^{2}}{x}}}{\sqrt{x}} d x \\
& \quad=\int_{0}^{+\infty}\left(\frac{v+4 b t \sqrt{1+\alpha}}{\sqrt{v(v+4 b t \sqrt{1+\alpha})}}-1\right) \frac{e^{-v} e^{-2 b \varepsilon t} d v}{\sqrt{2}(v+2 b t \sqrt{1+\alpha}-\sqrt{v(v+4 b t \sqrt{1+\alpha})})^{1 / 2}}
\end{aligned}
$$

Then we factor out the exponential term $e^{-2 b \varepsilon t}$, the last step is to prove that the remaining integral is bounded. We have

$$
\begin{aligned}
& \int_{0}^{+\infty}\left(\frac{v+4 b t \sqrt{1+\alpha}}{\sqrt{v(v+4 b t \sqrt{1+\alpha})}}-1\right) \frac{e^{-v} d v}{\sqrt{2}(v+2 b t \sqrt{1+\alpha}-\sqrt{v(v+4 b t \sqrt{1+\alpha})})^{1 / 2}} \\
= & \int_{0}^{+\infty} \frac{(v+4 b t \sqrt{1+\alpha}-\sqrt{v(v+4 b t \sqrt{1+\alpha})}) e^{-v} d v}{\sqrt{2} \sqrt{v(v+4 b t \sqrt{1+\alpha})}(v+2 b t \sqrt{1+\alpha}-\sqrt{v(v+4 b t \sqrt{1+\alpha})})^{1 / 2}} \\
= & \int_{0}^{+\infty} \frac{t(v / t+4 b \sqrt{1+\alpha}-\sqrt{v / t(v / t+4 b \sqrt{1+\alpha})}) e^{-v} d v}{\sqrt{t} \sqrt{t} \sqrt{2} \sqrt{v(v / t+4 b \sqrt{1+\alpha})}(v / t+2 b \sqrt{1+\alpha}-\sqrt{v / t(v / t+4 b \sqrt{1+\alpha})})^{1 / 2}}
\end{aligned}
$$

The previous integral is convergent at $v=0$, because of the estimate

$$
1+s-\sqrt{s^{2}+2 s} \geq \frac{C}{1+s}
$$

Thus, the integral on $\left[0, \sqrt{\frac{b}{a+b}} t\right]$ decreases exponentially with respect to $t$.
We follow then the same way for the integral on the domain $\left[\sqrt{\frac{b}{a+b}} t,+\infty\right]$ by using the change of variables

$$
x=\frac{1}{2}\left(2 b t+u+\sqrt{u^{2}+4 b u t-4 a b t^{2}}\right) .
$$

The estimates are direct here since there is no minus sign in the denominator.
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