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Abstract

The aim of this paper is to build a solution to the linear Schrödinger equation with a perturbed
quadratic hamiltonian. The solution is given in the sense of Sussmann [30] and the construction is based
on the bicharacteristics method. This is made possible under some assumptions on the hamiltonian and
the regularity of the perturbative noise. Moreover, dispersive estimates and a Avron-Herbst formula are
also given during the analysis of the Cauchy problem for nonlinear Schrödinger equations.
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1 Introduction

Let us introduce the following quadratic Hamiltonian perturbed by a real-valued noise term (ẇt)t∈R+ (con-
sidered as the time derivative of a real-valued function (wt)t∈R+)

H(t,x, ξ) = H1(x, ξ) +H2(x, ξ)ẇt, (1)

with

H1(x, ξ) =
1

2
ξ · ξ + (M11x) · ξ + (M12x) · x+ V11 · x+ V12 · ξ,

H2(x, ξ) = (M21x) · ξ + (M22x) · x+ V21 · x+ V22 · ξ,
(2)

where M11,M12,M21,M22 ∈Md(R) are d× d real-valued matrices, with d ∈ N. The vectors V11, V12, V21,
V22 are in Rd. The goal of this paper is to build a solution to the following linear Schrödinger equation,
∀s ∈ R+, {

i∂tψ(t,x) = H1(x,−i∇)ψ(t,x) +H2(x,−i∇)ψ(t,x)ẇt, ∀t ∈]s,∞[, ∀x ∈ Rd,
ψ(s,x) = ψs(x) ∈ L2.

(3)

We obtain a quasi-explicit fundamental solution as well as some results concerning the existence and unique-
ness of solutions to nonlinear stochastic Schrödinger equations.

Model equations

Quadratic hamiltonian are used to model systems of particles in quantum mechanics [22] or the propagation
of electromagnetic plane waves in optics [1].

In [28, 29], a perturbed electrostatic field is introduced to investigate stochastic effects on two different
quantum systems. In both papers, the Schrödinger equation that is used to model the systems is the following i∂tψ(t, x) = −1

2
∂2
xψ(t, x)− x

(
F (t) + Ḃt

)
ψ(t, x) + V (x)ψ(t, x), t ∈ R+, x ∈ R,

ψ(0, x) = ψ0(x), ∀x ∈ R,
(4)

where F corresponds to the pulse of a laser field which is a smooth function and (Ḃt)t∈R+ is a white noise
corresponding to a noise source. In [29], where the dissociation of a diatomic molecule is considered, the
potential V is a Morse potential such that V (x) = −De

(
1− (1− e−`x)2

)
, where De is the well depth and

` is the length scale. We remark that, being given a small length scale ` � 1, the following approximation
holds

V (x) ≈ −De

(
1− x2`2

)
+ o(`2).

This approximation creates a harmonic well (the constant term can be eliminated by a gauge change). In
[28], the ionization of a Hydrogen atom under a laser field is studied. In this case, the potential V is a
non-singular Coulomb type potential given by

V (x) = − 1√
x2 + a2

,

with a ∈ R. Remarking that this potential is bounded, it can be treated like a perturbation to solve the
Cauchy problem for equation (4).
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Remark 1. It is possible to apply an Avron-Herbst formula [5] to the solution of the equation (4) under some
assumptions on the potential V . This is done in section 5 where we investigate the existence and uniqueness
of global in time solutions for a class of stochastic nonlinear Schrödinger equations.

In [17, 27], the heating effects of fluctuations in the intensity of a quadratic potential are studied. In the
case of a Bose-Einstein condensate, the equation modeling this system is given by the following stochastic
Gross-Pitaevskii equation i∂tψ(t,x) = −1

2
∆ψ(t,x) +

1

2
|x|2ψ(t,x)(1 + Ḃt) + β|ψ|2ψ(t,x), ∀t ∈ R+, ∀x ∈ Rd,

ψ(0,x) = ψ0(x), ∀x ∈ Rd,
(5)

where (Ḃt)t∈R+ is a white noise and β is the intensity of the inter-atomic interaction in the condensate. This
equation as been studied by de Bouard and Fukuizumi [11, 12]. Furthermore, we remark that, in the case of a
rotating Bose-Einstein condensate [23], the hamiltonian associated to the linear part of the Gross-Pitaevskii
equation remains quadratic and thus is still related to our original problem (3). We could also consider a
perturbed electric field similar to the one in equation (4).

The bicharacteristics method

A classical construction for the solution of the Schrödinger equation (3) is to consider the following ansatz

ψ(t,x) =
a(t, s)

(2πi(t− s))d/2

∫
Rd
eiS(t,s,x,y)ψs(y)dy, (6)

and to build the amplitude a and the phase S. Assuming that a and S are sufficiently smooth and then
injecting the formal solution (6) into (3), we obtain the following system of equations

∂tS(t, s,x,y) = H(t,x,∇xS), a.e. y ∈ Rd, t ∈]s,∞[,x ∈ Rd,

∂ta(t, s) =
1

2

(
−∆xS(t, s) +

d

t− s

)
a(t, s), t ∈]s,∞[.

(7)

Remark 2. We can see that the first equation of (7) is independent of the amplitude a. Furthermore, the
solution S of this equation is a quadratic function of x and y, implying that the amplitude function a(t, s)
does not depend on the spatial variable. Finally, the first equation of system (7) depends on the noise term
(ẇt)t∈R+ . Since we consider non-differentiable functions (wt)t∈R+ in this paper, we have to give a proper
definition of the solution of (7) and (6). We choose to use a definition similar to the one given by Sussmann
[30] to define the function (6) as a solution of equation (3) (see definition 2).

The first equation in (7) is a Hamilton-Jacobi equation. This kind of equation has been studied by
Hamilton [19] in optics by using the characteristics method following an analogy with the classical mechanics.
More recent results can be found in [3, 10, 18]. Following this approach, we prove that the solution S(t, s,x,y)
of the first equation in (7) is the classical action associated to the path of a particle starting at time s and
position y and reaching x at time t, where the evolution of the particle is defined by the Hamilton equations
associated to H [10]. The Hamilton equations are ordinary differential equations which give the evolution
of the position and the impulsion of a particle depending on the initial position and impulsion. Therefore,
finding a path connecting x and y leads to ensuring the existence and uniqueness of the solution of the
Hamilton equations and then to use a change of variables between the initial impulsion and the final position.
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Obtaining the amplitude a is direct since we can integrate exactly the second equation of (7) with respect
to t, giving then the representation formula (6).

Such constructions were already investigated in [16, 21, 32]. However, in those previous works, the time-
dependent Hamiltonian was assumed to be at least bounded almost everywhere with respect to the time
variable. In [16], the following Hamiltonian is considered

H(t,x,−i∇) = −1

2
∆ + V (t,x), (8)

where V is a real measurable potential function which is quadratically bounded and is C∞ with respect to x.
In this case, the construction slightly differs from the bicharacteristics method in order to have such general
assumptions on the potential. Moreover, this leads to a formulation slightly different from (6) since the phase
S will not be exactly quadratic anymore (thus, the amplitude will depend on the space variables). In order
to overcome this difficulty, the author considers a sequence of oscillatory integrals

{
(En(t, s))t∈[s,s+T ]

}
n∈N

defined as

En(t, s)ψs(x) =
1

(2πi(t− s))d/2

∫
Rd
an(t, s,x,y)eiS(t,s,x,y)ψs(y)dy,

where the amplitudes (an)n∈N are solutions of a sequence of transport equations depending on S, and proves
that (En(t, s))t∈[s,s+T ] converges to a certain operator U(t, s) which is the exact propagator of equation (8).
In [32], the considered Hamiltonian corresponds to a Schrödinger operator with magnetic fields

H(t,x,−i∇) =
1

2
(−i∇−A(t,x))

2
, (9)

where the magnetic vector potential A(t,x) is assumed to be such that ∂xjA(t,x) ∈ C1(R+ × Rd), ∀j ∈
{1, ..., d}. The construction is similar to the one in [16]. Moreover, smoothing properties of the propagator
associated to the solution of the equation are proven and allow to consider perturbative terms. In [12], a
stochastic Hamiltonian is studied leading to the construction of the solution by using the bicharacteristics
method. The initial stochastic Hamiltonian considered is similar to (8) with V (t,x) = 1

2 |x|
2(1 + ẇt). Prior

to the construction, the noise is integrated by using the following gauge transformation

ψ(t,x)← e−iG(t,x)ψ(t,x),

where G(t,x) = 1
2 |x|

2(t + wt). This gauge change modifies the initial Hamiltonian into a Hamiltonian of
the form (9), with A(t,x) = ∇G(t,x), and a construction similar to [32] is done. However, in general, such
gauge transformation can not be applied to a Hamiltonian of the form (1).

Here, we have to ensure that this classical construction still holds for the stochastic Hamiltonian (1) where
we do not suppose that the noise is bounded anywhere. The first step of this construction is to solve the
Hamilton equations which corresponds to a linear stochastic differential equation in our case. This type of
equation is well understood and does not present any difficulty. Moreover, this enables us to show that the
solutions of the Hamilton equations depend on the function (wt)t∈R+ , thus integrating the noise term and
getting around the problem arising from its lack of smoothness. As stated in remark 2, we define the solution
in the sense of Sussmann [30]. Therefore, we have to ensure that the solution is continuous with respect to
(wt)t∈R+ . To this end, we show that the classical action and the amplitude function verify such regularity
assumptions.

Main results

As stated in remark 2, we follow the idea of Sussmann [30] to define the solution of the stochastic Schrödinger
equation (3). This choice is motivated by the fact that we construct a semi-explicit solution. Our definition
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uses an extra regularity of the function (wt)t∈R+ which is assumed to be in the γ-Hölder space, with γ ∈]0, 1].

Definition 1. (γ-Hölder function) Let I = [a, b], with a < b and γ ∈]0, 1]. We define the space of γ-Hölder
function, denoted Cγ(I,R), as the set of all continuous functions f ∈ C0(I,R) such that

‖f‖Ċγ := sup
t,s∈I
t 6=s

|f(t)− f(s)|
|t− s|γ

<∞.

It is endowed with the norm
‖f‖Cγα := ‖f‖C0 + ‖f‖Ċγ .

Furthermore, we extend the norm ‖ · ‖Ċγ to the case γ = 0 by setting

‖f‖Ċ0 := sup
t,s∈I
t6=s

|f(t)− f(s)|.

We now give the definition of the solution of the stochastic problem (3).

Definition 2. Let T > 0, s ∈ R+, α ∈ R and (wt)t∈[s,s+T ] ∈ Cγ([s, s+ T ],R), γ ∈]0, 1]. The function ψw is
a weak solution to the problem (3) if there exists a neighborhood Q of (wt)t∈[s,s+T ] in Cγ([s, s + T ],R) such
that

• For every (w̃t)t∈[s,s+T ] ∈ Q ∩ C1([s, s+ T ],R), ψw̃ is a weak solution of (3).

• The Itô map I : Cγ([s, s+ T ],R)→ C0([s, s+ T ], L2(Rd)) defined by

I(w) = ψw,

is continuous.

To obtain a solution of the form (6), we have to make the following assumptions on the Hamiltonian H
and the noise.

Assumption 1. We assume that (wt)t∈R+ is a γ-Hölder function, with γ ∈]0, 1], if not stated otherwise.
Moreover, concerning the Hamiltonian H defined by (1), we assume that one of the two assumptions below
is satisfied

• γ ∈]1/2, 1],

• M21 = 0 and V22 = 0.

Remark 3. As we can see in the previous assumptions, the type of perturbed Hamiltonian that can be taken
into account in this construction depends on the irregularity of the noise. This fact can be seen in the proof
of proposition 8. Moreover, these assumptions includes the hamiltonian operators that are considered in [12].

Remark 4. An example of stochastic process satisfying the previous assumptions is the fractional brownian
motion BH with Hurst index H ∈]0, 1[ [26]. Indeed, a trajectory (BHt )t∈R+ is a (H − ε)-Hölder function for
ε > 0. Furthermore, we remark that, in the case where H = 1/2, this process corresponds to the brownian
motion whose time derivative is the white noise (Ḃt)t∈R+ . Thus, we can consider equations (4) and (5) by
using our approach.
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Let us introduce now the propagator (Uw(t, s))t∈[s,s+T ], ∀ψs ∈ C∞0 (Rd),

Uw(t, s)ψs(x) =
aw(t, s)

(2πi(t− s))d/2

∫
Rd
eiSw(t,s,x,y)ψs(y)dy, (10)

where the amplitude function aw and the classical action Sw are constructed by the previous strategy. We
introduce the Σn functional spaces which arise naturally in the context of a quadratic Hamiltonian [9, 32].

Definition 3. We define the Σn functional space, ∀n ∈ N, as

Σn =

ϕ ∈ L2;
∑

|α+β|≤n

‖xα∂βxϕ‖L2 := ‖ϕ‖Σn <∞

 ,

with Σ0 = L2.

Under these notations and assumptions 1, we can prove the following result.

Theorem 1. Let n ∈ N. Then, there exists T > 0 such that, for any ψs ∈ Σn, the function ψw defined by

ψw(t,x) = Uw(t, s)ψs(x), ∀t ∈ [s, s+ T ], ∀x ∈ Rd, (11)

where (Uw(t, s))t∈[s,s+T ] is given by (10), is a solution in the sense of definition 2 to the problem (3). More-
over, ψw belongs to the functional space C0([s, s+ T ],Σn).

Remark 5. In theorem 1, the propagator (Uw(t, s))t∈[s,s+T ] can be extended to t ∈ [s, s + T0], ∀T0 > 0, by
setting

Uw(t, s) = Uw(sn, sn−1)Uw(sn, sn−1)...Uw(s1, s0),

where {sj}j∈{0,...,n} is a subdivision of such that sn = t, s0 = s and |sj − sj−1| < T , ∀j ∈ {1, ..., n}.

The particular form of the solution (6) allows us to prove dispersive estimates on the propagator (Uw(t, s))t∈[s,s+T ].
This property has been used to prove the existence and uniqueness of a solution for nonlinear Schrödinger
equations with a potential at most quadratic [6, 7, 25], a time-dependent potential at most quadratic [8], an
electromagnetic potential [24], a stochastic potential at most quadratic [12] or a quadratic potential and a
rotation term [2]. Furthermore, we can prove the existence and uniqueness of a solution for the following
nonlinear mild equation

ψ(t,x) = Uw(t, s)ψs(x)− iβ
∫ t

s

Uw(t, τ)|ψ(τ,x)|2σψ(τ,x)dτ, ∀t ∈ [s,∞[, ∀x ∈ Rd, (12)

with β ∈ R and σ > 0. We obtain the following result.

Theorem 2. Suppose that the hamiltonian operators H1(x,−i∇) and H2(x,−i∇), given by (2), are sym-
metric operators on the Schwartz space S and that the Hamiltonian H satisfies assumptions 1.

• Let ψs ∈ L2 and 0 < σ < 2
d . Then, there exists a unique solution ψ ∈ C0([s,∞[, L2)∩Lr([s,∞[, L2σ+2)

to the problem (12), where r = 4(σ+1)
dσ . In addition, if ψs ∈ Σ1, then the solution ψ belongs to

C0([s,∞[,Σ1).
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• Let ψs ∈ Σ1 and 0 < σ < ∞ if d = 1, 2 or 0 < σ < 2
d−2 if d ≥ 3. Then the problem (12) admits a

unique solution ψ such that, ∀j ∈ {1, .., d},

ψ, xjψ, ∂xjψ ∈ C0([s, s+ T [, L2) ∩ Lr([s, s+ T [, L2σ+2),

where T > 0 depends on ‖ψs‖Σ1 and r = 4(σ+1)
dσ .

Remark 6. In the previous theorem, we remark that the upper bound for the value of σ corresponds to the
L2 (resp. H1) critical index for the standard nonlinear Schrödinger equation when ψs belongs to L2 (resp.
H1).

Since the hamiltonian operator H in the previous statement is time-dependent, this implies a loss of a
priori estimates in Σ1 for the solution of the nonlinear equation (12) by using quantities such as the natural
candidate for the energy

E(t, φ) =

∫
Rd
<
[

1

2
φ∗(x)H(t,x,−i∇)φ(x) +

β

2σ + 2
|φ(x)|2σ+2

]
dx, (13)

which is conserved when the hamiltonianH is time-independent (i.e. ẇ ≡ 0) andH1 = 1
2 |ξ|

2+(M12x+V11)·x
(see for instance [9]). Therefore, without further assumptions on the noise or the hamiltonian operator, the
question of the existence and uniqueness of global in time solutions in Σ1 for H1-subcritical nonlinearities is
quite delicate. However, this problem can be partially addressed with the help of an Avron-Herbst formula
[5] under the following additional assumptions.

Assumption 2. The Hamiltonian H defined by (1) is such that

• M21 = 0 and M22 = 0,

• M11 is a skew-adjoint matrix.

Moreover, the coefficient β in equation (12) is positive.

This leads us to our last result.

Theorem 3. Let ψs ∈ Σ1 and 0 < σ <∞ with σ < 2
d−2 for d ≥ 3. In addition, suppose that the assumptions

1 and 2 are verified, that the hamiltonian operators H1(x,−i∇) and H2(x,−i∇), given by Hamiltonians,
are symmetric operators on the Schwartz space S and that the Hamiltonian H. Then, there exists a unique
solution ψ ∈ C0([s,∞[,Σ1) to the problem (12).

Structure of the paper

The paper is organized as follows. In section 2, we study the solutions of the Hamilton equations, also called
classical orbits, associated to the problem (3) for a continuous trajectory. Moreover, we prove the change of
variables between the initial impulsion and the final position. These solutions and the change of variables
lead to construct the classical action S, which is done in section 3. The classical action is shown to be a
solution of the Hamilton-Jacobi equation (33) associated to the hamiltonianH given by (1) for a C1 trajectory.
Furthermore, we show that we can extend the classical action in the case of a γ-Hölder trajectory thanks to
its continuity with respect to the trajectories. This leads, in section 4, to the construction of the propagator
(Uw(t, s))t∈[s,s+T ] formulated in (10). By using definition 2, we construct the solution of the linear problem
(3). Finally, in section 5, we prove theorem 2 with the help of dispersive estimates and show that theorem 3
follows from an Avron-Herbst formula.
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2 Classical orbits and changes of variables

We start by solving the Hamilton equations associated to the Hamiltonian H and prove some properties on
the classical orbits x̄ and ξ̄.

First, we assume that the trajectories (wt)t∈R+ are C1. The Hamilton equations are given by, ∀s ∈ R+,
∂tx̄w(t, s) = ξ̄w(t, s) +M11x̄w(t, s) + V12 +M21x̄w(t, s)ẇt + V22ẇt, ∀t ∈ [s,∞[,

∂tξ̄w(t, s) = −(M12 +M∗12)x̄w(t, s)−M∗11ξ̄w(t, s)−V11 − (M22 +M∗22)x̄w(t, s)ẇt

−M∗21ξ̄w(t, s)ẇt −V21ẇt, ∀t ∈ [s,∞[,

(14)

with the initial conditions
x̄w(s, s) = y ∈ Rd and ξ̄w(s, s) = η ∈ Rd.

Denoting by x̄w(t, s,y,η) and ξ̄w(t, s,y,η) these trajectories with the initial conditions y and η, this system
can also be rewritten as

∂tχw(t, s,y,η) = M1χw(t, s,y,η) +M2χw(t, s,y,η)ẇt + V1 + V2ẇt, (15)

with

χw(t, s,y,η) =

(
x̄w(t, s,y,η)
ξ̄w(t, s,y,η)

)
, M1 =

(
M11 1

−M12 −M∗12 −M∗11

)
,

M2 =

(
M21 0

−M22 −M∗22 −M∗21

)
, V1 =

(
V12

−V11

)
and V2 =

(
V22

−V21

)
.

Remark 7. From equation (15), we can see that classical flow χw is an affine transformation in the phase
space R2d. Thus, the solution χw can be expressed thanks to the resolvent matrix e(t, s) associated to the
problem when V1 = V2 = 0. This resolvent matrix is given by

e(t, s) =

∞∑
k=0

∑
I∈{1,2}k

MI

∫ t

s

ẇn,I
τ dτ,

where we set, ∀I ∈ Zk, ∀k ∈ N,

MI = MI1 ...MIk and

∫ t

s

ẇn,I
τ dτ =

∫ t

s

∫ τ1

s

...

∫ τk−1

s

ẇn,I1τ1 ...ẇn,I1τk
dτ1...dτk,

with wn,1t = t and wn,2t = wnt , ∀t ∈ [s, s+ T ]. Since (wt)t∈R+ is assume to be C1, we can easily bound e and,
hence, obtain directly the existence and uniqueness of a solution of (15)

It follows from Duhamel’s formula that χw can also be formulated as the solution of the following integral
equation, ∀s ∈ R+, ∀y,η ∈ Rd,

∀t ∈ [s, s+ T ], χw(t, s,y,η) = eM2(wt−ws)χw(s, s,y,η) +

∫ t

s

eM2(wt−wτ )M1χw(τ, s,y,η)dτ

+

∫ t

s

eM2(wt−wτ ) (V1 + V2ẇτ ) dτ.

(16)
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The last term of the right hand side of equation (16) can be expressed as∫ t

s

eM2(wt−wτ )V2ẇτdτ =

∞∑
j=0

Mk
2 (wt − ws)k+1

(k + 1)!
V2. (17)

Hence, the existence and uniqueness of a solution χw = (x̄w, ξ̄w) of equation (15) follows from a standard
fixed point argument in C0([s, s+T ],R2d), with T > 0 sufficiently small, and thanks to a Gronwall inequality.
Furthermore, by using (16) and (17), it is quite straightforward to prove that the existence and uniqueness
of a solution χw of (15) extends to the case of a continuous trajectory (wt)t∈R+ thanks to the following
definition [13, 30].

Definition 4. Let T > 0 and (wt)t∈[s,s+T ] ∈ C0. We define χw as the solution of (15) if there exist a

neighborhood Q of (wt)t∈R+ in C0([s, s+ T ],R) and an application J : Q → C0([s, s+ T ],R2d) such that

• J is continuous with respect to the norm

‖J (w)‖C0([s,s+T ],R2d) := sup
t∈[s,s+T ]

|J (w, t)|.

• For all (w̃t)t∈[s,s+T ] ∈ Q ∩ C1, χw̃ is a solution to the ordinary differential equation (15).

• We have J (w) = χw.

To obtain the change of variable between the initial impulsion η and the final position x̄w(t, s,y,η),
we need to develop the classical orbits with respect to the time variable while working with trajectories in
Cγ , γ ∈]0, 1]. To this end, we state a new formulation of χw which is easier to manipulate. To prove the
continuity of the classical orbits with respect to the trajectories, we assume that the trajectories belong to

BW (C0) :=

{
v ∈ C0([s, s+ T ],R); sup

t∈[s,s+T ]

|v(t)| ≤W

}
,

for a certain W > 0. This does not restrict the class of possible trajectories since they are always considered
as bounded.

Proposition 1. Let s ≥ 0 and (wt)t∈[s,s+T ] ∈ C0. Then, there exists T > 0 sufficiently small and three unique

continuous mappings Ξ0,w(t, s), Ξ1,w(t, s), Ξ2,w(t, s) ∈ C0([s, s + T ],L(R2d,R2d)) such that, ∀t ∈ [s, s + T ],
∀x,η ∈ Rd,

χw(t, s,y,η) = Ξ0,w(t, s)

(
y
η

)
+ Ξ1,w(t, s)V1 + Ξ2,w(t, s)V2. (18)

Moreover, let W > 0 and j ∈ {0, 1, 2}, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ BW (C0), we have the following
estimate

sup
t∈[s,s+T ]

‖Ξj,w(t, s)− Ξ ˜j,w(t, s)‖L(Rd,Rd) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]). (19)

Proof. Let {(wnt )t∈R+}n∈N ⊂ C1 be a sequence which converges to (wt)t∈R+ in C0. We consider (wnt )t∈R+ ,
∀n ∈ N, and the Picard sequence (χk,wn)k∈N given by

χk+1,wn(t, s,y,η) = χk,wn(t, s,y,η) +M1

∫ t

s

χk,wn(τ, s,y,η)dτ +M2

∫ t

s

χk,wn(τ, s,y,η)ẇnτ dτ

+ V1

∫ t

s

dτ + V2

∫ t

s

ẇnτ dτ, ∀t ∈ [s, s+ T ],

χ0,wn(t, s,y,η) =

(
y
η

)
.
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Since, for T > 0 sufficiently small, the Picard sequence (χk,wn)k∈N converge to the solution χwn of the

equation (15) in C0([s, s+ T ],R2d), we deduce the following formulation

χwn(t, s,y,η) =

∞∑
k=0

∑
I∈{1,2}k

MI

∫ t

s

dwn,I
τ

(
y
η

)
+

∞∑
k=0

∑
J∈{1,2}k×{−1}

MJ

∫ t

s

dwn,J
τ V1

+

∞∑
k=0

∑
K∈{1,2}k×{−2}

MK

∫ t

s

dwn,K
τ V2,

where we set, ∀I ∈ Zk, ∀k ∈ N,

MI = MI1 ...MIk and

∫ t

s

dwn,I
τ =

∫ t

s

dwn,I1τ1

∫ τ1

s

dwn,I1τ2 ...

∫ τk−1

s

dwn,Ikτk
,

with wn,1t = wn,−1
t = t, wn,2t = wn,−2

t = wnt , ∀t ∈ [s, s + T ], and M−1 = M−2 = Id, the identity operator.
Introducing

Ξ0,wn(t, s) =

∞∑
k=0

∑
I∈{1,2}k

MI

∫ t

s

dwn,I
τ , Ξ1,wn(t, s) =

∞∑
k=0

∑
J∈{1,2}k×{−1}

MJ

∫ t

s

dwn,J
τ ,

and Ξ2,wn(t, s) =

∞∑
k=0

∑
K∈{1,2}k×{−2}

MK

∫ t

s

dwn,K
τ ,

and thanks to the formulation (16) and a Gronwall inequality, we obtain that, ∀j ∈ {0, 1, 2}, (Ξj,wn)n∈N is a

Cauchy sequence in C0([s, s + T ],L(R2d,R2d)). Therefore, there exist three continuous mapping Ξ0,w, Ξ1,w

and Ξ2,w such that

χwn(t, s,y,η) −→
n→∞

Ξ0,w(t, s)

(
y
η

)
+ Ξ1,w(t, s)V1 + Ξ2,w(t, s)V2,

in C0([s, s + T ],R2d), which leads to formula (18). We now prove that, ∀j ∈ {0, 1, 2}, Ξj,w is continuous
with respect to (wt)t∈[s,s+T ] i.e. we prove (19). By using the integral formulation (16), (17) and a Grownall
inequality, we obtain that, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ BW (C0),

sup
t∈[s,s+T ]

‖Ξw(t, s)− Ξw̃(t, s)‖L(Rd,Rd) ≤ CT,s,W sup
t∈[s,s+T ]

|wt − w̃t + ws − w̃s| ≤ CT,s,W ‖w − w̃‖Ċ0 ,

ending hence the proof.

The following result provides an expansion of the applications Ξ0,w, Ξ1,w and Ξ2,w with respect to the
time variable. Moreover, we directly deduce an expansion of the classical orbits.

Proposition 2. Let s ≥ 0. Then, there exists T > 0 sufficiently small such that the following expansions
hold, ∀t ∈ [s, s+ T ],

Ξ0,w(t, s) = Id +M1(t− s) +M2(wt − ws) + (t− s)%0R0,w(t, s),

Ξ1,w(t, s) = Id(t− s) + (t− s)%1R1,w(t, s),

Ξ2,w(t, s) = Id(wt − ws) + (t− s)%2R2,w(t, s),
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where %j > 1, ∀j ∈ {0, 1, 2}, and, ∀j ∈ {0, 1, 2}, Rj,w is an operator uniformly bounded with respect to
t ∈]s, s+ T ]. Let W > 0. Then, we have, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), ∀j ∈ {0, 1, 2},

supt∈[s,s+T ](t− s)%j‖Rj,w(t, s)−Rj, ˜,w(t, s)‖L(R2d,R2d) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]).

Moreover, we have ∫ t

s

Ξ0,w(τ, s)ẇτdτ = Id(wt − ws) + (t− s)%̃0R̃0,w(t, s),∫ t

s

Ξ1,w(τ, s)ẇτdτ = (t− s)%̃1R̃1,w(t, s),∫ t

s

Ξ2,w(τ, s)ẇτdτ = Id
(wt − ws)2

2
+ (t− s)%̃2R̃2,w(t, s),

(20)

where %̃j > 1, ∀j ∈ {0, 1, 2}, and, ∀j ∈ {0, 1, 2}, R̃j,w is an operator uniformly bounded with respect to
t ∈]s, s+ T ]. Let W > 0. Then, we have, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), ∀j ∈ {0, 1, 2},

supt∈[s,s+T ](t− s)%̃j‖R̃j,w(t, s)− R̃j, ˜,w(t, s)‖L(R2d,R2d) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]).

Proof. The integral formulation (16) leads to, ∀t ∈ [s, s+ T ],

Ξ0,w(t, s) = eM2(wt−ws) +

∫ t

s

eM2(wt−wτ )M1e
M2(wτ−ws)dτ

+

∫ t

s

eM2(wt−wτ )M1

∫ τ

s

eM2(wτ−wι)Ξ0,w(ι, s)dιdτ.

(21)

By using the expansion

eM2(wt−ws) = Id +M2(wt − ws) +

∞∑
j=2

M j
2 (wt − ws)j

j!
, (22)

and if γ ∈]1/2, 1[, (wt)t∈R+ being γ-Hölder, we have, on one hand,∥∥∥∥∥∥
∞∑
j=2

M j
2 (wt − ws)j

j!

∥∥∥∥∥∥
L(R2d,R2d)

≤ (t− s)2γ
∞∑
j=2

‖M2‖jL(R2d,R2d)
‖w‖jC0,γ (t− s)γ(j−2)

j!
,

and, if M21 = 0, we obtain, on the other hand,

∞∑
j=2

M j
2 (wt − ws)j

j!
= 0.

Therefore, in (22), the sum appearing in the right hand side is such that∥∥∥∥∥∥
∞∑
j=2

M j
2 (wt − ws)j

j!

∥∥∥∥∥∥
L(R2d,R2d)

= o
t→s

(t− s)%,
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with % > 1. Concerning the second term from the expansion (21), we have∫ t

s

eM2(wt−wτ )M1e
M2(wτ−ws)dτ = M1(t− s)

+

∫ t

s

∑
j,k≥0
j+k≥1

M j
2 (wt − wτ )j

j!
M1

Mk
2 (wτ − ws)k

k!
dτ.

(23)

By using (21), (22) and finally (23), we obtain the first result for the mapping Ξ0,w. The expansions of the
mappings Ξ1,w and Ξ2,w are obtained by using (16), (17) and similar expansions of the exponential matrices.

Concerning the second result, it is obtained similarly through integrations by parts.

From Proposition 2, we have the following corollary.

Corollary 1. Let s ≥ 0. Then, there exists T > 0 such that the classical orbits can be expanded as,
∀t ∈ [s, s+ T ],

x̄w(t, s,y,η) = y + (t− s)V12 + (wt − ws)V22 + (t− s)η + (M11(t− s) +M21(wt − ws))y

+(t− s)%r0,1(t, s)y + (t− s)%r0,2(t, s)η + (t− s)%r1,1(t, s)V12 + (t− s)%r1,2(t, s)V22,

ξ̄w(t, s,y,η) = η − (t− s)V11 − (wt − ws)V21 − ((M12 +M∗12)(t− s) + (M22 +M∗22)(wt − ws))y

−M21η(wt − ws)−M∗11η(t− s) + (t− s)%r0,3(t, s)y + (t− s)%r0,4(t, s)η

+(t− s)%r1,3(t, s)V11 + (t− s)%r1,4(t, s)V21,

where r0,j , r1,j ∈ L(Rd,Rd) are uniformly bounded with respect to t ∈ [s, s+ T ], ∀j ∈ {1, 2, 3, 4}, and % > 1.

Our aim is now to obtain the following variables changes

(y,η)↔ (x̄w(t, s,y,η),y) and (y,η)↔ (x̄w(t, s,y,η),η).

To this end, we prove that the applications

Θ1,t,s,w : (y,η)→ (x̄w(t, s,y,η),y),

and
Θ2,t,s,w : (y,η)→ (x̄w(t, s,y,η),η),

are diffeomorphisms from Rd to itself.
We have a first result on the dependence of x̄ with respect to y and the dependence of ξ̄ with respect to

η. The proof is a consequence of proposition 1 and corollary 1.

Lemma 1. Let s ≥ 0. Then there exists T > 0 such that we have, for all t ∈ [s, s+ T ],

∂x̄

∂y
(t, s) = 1 + (t− s)γA1,w(t, s),

∂ξ̄

∂η
(t, s) = 1 + (t− s)γA2,w(t, s),

∂x̄

∂V12
(t, s) = (t− s) + (t− s)%A3,w(t, s),

∂x̄

∂V22
(t, s) = (wt − ws) + (t− s)%A4,w(t, s),

where {Aj,w}j∈{1,2,3,4} ⊂ L(Rd,Rd) are operators uniformly bounded with respect to t ∈ [s, s+T ]. Let W > 0.

Then, we have, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), ∀j ∈ {1, 2, 3, 4},

supt∈[s,s+T ](t− s)γ‖Aj,w(t, s)−Aj, ˜,w(t, s)‖L(Rd,Rd) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]).
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To obtain a similar result between the variables x̄ and η, we introduce a new variable ζ := (t− s)η. The
application of Corollary 1 leads to the following result.

Lemma 2. Let s ≥ 0. Then there exists T > 0 such that we have, for all t ∈]s, s+ T ],

∂x̄

∂ζ
(t, s) = 1 + (t− s)%−1Bw(t, s),

where %− 1 > 0, and Bw ∈ L(Rd,Rd) is an operator uniformly bounded with respect to t ∈ [s, s+ T ].
Moreover, let W > 0. Then, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩ BW (C0), we have the following

inequality
sup

t∈[s,s+T ]

(t− s)%−1‖Bw(t, s)−Bw̃(t, s)‖L(Rd,Rd) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]).

We finally obtain the main result of this section.

Proposition 3. There exists T > 0 such that the families of C∞(R2d,R2d) mappings

Θ1,t,s,w : (y, ζ(η))→ (x̄w(t, s,y,η),y),

and
Θ2,t,s,w : (y, ζ(η))→ (x̄w(t, s,y,η), ζ(η)),

are diffeomorphisms, ∀t ∈]s, s+ T ].

Proof. Let us first remark that the applications are one-to-one since we have the uniqueness of the classical
orbits with respect to their initial conditions. For ε > 0, we choose T > 0 such that, ∀t ∈ [s, s+ T ],

d∑
j,k=1

(t− s)γ |A1,w,j,k(t, s)|+ (t− s)γ |A2,w,j,k(t, s)|+ (t− s)%−1|Bw,j,k(t, s)| < ε. (24)

We now focus our attention on the map Θ1,t,s,w since the proof is similar for Θ2,t,s,w.
The jacobian matrix of the application Θ1,t,s,w has the following expression, ∀t ∈]s, s+ T ],

∂y,ζΘ1,t =

(
1 + (t− s)γA1,w(t, s) 1 + (t− s)%−1Bw(t, s)

1 0

)
=

(
1 1
1 0

)
+

(
(t− s)γA1,w(t, s) (t− s)%−1Bw(t, s)

0 0

)
.

Since the previous matrix is a perturbation of an invertible matrix, we can use Neumann’s series to conclude
that ∂y,ζΘ1,t is invertible, i.e.

(∂y,ζΘ1,t)
−1

= lim
N→∞

N∑
j=0

(−1)j
(

1 1
1 0

)−j (
(t− s)γA1,w(t, s) (t− s)%−1Bw(t, s)

0 0

)j (
1 1
1 0

)−1

.

In view of (24), the series clearly converges. Hence, we deduce that the application Θ1,t,s,w is a diffeomorphism
from R2d.
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Thanks to the diffeomorphism Θ1,t,s,w, the variables ζ and η can be defined as

∀t ∈ [s, s+ T ], ∀x,y ∈ Rd, ζ = ζ̄w(t, s,x,y),

∀t ∈]s, s+ T ], ∀x,y ∈ Rd, η = η̄w(t, s,x,y) =
1

t− s
ζ̄w(t, s,x,y).

Furthermore, we remark that the function η̄w verifies

x̄w(t, s,y, η̄w(t, s,x,y)) = x. (25)

We now state some properties of η̄.

Proposition 4. The function η̄ is linear with respect to the space variables x and y. Furthermore, it satisfies
the following inequality, ∀(α1, α2) ∈ Nd × Nd such that |α1 + α2| ≤ 1, ∀t ∈]s, s+ T ], x,y ∈ Rd,

|∂α1
x ∂α2

y η̄w(t, s,x,y)| ≤ CT,s,w
t− s

(
|V12|+ |V22|+ |x|1−|α1+α2| + |y|1−|α1+α2|

)
. (26)

We also have the following expansion: ∀t ∈]s, s+ T ], x,y ∈ Rd,

η̄w(t, s,x,y) =
x− y
t− s

− wt − ws
t− s

(M21y + V22)− (M11y + V12)

+r(t, s,x,y),
(27)

where r is a linear function with respect to x and y and such that, ∀(α1, α2) ∈ Nd × Nd with |α1 + α2| ≤ 1,

|∂α1
x ∂α2

y r(t, s,x,y)| −→
t→s

0.

Proof. From corollary 1 and equation (25), we obtain, ∀t ∈]s, s+ T ],

x = y + (t− s)V12 + (wt − ws)V22 + (t− s)η̄w(t, s,x,y) + (M11(t− s) +M21(wt − ws))y

+(t− s)%r0,1(t, s)y + (t− s)%r0,2(t, s)η̄w(t, s,x,y) + (t− s)%r1,1(t, s)V12 + (t− s)%r1,2(t, s)V22.
(28)

Therefore, for T > 0 sufficiently small, we have

η̄w(t, s,x,y) =(1− (t− s)%−1r0,2(t, s))−1

(
x− y
t− s

− wt − ws
t− s

M21y −M11y

)
− (1− (t− s)%−1r0,2(t, s))−1

(
V12 +

wt − ws
t− s

V22

)
− (1− (t− s)%−1r0,2(t, s))−1(t− s)%−1 [r0,1(t, s)y + r1,1(t, s)V12 + r1,2(t, s)V22] ,

which leads to (26). Concerning the estimate (27), we make use again (28) and then (26).

Combining Lemma 2 and proposition 3, we deduce the following result.

Proposition 5. For all t ∈ [s, s+ T ], we have

∂ζ̄

∂x
(t, s) = 1 + (t− s)%−1D1,w(t, s),

∂ζ̄

∂y
(t, s) = −1 + (t− s)%−1D2,w(t, s),

∂ζ̄

∂V12
(t, s) = −(t− s) + (t− s)%D3,w(t, s),

∂ζ̄

∂V22
(t, s) = −(wt − ws) + (t− s)%−1D4,w(t, s),

(t− s) ∂ξ̄
∂x

(t, s) = 1 + (t− s)%−1D5,w(t, s),

(29)
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where {Dj,w}j∈{1,...,5} ⊂ L(Rd,Rd) are operators uniformly bounded with respect to t ∈ [s, s+ T ].

Moreover, let W > 0. Then, we have the following estimates: for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩
BW (C0), ∀j ∈ {1, ..., 5},

supt∈[s,s+T ](t− s)%−1‖Dj,w(t, s)−Dj,w̃(t, s)‖L(Rd,Rd) ≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ]).

Proof. Thanks to (25), we have
∂x̄(t, s,y, η̄w(t, s,x,y))

∂x
= 1

and
∂x̄w(t, s,y, η̄w(t, s,x,y))

∂x
=
∂x̄w
∂ζ

(t, s,x,y)
∂ζ̄w
∂x

(t, s,x,y) = 1.

The application of lemma 2 shows that

(1 + (t− s)%−1Bw(t, s))
∂ζ̄w
∂x

(t, s,x,y) = 1.

We can invert (1 + (t − s)%−1Bw(t, s)) by proposition 3 and deduce (by using a Neumann’s series) the first
equality of (29). Thanks to the equality (25), we obtain

∂x̄w
∂y

(t, s,x,y) +
∂x̄w
∂ζ

(t, s,x,y)
∂ζ̄w
∂y

(t, s,x,y) = 0.

Applying lemmas 1 and 2 lead to

1 + (t− s)γA1,w(t, s) + (1 + (t− s)%−1Bw(t, s))
∂ζ̄w
∂y

(t, s,x,y) = 0,

and to the second equality of (29) (by computing the Neumann’s series of (1 + (t − s)%−1Bw(t, s))−1).
Concerning the third and fourth equalities of (29), the proof is similar to the second one. We differentiate
(25) with respect to V12 and V22 and then use the expansion of (1 + (t − s)%Bw(t, s))−1. Finally, the last
equality of (29) is proved by remarking that

(t− s)∂ξ̄w
∂x

(t, s,x,y) =
∂ξ̄w
∂η

(t, s,x,y)
∂ζ̄w
∂x

(t, s,x,y),

which concludes the first part of this proposition.
Finally, the estimates of the operators Dj,w, j ∈ {1, ..., 5}, with respect to the trajectory (wt)t∈[s,s+T ] are

proved by using lemmas 1 and 2.

We now prove the continuity of the function η̄ with respect to (wt)t∈[s,s+T ] thanks to the previous result.

Corollary 2. Let W > 0. We have, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), ∀t ∈]s, s+ T ],

|η̄w(t, s,x,y)− η̄w̃(t, s,x,y)| ≤ CT,s,W
t− s

‖w − w̃‖Ċ0([s,s+T ])(|V12|+ |V22|+ |x|+ |y|).
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Proof. We remark that, since the function η̄ is linear with respect to the space variables x, y, V12 and V22,
∀t ∈ [s, s+ T ], we have

(t− s)η̄w(t, s,x,y) = (t− s) ∂η̄w
∂V12

(t, s)V12 + (t− s) ∂η̄w
∂V22

(t, s)V22 + (t− s)∂η̄w
∂x

(t, s)x+ (t− s)∂η̄w
∂y

(t, s)y.

Thanks to proposition 5, this leads to: ∀t ∈ [s, s+ T ],

(t− s)η̄w(t, s,x,y) = x− y − (t− s)V12 − (wt − ws)V22

+ (t− s)%−1 (D1,w(t, s)x+D2,w(t, s)y + (t− s)D3,wV12 +D4,w(t, s)V22) ,

showing finally the continuity of the operators {Dj,w}j∈{1,...,4} in proposition 5.

3 The classical action

Let us assume that (wt)t∈[s,s+T ] ∈ C1. Then, we define the classical action S as: ∀s ∈ R+, ∀t ∈ [s, s + T ],

∀y,η ∈ Rd,

S(t, s,χw(·, s,y,η)) :=

∫ t

s

∂tx̄w(τ, s,y,η) · ξ̄w(τ, s,y,η)−
∫ t

s

H(τ, x̄w(τ, s,y,η), ξ̄w(τ, s,y,η))dτ. (30)

Here, we denote by χw(·, s,y,η) the classical orbits as a function of the time variable t ∈ [s, s+ T ]. In this
section, our aim is to prove that the classical action is a solution of the Hamilton-Jacobi equation in (7) with
the associated hamiltonian H (see proposition 6). Then, in proposition 7, we obtain a formulation of the
action where the singular terms are explicit when t→ s. In addition, we prove that the action is continuous
with respect to the trajectory (wt)t∈[s,s+T ]. These results are used in the next section to prove that the
propagator given by (10) is continuous with respect to the time variable t and the trajectory.

First, we have the following result concerning the differentiation of the classical action with respect to the
classical orbits.

Lemma 3. Let us assume that (wt)t∈[s,s+T ] ∈ C1. Then, we have, ∀χ′(t) = (x̄′(t), ξ̄
′
(t)) ∈ C1([s, s+T ],R2d),

DχS(t, s,χw(·, s,y,η))(χ′) = ξ̄w(t, s,y,η) · x̄′(t)− η · x̄′(s).

Proof. The proof is straightforward by using an integration by part and the Hamilton equations (14).

Combining the previous result and proposition 3, we can prove that, by considering the function η =
η̄w(t, s,x,y) as an initial data, the classical action becomes a solution of the Hamilton-Jacobi equation from
(7). Furthermore, it is a generating function of the diffeomorphism Θ1,t,s,w.

Proposition 6. Let us assume that (wt)t∈[s,s+T ] ∈ C1 and let us consider the classical action as the integral
of the lagrangian L, associated to the hamiltonian H, all along the unique path x̄ starting at y at time s and
reaching x at time t given by the Hamilton equations (14), i.e. ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

Sw(t, s,x,y) :=

∫ t

s

∂tx̄w(τ, s,y, η̄w) · ξ̄w(τ, s,y, η̄w)dτ −
∫ t

s

H(τ, x̄w(τ, s,y, η̄w), ξ̄w(τ, s,y, η̄w))dτ. (31)

Then, Sw is a generating function of the diffeomorphism Θ1,t,s,w, i.e. ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

∂Sw
∂x

(t, s,x,y) = ξ̄w(t, s,y, η̄w) and
∂Sw
∂y

(t, s,x,y) = −η̄w(t, s,x,y). (32)
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Furthermore, Sw also satisfies the Hamilton-Jacobi equation: ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

∂Sw
∂t

(t, s,x,y) +H
(
t,x,

∂Sw
∂x

(t, s,x,y)

)
= 0. (33)

Proof. We differentiate the classical action Sw with respect to x (respectively y) by using the lemma 3. With
the help of equation (25) and the fact that the initial position is x̄w(s, s,y, η̄w(t, s,x,y)) = y, we obtain the
first (respectively the second) equation of (32).

Let us now prove that the classical action is solution to the Hamilton-Jacobi equation. We have, ∀t ∈
]s, s+ T ], ∀x,y ∈ Rd,

∂tSw(t, s,x,y) =
∂Sw
∂t

(t, s,χw(·, s,y, η̄w)) +DχS(t, s,χw(·, s,y, η̄w))

(
∂χw(·, s,y,η)

∂η
∂tη̄w

)
.

By using (25), we obtain, ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

∂tSw(t, s,x,y) = ∂tx̄w(t, s,y, η̄w) · ξ̄w(t, s,y, η̄)−H(t, x̄w(t,y, η̄), ξ̄w(t,y, η̄))

+
∂x̄w
∂η

(t, s,y, η̄w)∂tη̄w(t, s,x,y) · ξ̄w(t, s,y, η̄w)

= −H(t, x̄w(t, s,y, η̄), ξ̄w(t, s,y, η̄)).

Finally, replacing ξ̄w(t, s,y, η̄w(t, s,x,y)) = ∂Sw
∂x (t, s,x,y) in the previous equation, we deduce (33).

Before extending the classical action to the case where (wt)t∈[s,s+T ] ∈ Cγ , we state the following lemma
regarding the dependence of the action with respect to V11, V12, V21 and V22. The proof follows directly
from lemma 3.

Lemma 4. Let us assume that (wt)t∈[s,s+T ] ∈ C1. Then, we have, ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

∂Sw
∂V12

(t, s,x,y) = −
∫ t

s

ξ̄w(τ, s,y, η̄w)dτ,
∂Sw
∂V22

(t, s,x,y) = −
∫ t

s

ξ̄w(τ, s,y, η̄w)ẇτdτ,

∂Sw
∂V11

(t, s,x,y) = −
∫ t

s

x̄w(τ, s,y, η̄w)dτ and
∂Sw
∂V21

(t, s,x,y) = −
∫ t

s

x̄w(τ, s,y, η̄w)ẇτdτ.

(34)

We can now show that the classical action can be extended to the case where the trajectories are γ-
Hölder. The following result is proved by using the continuity of χw and η̄w with respect to the trajectories
(wt)t∈[s,s+T ]. Moreover, we show a semi-explicit formulation of the action.

Proposition 7. Let W > 0. For all (α1, α2) ∈ Nd × Nd, with |α1 + α2| ≤ 2, and for all (wt)t∈[s,s+T ],
(w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), we have the following estimate, ∀t ∈]s, s+ T ],

|∂α1
x ∂α2

y Sw(t, s,x,y)− ∂α1
x ∂α2

y Sw̃(t, s,x,y)|

≤ CT,s,W
t− s

‖w − w̃‖Ċ0([s,s+T ])(1 + |x|2−|α1+α2| + |y|2−|α1+α2|).
(35)

Moreover, for any (wt)t∈[s,s+T ] ∈ Cγ , the following formulation of the action Sw holds

Sw(t, s,x,y) =
|x− y|2

2(t− s)
− wt − ws

2(t− s)
(V22 +M∗21y +M21x) · (x− y)− 1

2
(V12 +M∗11y +M11x) · (x− y)

+ rw(t, s,x,y), (36)
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where rw is a quadratic function with respect to x and y and such that, ∀(α1, α2) ∈ Nd × Nd verifying
|α1 + α2| ≤ 2, ∣∣∂α1

x ∂α2
y rw(t, s,x,y)

∣∣→t→s 0,

and, for all (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0),∣∣∂α1
x ∂α2

y (rw(t, s,x,y)− rw(t, s,x,y))
∣∣

≤ CT,s,W ‖w − w̃‖Ċ0([s,s+T ])(1 + |x|2−|α1+α2| + |y|2−|α1+α2|).

Proof. Let us assume that the trajectory (wt)t∈[s,s+T ] is in C1. First, we remark that if x = y = Vjk = 0,
∀j, k ∈ {1, 2}, then Sw(t, s, 0, 0) = 0. Since ξ̄ and η̄ are linear with respect to x and y, we obtain an expansion
of the action with respect to these variables: ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

Sw(t, s,x,y) = Sw(t, s, 0, 0) +

∫ 1

0

∂ySw(t, s, 0, ιy) · ydι+

∫ 1

0

∂xSw(t, s, ιx,y) · xdι. (37)

By using proposition 6, we have: for all (wt)t∈[s,s+T ] and (w̃t)t∈[s,s+T ] ∈ C1,

|Sw(t, s,x,y)− Sw̃(t, s,x,y)| ≤ |Sw(t, s, 0, 0)− Sw̃(t, s, 0, 0)|+
∫ 1

0

|η̄w(t, s, 0, ιy)− η̄w̃(t, s, 0, ιy)|dι|y|

+

∫ 1

0

|ξ̄w(t, s,y, η̄w(t, s, ιx,y))− ξ̄w̃(t, s,y, η̄w(t, s, ιx,y))||x|dι

+

∫ 1

0

|ξ̄w̃(t, s,y, η̄w(t, s, ιx,y)− η̄w̃(t, s, ιx,y))||x|dι.

Thanks to proposition 1 and corollary 2, we deduce the estimate, ∀t ∈]s, s+ T ], ∀x,y ∈ Rd,

|Sw(t, s,x,y)− Sw̃(t, s,x,y)| ≤ |Sw(t, s, 0, 0)− Sw̃(t, s, 0, 0)|

+
CT,s,W
t− s

‖w − w̃‖Ċ0([s,s+T ])(1 + |x|2 + |y|2).

Concerning the first term appearing in the right hand side of the previous estimate, we use an expansion
similar to (37) with respect to the variables Vjk, j, k ∈ {1, 2}, that is

Sw(t, s, 0, 0) =

2∑
j,k=1

∫ 1

0

∂Vjk
Sjk,w(t, s, ιVjk) ·Vjkdι, (38)

where Sjk,w is the classical action with x = y = V`m = 0 if m + 2(` − 1) < k + 2(j − 1). Then lemma 4
enables us to deduce that

Sw(t, s, 0, 0) = −
∫ 1

0

∫ t

s

x̄11,w(τ, s, ιV11) ·V11dτdι−
∫ 1

0

∫ t

s

ξ̄12,w(τ, s, ιV12) ·V12dτdι

−
∫ 1

0

∫ t

s

x̄21,w(τ, s, ιV21) ·V21ẇτdτdι−
∫ 1

0

∫ t

s

ξ̄22,w(τ, s, ιV22) ·V22ẇτdτdι,
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where x̄jk,w (resp. ξ̄jk,w) is the classical position (resp. momentum) with x = y = V`m = 0 if m+2(`−1) <
k+ 2(j− 1). Furthermore, with the help of proposition 2, we have the following development of the integrals
involving x̄ ∫ 1

0

∫ t

s

x̄11,w(τ, s, ιV11)dτdι =

∫ t

s

Ξ0,w(τ, s)dτ

(
0

η̄w(t, s, 0, 0)

)
·
(

1
0

)
+

∫ t

s

Ξ1,w(τ, s)dτ

(
V12

− 1
2V11

)
·
(

1
0

)
+

∫ t

s

Ξ2,w(τ, s)dτ

(
V22

−V21

)
·
(

1
0

)
, (39)

and ∫ 1

0

∫ t

s

x̄21,w(τ, s, ιV21)ẇτdτdι =

∫ t

s

Ξ0,w(τ, s)ẇτdτ

(
0

η̄w(t, s, 0, 0)

)
·
(

1
0

)
+

∫ t

s

Ξ2,w(τ, s)ẇτdτ

(
V22

− 1
2V21

)
·
(

1
0

)
=

(wt − ws)2

2
V22 + (t− s)R̃3,w(t, s), (40)

where R̃3,w is an operator uniformly bounded with respect to t ∈]s, s+ T ] and continuous with respect to w
(as in proposition 2). We can proceed in the same way for of the integrals involving ξ̄ and obtain∫ 1

0

∫ t

s

ξ̄12,w(τ, s, ιV12)dτdι =

∫ t

s

Ξ0,w(τ, s)dτ

(
0

η̄w(t, s, 0, 0)

)
·
(

0
1

)
+

∫ t

s

Ξ1,w(τ, s)dτ

(
1
2V12

0

)
·
(

0
1

)
+

∫ t

s

Ξ2,w(τ, s)dτ

(
V22

−V21

)
·
(

0
1

)
, (41)

and ∫ 1

0

∫ t

s

ξ̄22,w(τ, s, ιV22)ẇτdτdι =

∫ t

s

Ξ0,w(τ, s)ẇτdτ

(
0

η̄w(t, s, 0, 0)

)
·
(

0
1

)
+

∫ t

s

Ξ2,w(τ, s)ẇτdτ

(
1
2V22

0

)
·
(

0
1

)
= (wt − ws)η̄w(t, s, 0, 0) + (t− s)R̃4,w(t, s), (42)

where R̃4,w is an operator uniformly bounded with respect to t ∈]s, s+ T ] and continuous with respect to w
(as in proposition 2). Thus, with corollary 2, this yield the estimate

|Sw(t, s, 0, 0)− Sw̃(t, s, 0, 0)| ≤ CT,s,W
t− s

‖w − w̃‖Ċ0([s,s+T ]).

Therefore, we obtain the estimate (35) when α1 = α2 = 0. By considering a sequence of trajectories
((wnt )t∈[s,s+T ])n∈N converging towards (wt)t∈[s,s+T ], we extend the classical action to the case of a γ-Hölder
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trajectory. The estimate (35) for |α1 + α2| ≤ 2 is deduced from proposition 1, corollary 2, proposition 5 and
finally proposition 6.

Applying (37), we can now develop the classical action. We restrict our expansion to the singular or
time-independent terms and include the remaining terms in a function rw. The singularities arise when t→ s
and are related to the function η̄. It follows from proposition 4 that η̄w(t, s, 0, 0) is of order O((t−s)−γ) when
V22 6= 0 and order O(1) when V22 = 0. By using the relation (38) and its development given by the integrals
(39), (40), (41) and (42), we first remark that Sw(t, s, 0, 0) is not singular since, thanks to proposition 2,

each integrals of the form
∫ t
s

Ξj,w(τ, s)dτ , for j ∈ {0, 1, 2}, is of order O(t − s). Hence, Sw(t, s, 0, 0) can be
immediately included in rw. For the two remaining terms we have, on one hand, thanks to corollary 1 and
proposition 4,∫ 1

0

ξ̄w(t, s,y, η̄w(t, s, ιx,y)) · xdι =

∫ 1

0

η̄w(t, s, ιx,y) · x− (wt − ws)M21η̄w(t, s, ιx,y) · xdι

−
∫ 1

0

(t− s)M∗11η̄w(t, s, ιx,y) · xdι+ rw(t, s,x,y)

=
|x|2 − 2x · y

2(t− s)
− wt − ws

2(t− s)
(M21x+ V22) · x− 1

2
(M11x+ V12) · x

+rw(t, s,x,y),

and, on the other hand, by using proposition 4,

−
∫ 1

0

η̄w(t, s, 0, ιy) · ydι =
|y|2

2(t− s)
+
wt − ws
2(t− s)

(M21y + V22) · y +
1

2
(M11y + V12) · y + rw(t, s,x,y).

This therefore ends the proof.

4 Construction of the propagator

Let us now consider the operator Uw defined by: ∀ψ0 ∈ C∞0 (Rd), ∀t ∈]s, s+ T ],

Uw(t, s)ψ0(x) :=
aw(t, s)

(2πi(t− s))d/2

∫
Rd
eiSw(t,s,x,y)ψ0(y)dy. (43)

We first prove an explicit formula for the amplitude function aw by solving the equation ∂taw(t, s) =
1

2

(
−∆xSw(t, s) +

d

t− s

)
a(t, s), ∀t ∈]s, s+ T ],

a(s, s) = 1.
(44)

In addition, we prove that the family of operators (Uw(t, s))t∈[s,s+T ] is an isometric propagator which is

strongly continuous in L2(Rd) and that the operator U(t, s) is continuous with respect to the trajectory
(wt)t∈[s,s+T ]. Finally, the propagator (Uw(t, s))t∈[s,s+T ] is also proven to be linear in the functional spaces
Σn, n ∈ N.

We first solve equation (44). The following lemma gives a partial formulation of the amplitude function
aw.
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Lemma 5. We have, for all t ∈ [s, s+ T ],

aw(t, s) = exp

(
1

2

∫ t

s

[
wτ − ws
τ − s

Tr(M21) + Tr(M11)−∆xrw(τ, s)

]
dτ

)
.

Furthermore, aw(·, s) is a continuous function.

Proof. Using (36), we obtain, ∀t ∈]s, s+ T ],

−∆xSw(t, s) +
d

t− s
=
wt − ws
t− s

Tr(M21) + Tr(M11)−∆xrw(t, s).

Therefore, integrating equation (44) with respect to the time variable, we deduce the expected result.

Let us now prove that the family of operators (Uw(t, s))t∈]s,s+T ] is continuous from L2 to itself. To this
end, we use the following theorem [4, 15].

Theorem 4. Consider the following oscillatory integral

∀ϕ ∈ C∞0 (Rd), ∀υ > 0, Iυψ0(x) =

∫
Rd
eυif(x,y)ϕ(y)dy,

where f is a real-valued smooth function in Rd×Rd. We also suppose that there exist two constants C1, C2 > 0
such that, ∀(α1, α2) ∈ Nd × Nd verifying |α1|+ |α2| ≥ 2,

∀x,y ∈ Rd,
∣∣∣∣det

(
∂2f(x,y)

∂xj∂yk

)∣∣∣∣ ≥ C1 and
∣∣∂α1
x ∂α2

y f(x,y)
∣∣ ≤ C2. (45)

Then, there exists a constant C(C1, C2) > 0, which is independent of f , such that

∀υ > 0, ‖Iυϕ(x)‖L2
x
≤ Cυ−d/2‖ϕ‖L2

x
,

To apply theorem 4 to the integral (43), we set

f(x,y) = (t− s)Sw(t, s,x,y)

and

υ =
1

t− s
.

By using proposition 7, one gets

(t− s) ∂
2Sw

∂x∂y
(t, s) = (t− s)∂η̄

∂x
= −1− (t− s)Ew(t, s).

This proves that, for T > 0 small enough, there exists a constant C1 > 0 such that, for all t ∈]s, s+ T ],∣∣∣∣det

(
(t− s) ∂2Sw

∂xj∂yk
(t, s)

)∣∣∣∣ ≥ C1.

Hence, the first assumption of (45) is fulfilled. Concerning the second hypothesis, we simply remark that:
∀(α1, α2) ∈ Nd × Nd such that |α1|+ |α2| ≥ 2,

(t− s)∂α1
x ∂α2

y Sw(t, s) = 0.

By applying theorem 4 to (43), we obtain that the propagator (U(t, s))t∈[s,s+T ] is a bounded linear operator
from L2 to itself and that Uw(·, s) ∈ L∞([s, s+ T ], L2).

Let us now show the following useful result which follows a similar proof as in [12, 16, 32].
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Lemma 6. Consider the operator Lw defined by: ∀ϕ ∈ C∞0 (Rd)

Lwϕ(t, s,x,y) =
∂ySw(t, s,x,y)

(t− s)|∂ySw(t, s,x,y)|2
.∂yϕ(y).

Its adjoint operator in L2 is then given by

L∗wϕ(t, s,x,y) = −∂y.
(

∂ySw(t, s,x,y)

(t− s)|∂ySw(t, s,x,y)|2
ϕ(y)

)
.

Moreover, we remark that

Lwe
iSw(t,s,x,y) =

i

(t− s)
eiSw(t,s,x,y). (46)

Let W > 0. Then, for all α ∈ Nd, (wt)t∈[s,s+T ], (w̃t)t∈[s,s+T ] ∈ Cγ ∩ BW (C0)) and for all R̃ > 0, x,y ∈ Rd

such that |y| ≤ R̃ and |x| ≥ R, with R > 0 large enough, we have the estimates∣∣∂αy (L∗w − L∗w̃)ϕ(t, s,x,y)
∣∣ ≤ CT,s,W,R,R̃|x|−1

(
|∂αyϕ(y)|+ |∂yϕ(y)|

)
‖w − w̃‖Ċ0([s,s+T ]), (47)

and, ∀m ∈ N,
|∂αy (L∗w)mϕ(t, s,x,y)| ≤ CT,s,W,R,R̃|x|−m

∑
|β|≤m+|α| |∂βyϕ(y)|. (48)

Proof. The formulation of the adjoint operator L∗w and equation (46) are directly obtained.
Let us now consider (48). We have: ∀t ∈ [s, s+ T ], ∀x,y ∈ Rd,

(t− s)∂yjSw(t, s,x,y) = (t− s)∂yjSw(t, s, 0,y) +

d∑
k=1

(t− s)∂xk∂yjSw(t, s)xk.

By using proposition 7, we prove that,

min
t∈[s,s+T ]

‖(t− s)∂xk∂yjS(t, s)‖L(Rd,Rd) = 1,

and, ∀y ∈ Rd,
sup

t∈[s,s+T ]

‖(t− s)∂yjSw(t, s, 0,y)‖ ≤ CT,s,W (1 + |y|).

This leads to the following inequality

|(t− s)∂ySw(t, s,x,y)| ≥ |x| − CT,s,W (1 + |y|).

For all R̃ > 0, by taking |y| ≤ R̃ and |x| ≥ R := 2CT,s,W (1 + R̃), we obtain

|(t− s)∂ySw(t, s,x,y)| ≥ |x|
2
. (49)

Moreover, we have, ∀α ∈ Nd,

∂αy

(
∂ySw

(t− s)|∂ySw|2

)
=

1

(t− s)
∑
β≤α

Cα,β∂
α−β
y (∂ySw) ∂βy

(
|∂ySw|−2

)
,
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and, for all β ∈ Nd such that β ≤ α,

∂βy
(
|∂ySw|−2

)
=

∑
γ≤β, |γ|≥1

(−1)|γ||γ|!|∂ySw|−2|γ|
∏

|γ1|+...+|γm|=|γ|

∂
γj
y

(
|∂ySw|2

)
.

By using (49), we deduce that∣∣∣∣∂αy ( ∂ySw(t, s,x,y)

(t− s)|∂ySw(t, s,x,y)|2

)∣∣∣∣ ≤ CT,s,W,R,R̃,α,|x|−1. (50)

Let us now set

Υ =
∂ySw

(t− s)|∂ySw|2
.

From [32], we have the following result: ∀m ∈ N, the following equality holds

(L∗w)
m

=
∑

α0,...,αp

Cα0,...,αp,β |∂ySw|−2m(∂ySw)α0
(
∂α1
y Υ

)
...
(
∂
αp
y Υ

)
∂βy ,

where the summation on the multi-index (α0, ..., αp) is such that
|α0|+ p− 2m = −m,

|α1| ≥ 2, ... , |αp| ≥ 2,

|α1|+ ...+ |αp| − p+ |β| = m.

This gives the inequality (48) by using (50).
We now prove the inequality (47). For all (wt)t∈[s,s+T ],(w̃t)t∈[s,s+T ] ∈ Cγ ∩ BW (C0), we have: ∀ϕ ∈

C∞0 (Rd),

(L∗w − L∗w̃)ϕ = −∂y.
(
∂ySw − ∂ySw̃
(t− s)|∂ySw|2

ϕ(y)

)
+∂y.

(
∂ySw̃

(t− s)|∂ySw|2|∂ySw̃|2
(
|∂ySw|2 − |∂ySw̃|2

)
ϕ(y)

)
.

(51)

Moreover, we also have the following expression: ∀α ∈ Nd,

∂αy

(
∂ySw − ∂ySw̃

(t− s)|∂ySw(t, s,x,y)|2

)
=

1

(t− s)
∑
β≤α

Cα,β∂
α−β
y (∂ySw − ∂ySw̃) ∂βy

(
|∂ySw|−2

)
.

The following inequality is a consequence of proposition 7∣∣∣∣∂αy ( ∂ySw − ∂ySw̃(t− s)|∂ySw|2

)∣∣∣∣ ≤ CT,s,W,R,R̃,α|x|−1‖w − w̃‖Ċ0([s,s+T ]).

The inequality (47) is obtained by using the previous estimate, (51) and proposition 7.

Following the arguments from [16], we now prove the strong continuity of the family of operators (Uw(t, s))t∈[s,s+T ]

at t = s.
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Proposition 8. Let ψs ∈ L2. Then, we have

lim
t→s
‖Uw(t, s)ψs(x)− ψs(x)‖L2 = 0.

Proof. Let ψs ∈ C∞0 (Rd) and ϑR ∈ C∞0 (Rd) a cut-off function, i.e.

ϑR(x) =

{
1, |x| ≤ R− 1
0, |x| ≥ R .

We set, ∀t ∈]s, s+ T ] and ∀x ∈ Rd, for R > 0 large enough,

Uw(t, s)ψs(x) =
aw(t, s)

(2πi(t− s))d/2

∫
Rd
eiSw(t,s,x,y)(1− ϑR(x))ψs(y)dy

+
aw(t, s)

(2πi(t− s))d/2

∫
Rd
eiSw(t,s,x,y)ϑR(x)ψs(y)dy

= I1(t, s) + I2(t, s).

Thanks to lemma 6 and taking R̃ > 0 such that supp(ψs) ⊂ BR̃(Rd), we have, ∀j ∈ N,

|I1(t, s)| =
∣∣∣∣ aw(t, s)

(2πi(t− s))d/2
(t− s)j

ij

∫
Rd

(L∗w)jψs(y)eiSw(t,s,x,y)(1− ϑR(x))dy

∣∣∣∣
≤ CT,s,w,R,R̃(t− s)j−d/2(1 + |x|)−j

∑
|α|≤j

‖∂αyψs‖L1 .

Consequently, this leads to the estimate: for j = dd/2e+ 1

‖I1(t, s)‖L2 ≤ CT,s,w,R,R̃(t− s)1+dd/2e−d/2‖(1 + |x|)−dd/2e−1‖L2

∑
|α|≤dd/2e+1

‖∂αyψs‖L1 ,

which yields ‖I1(t, s)‖L2 →
t→s

0.

Concerning the integral I2(t, s), we use the stationary phase method [14]. We solve the following equation
with respect to the variable y

∂ySw(t, s,x,y) = 0,

which is equivalent to
ηw(t, s,x,y) = 0. (52)

By using the diffeomorphism Θ2,t,s,w introduced in proposition 3, we can make a change of variables and
obtain the solution y = ȳw(t, s,x, 0) to the equation (52). The stationary phase method gives us the following
expansion

Uw(t, s)ψs(x) =
∣∣det((t− s)∂2

yS(t, s,x, ȳw))
∣∣−1/2

eiSw(t,s,x,ȳw)

(
aw(t, s)ψs(ȳw) + (t− s)q

(
t, s,

x

t− s

))
,

where, ∀k ∈ N, there exist Kk ∈ N and Ck > 0 such that for all α ∈ Nd, |α| < k, and t ∈]s, s+ T ],∣∣∣∣∂αxq(t, s, x

t− s

)∣∣∣∣ ≤ Ckaw(t, s) max
|β|≤Kk

sup
y∈Rd

|∂βyψ0(y)|.
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We remark that, by continuity, we have limt→s aw(t, s) = 1 and, thanks to the partial formulation of the
action from proposition 7, ∀k, j ∈ {1, ..., d}, we obtain

lim
t→s

(t− s)∂yj∂ykSw(t, s,x, ȳw) = 1.

We now prove that the function ȳw(t, s,x, 0) converges to x. This allows us to deduce the limit

lim
t→s

ψ0(ȳw(t, s,x, 0)) = ψ0(x),

and also to show that S(t, s,x, ȳw) converges towards a constant when t → s. From corollary 1, we have,
∀t ∈ [s, s+ T ], ∀x ∈ Rd,

x = ȳw(t, s,x, 0) + (M11(t− s) +M21(wt − ws)) ȳw(t, s,x, 0) + (t− s)%r1(t, s)ȳw(t, s,x, 0), (53)

which yields the estimate, for T > 0 small enough, ∀t ∈ [s, s+ T ],

|ȳw(t, s,x, 0)| ≤ CT,s,w|x|.

By assumption 1 and by using (53), we deduce the following inequality, for 0 < ε ≤ 1/2,

|ȳw(t, s,x, 0)− x| ≤ CT,s,w(t− s)1/2+ε(1 + |x|).

Concerning the expansion of the action given in proposition 7, it follows that we have

|Sw(t, s,x, ȳw(t, s,x, 0))| ≤ CT,s,w(t− s)2ε(1 + |x|2).

This yields the limit lim
t→s

Sw(t, s,x, ȳ(t, s,x, 0)) = 0, which is locally uniform with respect to x, ending hence

the proof.

We obtain the conservation of the L2-norm and the uniqueness of the solution to the problem (3) in the
L2 space thanks to a classical regularization argument. The result is stated in the following proposition.

Proposition 9. Let ψ0 ∈ L2 and (wt)t∈[s,s+T ] ∈ C1. Then, for any solution ψ ∈ L∞([0, T ], L2) of the
problem (3), we have, ∀t ∈ [s, s+ T ],

‖ψ(t,x)‖L2
x

= ‖ψ0‖L2
x
.

Following the argument from [32], the uniqueness of the solution to (3) leads to the property that a
solution ψ1(t,x) = Uw(t, s)ψ0(x) and a solution ψ2(t,x) = Uw(t − r, s)Uw(r, s)ψ0(x), which are such that
ψ1(r,x) = ψ2(r,x) for all r ∈ [s, s + T ], are equal for all t ≥ r + s. Therefore, we have, ∀r ∈ [s, s + T [,
∀t ∈ [s+ r, s+ T ],

Uw(t− r, s)Uw(r, s) = Uw(t, s),

which allows us to conclude that, for (wt)t∈[s,s+T ] ∈ C1, (Uw(t, s))t∈[s,s+T ] is a strongly continuous isometric
propagator of L2.

We now show the continuity of the operator Uw with respect to the trajectory (wt)t∈[s,s+T ]. This result
allows us to state that the propagator (Uw(t, s))t∈[s,s+T ] can be extended to the case of a γ-Hölder trajectory
and that, by definition 2, Uw(t, s)ψs(x) is a solution to the problem (3).
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Proposition 10. Let W > 0. For all (wt)t∈[s,s+T ] and (w̃t)t∈[s,s+T ] ∈ Cγ ∩BW (C0), we have: ∀t ∈]s, s+T ],

∀ψs ∈ C∞0 (Rd),

sup
t∈[s,s+T ]

‖Uw(t, s)ψs(x)− Uw̃(t, s)ψs(x)‖L2 ≤ CT,s,W (‖ψs‖W 1,j + ‖ψs‖L2) ‖w − w̃‖Cγ([s,s+T ]), (54)

with j = dd/2e+ 3.

Proof. We have, ∀t ∈]s, s+ T ], ∀x ∈ Rd,

Uw(t, s)ψs(x)− Uw̃(t, s)ψs(x) =
aw(t, s)− aw̃(t, s)

(2πi(t− s))d/2

∫
Rd
ψs(y)eiSw(t,s,x,y)dy

+
aw̃(t, s)

(2πi(t− s))d/2

∫
Rd
ψs(y)

(
eiSw(t,s,x,y) − eiSw̃(t,s,x,y)

)
dy

= I1(t, s) + I2(t, s).

For the integral I1(t, s), it follows from theorem 4 that, ∀t ∈ [s, s+ T ],∥∥∥∥aw(t, s)− aw̃(t, s)

(2πi(t− s))d/2

∫
Rd
ψs(y)eiSw(t,s,x,y)dy

∥∥∥∥
L2

≤ CT,s,W |aw(t, s)− aw̃(t, s)| ‖ψ0‖L2 .

Let us now give an estimate of the right hand side of the previous inequality. We remark that

aw(t, s)− aw̃(t, s) = e
1
2

∫ t
s (−∆xSw̃(τ,s)+ d

(τ−s) )dτ
(
e

1
2

∫ t
s

(−∆xSw(τ,s)+∆xSw̃(τ,s))dτ − 1
)
. (55)

The continuity of the amplitude function gives the following bound∣∣∣e 1
2

∫ t
s (−∆xSw(τ,s)+ d

(τ−s) )dτ
∣∣∣ ≤ CT,s,W . (56)

Thanks to proposition 7, we also have

−∆xSw(τ, s) + ∆xSw̃(τ, s) =
wτ − w̃τ − ws + w̃s

τ − s
Tr(M21)−∆xrw(τ, s) + ∆xrw̃(τ, s). (57)

Recalling that (wt)t∈[s,s+T ] and (w̃t)t∈[s,s+T ] are γ-Hölder functions, we remark that∣∣∣∣∫ t

s

(−∆xSw(τ, s) + ∆xSw̃(τ, s)) dτ

∣∣∣∣ ≤ CT,s,W |t− s|γ .
Since, ∀t ∈]s, s+ T ], ∣∣∣∣∫ t

s

wτ − w̃τ − ws + w̃s
τ − s

dτ

∣∣∣∣ ≤ CT γ‖w − w̃‖Cγ([s,s+T ]),

we deduce, by using (55), (56) and (57), the estimate

|aw(t, s)− aw̃(t, s)| ≤ CT,s,W
∣∣∣∣∫ t

s

(−∆xSw(τ, s) + ∆xSw̃(τ, s)) dτ

∣∣∣∣
≤ CT,s,W ‖w − w̃‖Cγ([s,s+T ]).
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Concerning the integral I2(t, s), we use a cut-off function ϑR ∈ C∞0 (Rd), with R > 0 (that will be chosen
later), and we set, since supp(ψ0) ⊂ B(0, R̃),

I2(t, s) =
aw̃(t, s)

(2πi(t− s))d/2

∫
Rd
ψs(y)eiSw̃(t,s,x,y)

(
eiSw(t,s,x,y)−iSw̃(t,s,x,y) − 1

)
ϑR(x)ϑR̃(y)dy

+
aw̃(t, s)

(2πi(t− s))d/2

∫
Rd
ψs(y)

(
eiSw(t,s,x,y) − eiSw̃(t,s,x,y)

)
(1− ϑR(x))ϑR̃(y)dy

=I21(t, s) + I22(t, s).

For the integral I21, it follows from proposition 7 that, ∀α, β ∈ Nd,∣∣∣∂αx ∂βy (eiSw(t,s,x,y)−iSw̃(t,s,x,y) − 1
)
ϑR(x)ϑR̃(y)

∣∣∣ ≤ CT,s,W,R,R̃‖w − w̃‖C0([s,s+T ])

≤ CT,s,W,R,R̃T
γ‖w − w̃‖Cγ([s,s+T ])

Considering the phase function (t− s)Sw̃(t, s,x,y) and applying theorem 4, this yields, ∀t ∈ [s, s+ T ],

‖I21(t, s)‖L2 ≤ CT,s,W,R,R̃T
γ‖w − w̃‖Cγ([s,s+T ])‖ψs‖L2 .

By using (47) for the integral I22(t, s), we obtain that, ∀j ∈ N,

I22(t, s) =
aw̃(t, s)

(2πi(t− s))d/2)

(t− s)j

ij

∫
Rd

(
(L∗w)j − (L∗w̃)j

)
ψs(y)eiSw(t,s,x,y)(1− ϑR(x))ϑR̃(y)dy

+
aw̃(t, s)

(2πi(t− s))d/2)

(t− s)j

ij

∫
Rd

(L∗w̃)jψs(y)
(
eiSw(t,s,x,y) − eiSw̃(t,s,x,y)

)
(1− ϑR(x))ϑR̃(y)dy.

Thanks to inequality (47), for R > 0 large enough, we have

∣∣((L∗w)j − (L∗w̃)j
)
ψs(y)(1− ϑR(x))

∣∣ =

∣∣∣∣∣(1− ϑR(x))

j−1∑
k=0

(L∗w)j−k−1(L∗w − L∗w̃)(L∗w̃)kψs(y)

∣∣∣∣∣
≤ CT,s,W,R,R̃(1 + |x|)−j

∑
|α|≤j

|∂αyψs(y)|T γ‖w − w̃‖Cγ([s,s+T ]).
(58)

Therefore, applying inequality (58) and lemma 6 leads to

|I22(t, s)| ≤ CT,s,W,R,R̃(t− s)j−d/2aw̃(t, s)
∑
|α|≤j

‖∂αyψs(y)‖L1

(
(1 + |x|)−j + (1 + |x|)−j+2

)
×T γ‖w − w̃‖Cγ([s,s+T ]).

By taking j = dd/2e+ 3, we finally obtain the inequality

‖I22(t, s)‖L2
x
≤ CT,s,W,R,R̃(t− s)3+dd/2e−d/2aw(t, s)

∑
|α|≤j ‖∂αyψs(y)‖L1

×
(
‖(1 + |x|)−d/2−3‖L2 + ‖(1 + |x|)−d/2−1‖L2

)
T γ‖w − w̃‖Cγ([s,s+T ]),

which ends the proof.

We end this section by the following result that can be obtained in a similar way to [12, 32].
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Lemma 7. For every trajectory (wt)t∈[s,s+T ] ∈ Cγ , we have, ∀t ∈ [s, s+ T ], x ∈ Rd, ∀j ∈ {1, ..., d},

i∂xjUw(t, s) = −ξ̄w,j(t, s, 0, 0)Uw(t, s)∂xj +

d∑
k=1

−
∂ξ̄w,j
∂yk

(t, s)Uw(t, s)xk + i
∂ξ̄w,j
∂ηk

(t, s)Uw(t, s)∂xk , (59)

and

xjUw(t, s) = x̄w,j(t, s, 0, 0)Uw(t, s) +

d∑
k=1

∂x̄w,j
∂yk

(t, s)Uw(t, s)xk + i
∂x̄w,j
∂ηk

(t, s)Uw(t, s)∂xk , (60)

Proof. It follows from proposition 6 that, ∀t ∈]s, s+ T ], ∀j ∈ {1, ..., d},

∂xjSw(t, s,x,y) = ξ̄w,j(t, s, 0, 0) +

d∑
k=1

yk
∂ξ̄w,j
∂yk

(t, s) + η̄w,k(t, s,x,y)
∂ξ̄w,j
∂ηk

(t, s)

= ξ̄w,j(t, s, 0, 0) +

d∑
k=1

yk
∂ξ̄w,j
∂yk

(t, s)− ∂ykSw(t, s,x,y)
∂ξ̄w,j
∂ηk

(t, s).

Therefore, using an integration by parts, we deduce equation (59). Equation (60) is obtained in a similar
way by using an expansion of x = x̄w(t, s,y, η̄w(t, s,x,y)).

If follows from the previous lemma that the propagator (Uw(t, s))t∈[s,s+T ] is linear from Σn, n ∈ N, to
itself: ∀n ∈ N, there exists a constant C > 0 such that, ∀ψs ∈ Σn, ∀t ∈ [s, s+ T ],

‖Uw(t, s)ψs‖Σn ≤ CT,W ‖ψs‖Σn . (61)

By using (61) and a density argument, we can extend the sequential continuity of the Itô map It(w) =
Uw(t, s)ψs from proposition 10 to any ψs ∈ Σn, n ∈ N. This finally proves theorem 1 which is the main result
of the paper.

5 Applications: Strichartz estimates and an Avron-Herbst For-
mula

In this section, we begin by proving theorem 2 which states the existence and uniqueness of a solution to
the mild equation (12). We obtain the global in time existence of solutions for L2-subcritical nonlinearities
and local in time existence for H1-subcritical nonlinearities. Then, in the H1-subcritical case, we extend the
existence of solutions from local to global under certain assumptions on the initial data, the Hamiltonian H
and β. This corresponds to the proof of theorem 3.

5.1 Strichartz estimates

Thanks to the results of section 4, we are able to state that ψ, the solution of problem (3), is represented by
using the propagator (Uw(t, s))t∈[s,s+T ], which is given by formula (10). This propagator is inhomogeneous,
strongly continuous and isometric in L2. Let us now recall the definition of an admissible pair (p, q).

Definition 5. Let p and q ∈ R+. Then, (p, q) is called an admissible pair if

2

p
= d

(
1

2
− 1

q

)
(62)

and 2 ≤ p, q ≤ ∞ with (p, q, d) 6= (2,∞, 2).
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The proof of theorem 2 is based on the following Strichartz estimates [9, 20].

Theorem 5. Let T > 0 and s ∈ R+. Let us consider (X(t, s))t∈[s,s+T ] as an inhomogeneous, strongly

continuous and isometric propagator in L2. Furthermore, we assume that (X(t, s))t∈[s,s+T ] satisfies the

following assumption: ∀t ∈ [s, s+ T ], ∀r ∈ [s, t],

X(t, r)∗X(t, s) = X(r, s), (63)

and, for 2 ≤ p ≤ ∞, there exists a constant C > 0 such that, ∀t ∈]s, s+ T ], ∀ψs ∈ Lp
′
,

‖X(t, s)ψs‖Lp ≤
C

|t− s|d(1/2−1/p)
‖ψs‖Lp′ , (64)

where p′ is the conjugate exponent of p, i.e. 1/p+ 1/p′ = 1. Then, for all admissible pair (p, q), there exists
a constant C1,p,q > 0 such that

‖X(·, s)ψs‖Lp([s,s+T ],Lq) ≤ C1,p,q‖ψs‖L2 . (65)

Moreover, let (m, `) be an admissible pair, then there exists a constant C2,p,q > 0 such that, for all g ∈
Lm

′
([s, T ], L`

′
), ∥∥∥∥∫ ·

s

X(·, τ)g(τ)dτ

∥∥∥∥
Lp([s,s+T ],Lq)

≤ C2,p,q‖g‖Lm′ ([s,s+T ],L`′ ). (66)

We can immediately see that the propagator (Uw(t, s))t∈[s,s+T ] fulfills (64). Equation (63) also holds
since, for all (wt)t∈[s,s+T ] ∈ C1, we have

U∗w(t, r)Uw(t, s)− Uw(r, s) =

∫ t

r

d

dτ
(U∗w(τ, r)Uw(τ, s)) dτ

=

∫ t

r

U∗w(τ, r)iH∗(τ)Uw(τ, s)dτ

−
∫ t

r

U∗w(τ, r)iH(τ)Uw(τ, s)dτ.

This proves the expected result assuming that H(t,x,−i∇) is a self-adjoint operator in L2, ∀t ∈ [s, s+ T ].
By using the Strichartz estimates, we can now prove theorem 2 by Banach fixed point theorems and bounds

on the L2- and Σ1-norms [2, 8, 12, 25]. Let us begin by defining the mapping Γ: ∀φ ∈ Lm′([s, s + T ], L`
′
),

(m, `) an admissible pair, ∀t ∈ [s, s+ T ], ∀ψs ∈ L2,

Γ(φ)(t,x) = Uw(t, s)ψs(x) + β

∫ t

s

Uw(t, τ)|φ(τ,x)|2σφ(τ,x)dτ. (67)

To begin with, we show the uniqueness of a fixed point to Γ in order to obtain local in time solutions. Here,
we consider the cases of an initial data in L2 and Σ1.

Let ψs ∈ L2 and introduce the functional space

XM =
{
φ ∈ C0([s, s+ T ], L2) ∩ Lr([s, s+ T ], L2σ+2); ‖φ‖XM ≤M

}
,

where
‖φ‖XM := sup

t∈[s,s+T ]

‖φ(t, ·)‖L2 + ‖φ‖Lr([s,s+T ],L2σ+2) and M = 2C1,r,2σ+2‖ψs‖L2 .
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In the above relations, (r, 2σ + 2) is an admissible pair with σ < 2
d . Moreover, in [31], XM is proved to

be a closed subset of Lr([s, s + T ], L2σ+2). Let (p, q) be an admissible pair. We obtain, by applying the
Lp([s, s+ T ], Lq) norm to Γ and using the Strichartz estimates from theorem 5, the following estimate

‖Γ(φ)‖Lp([s,s+T ],Lq) ≤C1,p,q‖ψs‖L2 + C2,p,q|β|
∥∥|φ|2σφ∥∥

Lm′ ([s,s+T ],L`′ )

≤C1,p,q‖ψs‖L2 + C2,p,q|β| ‖φ‖2σ+1
Lm′(2σ+1)([s,s+T ],L`′(2σ+1))

.

Therefore, choosing (p, q) = (r, 2σ + 2), `′ = 2σ+2
2σ+1 and by using an Hölder inequality, ∀φ ∈ XM , we obtain

the inequalities

‖Γ(φ)‖Lr([s,s+T ],L2σ+2) ≤C1,p,q‖ψs‖L2 + C2,p,q|β|T 1− 2σ+2
r |β| ‖φ‖2σ+1

Lr([s,s+T ],L2σ+2)

≤C1,p,q‖ψs‖L2 + C2,p,q|β|T 1− 2σ+2
r |β|M2σ+1. (68)

Similarly we have: ∀φ1, φ2 ∈ XM ,

‖Γ(φ1)− Γ(φ2)‖Lr([s,s+T ],L2σ+2) ≤ C2,p,q|β|T 1− 2σ+2
r M2σ‖φ1 − φ2‖Lr([s,s+T ],L2σ+2). (69)

Therefore, by choosing T > 0 such that

C2,p,q|β|T 1− 2σ+2
r M2σ < 1/2, (70)

we prove that Γ is a contractive application from XM to itself, which leads to the existence and uniqueness
of a solution in XM to the problem (12).

We now let ψs ∈ Σ1. A similar result is obtained by considering the functional space (M > 0)

YM =
{
φ, ∂xjφ,xjφ ∈ C0([s, s+ T ], L2) ∩ Lr([s, s+ T ], L2σ+2), ∀j ∈ {1, ..., d}; ‖φ‖YM ≤M

}
with

‖φ‖YM := ‖φ‖XM +

d∑
j=1

(
‖xjφ‖XM + ‖∂xjφ‖XM

)
Following a proof analogous to the one found in [31] for the XM functional space, we note that YM is a closed
subset of

Ỹ r,2σ+2 :=
{
φ, ∂xjφ,xjφ ∈ Lr([s, s+ T ], L2σ+2), ∀j ∈ {1, ..., d}

}
,

endowed with the norm

‖φ‖Ỹ r,2σ+2 := ‖φ‖Lr([s,s+T ],L2σ+2) +

d∑
j=1

‖xjφ‖Lr([s,s+T ],L2σ+2) + ‖∂xjφ‖Lr([s,s+T ],L2σ+2).

Since the operators ∂xj and xj do not commute with the propagator (Uw(t, s))t∈[s,s+T ], we use lemma 7 (and

theorem 5) to deduce that, ∀φ ∈ Ỹ r
′, 2σ+1

2σ+2 ,

‖Uw(·, s)ψs‖Ỹ r,2σ+2 ≤ C1,r,2σ+2‖ψs‖Σ1 and

∥∥∥∥∫ ·
s

Uw(·, τ)φ(τ)dτ

∥∥∥∥
Ỹ r,2σ+2

≤ C2,r,2σ+2‖φ‖
Ỹ
r′, 2σ+1

2σ+2
. (71)

We remark that the constants in the two previous inequality are independent of T > 0 since the classical
orbits ξ̄ and x̄ in Lemma 7 are bounded on any interval [s, s + T0], T0 > 0. We fix M = 2C1,r,2σ+2‖ψs‖Σ1 .
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Thanks to the inequalities (71) and a Banach fixed point theorem in YM for T > 0 sufficiently small, we
conclude the existence and uniqueness of a solution in YM to the problem (12).

We are now in position to prove the first part of theorem 2. Let ψs ∈ L2. With the help of the Strichartz
estimates from theorem 5, it follows from equation (12) that

‖ψ‖L∞([s,s+T0],L2) + ‖ψ‖Lr([s,s+T0],L2σ+2 ≤ 2C1,r,σ‖ψs‖L2 + 2C2,r,σ|β|‖ψ‖Lθ([s,s+T0],L2σ+2), (72)

where θ = dσ
2(σ+1) . Since σ < 2/d, we have 1/θ > 1/r and, thus,

‖ψ‖Lθ([s,s+T0],L2σ+2) ≤ T
1/θ−1/r
0 ‖ψ‖Lr([s,s+T0],L2σ+2). (73)

Therefore, by using the inequalities (72) and (73) and choosing T0 > 0 small enough, we are able to bound
the solution ψ by the L2-norm of ψs on any time interval of length T0. This leads to the existence of global
in time solutions to the problem (12) in C0([s,∞[, L2) ∩ Lr([s,∞[, L2σ+2). Furthermore, if ψs ∈ Σ1, we use
the following inequality

‖ψ‖Ỹ∞,2 + ‖ψ‖Ỹ r,2σ+2 ≤ 2C1,r,2σ+2‖ψs‖Σ1 + 2C2,r,2σ+2|β|‖ψ‖Ỹ r,2σ+2 ,

and (73) to obtain a similar result in C0([s,∞[,Σ1). The second part of theorem 2 is shown by using the
inequality

‖|φ|2σφ‖
Ỹ
r′, 2σ+1

2σ+2
≤ C3T

1−θ‖φ‖2σL∞([s,s+T ],H1)‖φ‖Ỹ r,2σ+2 , (74)

where θ = dσ
2(σ+1) < 1, and applying a Banach fixed point theorem in YM in a similar way as for the first

part of the theorem. However, since we can not obtain the boundedness on any time interval in this case,
existence and uniqueness can only be established for local solutions.

5.2 An Avron-Herbst formula

We now intend to prove the existence and uniqueness of global solutions of equation (12) under the assump-
tions 1 and 2. The key to obtain this result is to exhibit uniform in time bounds on Σ1 for the local solutions.
As we mentioned before, since the hamiltonian is time-dependent and irregular, it is not possible to achieve
such bounds by relying directly on the energy as in the deterministic case (i.e. with ẇt = 0). This problem
can be overcome by using an Avron-Herbst formula [5] to deduce a formulation of the solution of equation
(12) that involves the solution of a deterministic nonlinear Schrödinger equation for which the bounds easily
follow.

Let us begin with the following Avron-Herbst formula in the linear case.

Proposition 11. Let ψs ∈ L2 and suppose that the assumptions 1 are verified. Moreover, set M21 = 0 and
M22 = 0 in formula (2). Then there exists T > 0 such that

Uw(t, s)ψs(x) = eiAw(t,s)·x+ibw(t,s)V (t− s)ψs(x−Bw(t, s)), ∀t ∈ [s, s+ T ], ∀x ∈ Rd, (75)

where (V (t− s))t∈[s,s+T ] is the propagator such that φ(t,x) = V (t− s)ψs(x) is the solution of the following
Schrödinger equation i∂tφ(t,x) = −1

2
∆φ(t,x)− i(M11x) · ∇φ(t,x) + (M12x) · xφ(t,x), ∀t ∈ [s, s+ T ], ∀x ∈ Rd,

φ(s,x) = ψs(x),
(76)
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the functions Bw and Aw are solutions, in the sense of [13, 30], of the following system of stochastic differ-
ential equations{

∂tBw(t, s) = Aw(t, s) +M11Bw(t, s) + V12 + V22ẇt, ∀t ∈ [s, s+ T ],
∂tAw(t, s) = −M∗11Aw(t, s)− (M12 +M∗12) Bw(t, s)−V11 −V21ẇt, ∀t ∈ [s, s+ T ],

(77)

with the initial conditions Bw(s, s) = Aw(s, s) = 0, and the function bw is given by

bw(t, s) = −
∫ t

s

[
1

2
|Aw(τ, s)|2 − (M12Bw(τ, s)) ·Bw(τ, s) + V11 ·Bw(τ, s) + V22 ·Aw(τ, s)ẇτ

]
dτ. (78)

Proof. Thanks to theorem 1, we know that ψ(t,x) = Uw(t, s)ψs(x) is the solution of the linear Schrödinger
equation (3). Suppose that (wt)t∈[s,s+T ] ∈ C1([s, s+ T ],R). By setting

ψw(t,x) = φ(t,x−Bw(t, s))eiAw(t,s)·x+ibw(t,s), (79)

we obtain

i∂tψw(t,x) = (i∂t − i∂tBw(t, s) · ∇ − [∂tAw(t, s) · x+ ∂tbw(t, s)])φ(t,x−Bw(t, s))eiAw(t,s)·x+ibw(t,s)

and
−i∇ψw(t,x) = (−i∇+ Aw(t, s))φ(t,x−Bw(t, s))eiAw(t,s)·x+ibw(t,s).

Since ψ is the solution of equation (3), we deduce that φ is the solution of the following equation{
i∂tφ(t,x−Bw(t, s)) = H̃1(x−Bw(t, s),−i∇+ Aw(t, s))φ(t,x−Bw(t, s)), ∀t ∈]s,∞[, ∀x ∈ Rd,
φ(s,x−Bw(s, s))eiAw(s,s)·x+ibw(s,s) = ψs(x) ∈ L2,

where H̃1(x, ξ) = 1
2 |ξ|

2 + (M11x) · ξ + (M12x) · x, if the functions Bw, Aw and bw are solutions of the
equations (77) and (78).

Since ψw is continuous with respect to (wt)t∈[s,s+T ], we can extend the relation (79) to the case where
(wt)t∈[s,s+T ] is a γ-Hölder function which satisfies the assumptions 1. Furthermore, we can see that the
functions Bw and Aw are exactly the classical orbits associated to the Hamiltonian operator H starting at
Bw(s, s) = Aw(s, s) = 0 (i.e. they are solutions of the Hamilton equations (14)). Therefore, there existence
and uniqueness, in the sense of [13, 30], follows directly. Concerning the function bw, the only term that
poses a difficulty is the last one where the noise (ẇt)t∈[s,s+T ] appears. We can deal with it by means of an
integration by parts. That is, we have∫ t

s

Aw(τ, s)ẇτdτ = Aw(t, s)wt +

∫ t

s

(M∗11Aw(τ, s) + (M12 +M∗12)Bw(τ, s) + V11)wτdτ

+

∫ t

s

V21wτ ẇτdτ,

where the last term from the right hand side can be exactly integrated. This conclude the proof this propo-
sition.

Corollary 3. Let ψs ∈ L2. Under the same assumptions as those in proposition 11, we have, ∀t ∈ [s, s+ T ]
and ∀τ ∈ [t, s],

Uw(t, τ)eiAw(τ,s)·x+ibw(τ,s)ψs(x−Bw(τ, s)) = eiAw(t,s)·x+ibw(t,s)V (t− τ)ψs(x−Bw(t, s)). (80)
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Proof. Since (V (t− s))t∈[s,s+T ] is the propagator associated to equation (76), we have, ∀τ ∈ [s, t],

V (τ − s)V (τ − s)∗ψs(x) = ψs(x).

Therefore, we obtain, with the help of proposition 11,

Uw(t, τ)eiAw(τ,s)·x+ibw(τ,s)ψs(x−Bw(τ, s)) = Uw(t, τ)eiAw(τ,s)·x+ibw(τ,s)V (τ − s)V (τ − s)∗ψs(x−Bw(τ, s))

= Uw(t, s)V (τ − s)∗ψs(x)

= eiAw(t,s)·x+ibw(t,s)V (t− τ)ψs(x−Bw(t, s)).

We are now enable to link the solution of the equation (12) to the solution of the following deterministic
mild equation

φ(t,x) = V (t− s)ψs(x)− iβ
∫ t

s

V (t− τ)|φ(τ,x)|2σφ(τ,x)dτ, ∀t ∈ [s,∞[, ∀x ∈ Rd. (81)

This link stems from proposition 11 and the fact that the nonlinearity is gauge invariant, i.e. we have
f(ψeia) = f(ψ)eia where f(ψ) = |ψ|2σψ and a ∈ R. Indeed, let us consider the solution ψ of equation (12).
By replacing

ψ(t,x) = φ(t,x−Bw(t, s))eiAw(t,s)·x+ibw(t,s), (82)

in equation (12) and thanks to proposition 11 and corollary 3, we obtain

φ(t,x−Bw(t, s)) = V (t− s)ψs(x−Bw(t, s))− iβ
∫ t

s

V (t− τ)|φ(τ,x−Bw(t, s))|2σφ(τ,x−Bw(t, s))dτ,

which permits us to identify the function φ as the solution of equation (81). Therefore, by using formula
(82), it suffices to prove that the Σ1-norm of φ remains bounded at any time in order to prove theorem 3.
The following proposition provides a positive answer to this last problem and concludes the proof of theorem
3.

Proposition 12. Let ψs ∈ Σ1 and 0 < σ < ∞ if d=1,2 or 0 < σ < 2
d−2 if d ≥ 3. Suppose that M11 is

skew-adjoint and β ≥ 0. Then equation (81) admits a unique solution φ in C0([s,∞[,Σ1).

Proof. We only sketch the proof since most of the arguments that are used can be found in [2]. Our aim is
to derive an a priori estimate on the Σ1-norm of φ, the solution of the equation (81). To begin with, we
introduce the change of variables

X(t− s,x) = eM11(t−s)x, ∀t ∈ [s, s+ T [,

and remark that, since M11 is skew-adjoint, the jacobian matrix JX associated to X verifies

det(JX) = eTr(M11)(t−s) = 1.

Furthermore, the Laplacian is invariant with respect to this change of variables since

∆xφ(t,X(t− s,x)) = eM11(t−s)eM
∗
11(t−s)∆Xφ(t,X(t− s,x)) = ∆Xφ(t,X(t− s,x)).
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Hence, the function ϕ(t,x) = φ(t,X(t− s,x)) satisfies the Schrödinger equation i∂tϕ(t,x) = −1

2
∆ϕ(t,x) + υ(t− s,x)ϕ(t,x) + β|ϕ|2σϕ(t,x), ∀t ∈ [s, s+ T ], ∀x ∈ Rd,

ϕ(s,x) = ψs(x),
(83)

where υ(t− s,x) = (M12X(t− s,x)) ·X(t− s,x). We now introduce the energy functional E associated to
the equation (83)

E(t, ϕ) =

∫
Rd

(
1

2
|∇ϕ(t,x)|2 + υ(t− s,x)|ϕ(t,x)|2 +

β

2σ + 2
|ϕ(t,x)|2σ+2

)
dx. (84)

In general, this energy is not conserved since υ is time-dependent and we obtain that

d

dt
E(t, ϕ) =

∫
Rd
∂tυ(t− s,x)|ϕ(t,x)|2dx. (85)

However, we can still use it to bound the Σ1-norm of ϕ, which directly implies the bound of the Σ1-norm of
φ. We start by controlling the L2-norm of ∇ϕ with the help of E and the L2-norm of xϕ. Since β > 0, we
have

1

2
‖∇ϕ(t,x)‖2L2 ≤ E(t, ϕ) +

∣∣∣∣∫
Rd
υ(t− s,x)|ϕ(t,x)|2dx

∣∣∣∣ ≤ E(t, ϕ) + C1‖xϕ(t,x)‖2L2 ,

where C1 = ‖M12‖e2‖M11‖T . Furthermore, by integrating in time (85), we deduce that

1

2
‖∇ϕ(t, ·)‖2L2 ≤ E(s, ψs) +

∫ t

s

∫
Rd
∂tυ(r − s,x)|ϕ(r,x)|2dxdr + C1‖xϕ(t,x)‖2L2

≤ E(s, ψs) + C1‖xϕ(t,x)‖2L2 + C2

∫ t

s

‖xϕ(r,x)‖2L2dr, (86)

where C2 = 2‖M12‖‖M11‖e2‖M11‖T and |E(s, ψs)| < +∞ thanks to the Sobolev embedding Σ1 ⊂ H1 ⊂ L2σ+2.
Hence, to obtain a bound on the Σ1-norm of ϕ, we only have to estimate uniformly in time the L2-norm of
xϕ. To do this, we compute

d

dt
‖xϕ(t,x)‖2L2 = 2=

∫
Rd

(xϕ∗(t,x)) · ∇ϕ(t,x)dx ≤ ‖xϕ(t,x)‖2L2 + ‖∇ϕ(t,x)‖2L2 ,

which yields, by using (86),

d

dt
‖xϕ(t,x)‖2L2 ≤ C

(
1 + ‖xϕ(t,x)‖2L2 +

∫ t

s

‖xϕ(r,x)‖2L2dr

)
.

This leads to a uniform bound in time of the L2-norm of xϕ with the help of a Gronwall inequality and,
thus, concludes our proof.
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Poincaré, volume 3, pages 757–772. Springer, 2002.

[7] R. Carles. Nonlinear Schrödinger equations with repulsive harmonic potential and applications. SIAM
Journal on Mathematical Analysis, 35(4):823–843, 2003.

[8] R. Carles. Nonlinear Schrödinger equation with time dependent potential. Communications in Mathe-
matical Sciences, 9(4):937–964, 2011.

[9] T. Cazenave. Semilinear Schrödinger equations, volume 10 of Courant Lecture Notes in Mathematics.
New York University Courant Institute of Mathematical Sciences, 2003.

[10] R. Courant and D. Hilbert. Methods of Mathematical Physics. Number vol. 2 in Methods of Mathematical
Physics. Wiley, 2008.

[11] A. de Bouard and R. Fukuizumi. Modulation analysis for a stochastic NLS equation arising in Bose-
Einstein condensation. Asymptotic Analysis, 63(4):189–235, 2009.

[12] A. de Bouard and R. Fukuizumi. Representation formula for stochastic Schrödinger evolution equations
and applications. Nonlinearity, 25(11):2993, 2012.
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Poincaré (B) Probabilités et Statistiques, volume 13, pages 99–125. Gauthier-Villars, 1977.

[14] M. V. Fedoryuk. The stationary phase method and pseudodifferential operators. Russian Mathematical
Surveys, 26(1):65–115, 1971.

[15] D. Fujiwara. On the boundedness of integral transformations with highly oscillatory kernels. Proceedings
of the Japan Academy, 51:96–99, 1975.

[16] D. Fujiwara. A construction of the fundamental solution for the Schrödinger equation. Journal d’Analyse
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