
On the active control of crack growth in elastic

media

Patrick Hild∗ Arnaud Münch† Yves Ousset‡

April 24, 2008

Abstract

Let S be a 2-D elastic structure submitted to a fixed boundary load f and containing

a crack γ. In the framework of the linear fracture theory, a common tool used to describe

the smooth evolution of γ is the so-called energy release rate defined as the variation of the

mechanical energy with respect to the crack dimension. Precisely, the well-known Griffith’s

criterion postulates the evolution of the crack if this rate - positive measure of the singularity

which depends quadratically on the displacement field - reaches a critical value. In this work,

we numerically investigate whether or not this rate may be reduced by applying an additional

boundary load with a support disjoint from the support of the initial load f possibly responsi-

ble of the growth. We first introduce a well-posed relaxed formulation of this optimal location

problem, and then compute explicitly the variation of the relaxed energy release rate with

respect to the location of the additional force and also with respect to its intensity, taken into

account the contact condition on the crack lips. Numerical simulations, based on a gradient

descent method permit to optimize the support and amplitude of the extra load and so to

reduce significantly the energy release rate. The optimal extra force highlights the balance

between the opening and the in-plane shear modes. The case of a multi-crack structure is

considered as well.

Key Words: Fracture mechanics, Optimal location problem, Relaxation.

1 Introduction - Problem statement

Since the seventies a huge literature has been devoted to the modelization of crack growth in elastic

media, both on experimental, theoretical and numerical point of view. In this respect, many models

and theories have been introduced and developed including linear fracture theory [19] and damage

theory [4]. In the linear fracture framework, the different criteria used to described the crack

growth may be divided into two categories: on one hand, we mention local (pointwise) criteria

based on the information of the stress elasticity tensor (or displacement field) in the neighborhood

of the crack tip. The growth may appear if a combination of the stress components (for instance

the Von Mises stress) reaches a critical value. On the other hand, among energetic criteria, the
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well-known and still widely used to describe the static-crack growth is the criterion introduced in

1921 by Griffith [13]. Based on the energy release rate, this criterion has been recently revisited

and reformulated into a minimum principle setting [12]. The energy release rate is defined as the

variation of the elastic energy associated with a cracked structure with respect to the variation of

the crack dimension. One may show that this quantity - usually denoted by G in the literature

- is a strength and can be derived from a thermo-dynamic potential. Griffith has postulated the

infinitesimal growth of the crack if this cracking strength reaches a critical value Gc, dependent

coefficient of the material characteristics and experimentally evaluated:

-Griffith Criterion (1921)-

G(material characteristics, loading configuration, shape) > Gc =⇒ Crack growth.

Both the Von Mises stress and the energy release rate depend on the kinematical displacement

via mainly the material characteristics (elasticity tensor), the loading configuration and also the

shape of the structure. In this respect, in order to prevent the growth, most of the developments

have been focused on the design of new materials acting on the material characteristics to reduce

the Von Mises stress or the cracking strength G. We mention the progress achieved with the

composite materials. In parallel, there are by now strong developments in the field of “smart

materials and systems”. This generic terminology designates for instance adaptive structures with

self-controlled mechanisms. Strain and electrical or magnetic fields couplings may be exploited to

provide built-in feedback control (see [17] for some mathematical examples). The characteristic

material being fixed, another mean in this spirit to reduce the energy release rate is to act on the

loading configuration. This is the purpose of this work.

Let S be an elastic structure occupying a bounded domain Ω of R
2 (referred to the orthonormal

frame (O,e1,e2)), fixed on a part Γ0 ⊂ ∂Ω and submitted to a normal load G ∈ (L2(∂Ω\Γ0))
2

defined by

G = fXΓf
+ hXΓh

,

where

f ∈ (L2(Γf ))2, h ∈ (L2(Γh))2, Γf ,Γh ⊂ ∂Ω\Γ0, Γf ∩ Γh = ∅,
and XΓf

∈ L∞(Γf , {0, 1}) denotes the characteristic function of Γf . The domain Ω contains a

crack γ of extremity F , unloaded (i.e., Γf ∩ γ = ∅, Γh ∩ γ = ∅) and free (i.e., Γ0 ∩ γ = ∅) as

depicted in Figure 1. The corresponding displacement field u = (u1, u2) lies in the convex set

K = {v ∈ (H1
Γ0

(Ω))2, [v · ν] ≤ 0 on γ} (1)

where

H1
Γ0

(Ω) = {v ∈ H1(Ω), v = 0 on Γ0}.
In (1), the notation [v · ν] represents the jump of the normal displacement field v · ν across the

crack γ. The sign condition of the jump describes the non-interpenetration of the crack lips. The

symbol · stands for the inner product in R
2 and ν is the unit outward normal vector to ∂Ω. The

displacement field u minimizes at equilibrium the energy J(., γ) on K:

J(v, γ) =
1

2

∫

Ω

Tr(σ(v)∇v)dx−
∫

Γf

f · v dσ −
∫

Γh

h · v dσ (2)

where Tr denotes the trace operator, i.e., Tr(σ(v)∇v) =
∑2

i,j=1 σij(u)∂uj/∂xi. As it is well-

known, the unique field u solving (2) satisfies the following linear partial differential system (3)–

(4):
{

− div σ(u) = 0 in Ω, σ(u) ≡ A ε(u), ε(u) ≡ (∇u+ (∇u)T )/2,

u = 0 on Γ0 ⊂ ∂Ω, σ(u)ν = fXΓf
+ hXΓh

on ∂Ω\Γ0

(3)
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where A stands for the 2-D elasticity tensor, and where the following conditions represent unilateral

contact without friction on γ (see [18]):

[uν ] ≡ [u · ν] ≤ 0, σν ≡ (σ(u)ν) · ν ≤ 0, [uν ]σν = 0, σ(u)ν − στν = 0. (4)

In the sequel, we introduce the notation

Γ = ∂Ω\(Γ0 ∪ Γf ∪ γ).
In order to reduce the energy release rate (precisely defined in Section 2), one may act on the

boundary load G. In this respect, assuming fixed the main load f and its support Γf , we consider,

for any L ∈ (0, 1), the following nonlinear problem:

(PΓh
) : inf

XΓh
∈XL

G(u,h,XΓh
); XL = {X ∈ L∞(Γ, {0, 1}), ‖X‖L1(Γ) = L‖XΓ‖L1(Γ)}. (5)

For any fixed h fixed in (L2(Γh))2, (PΓh
) is an optimal design problem which consists in finding

the optimal distribution of the support Γh ⊂ Γ of the additional load h. Remark that the support

Γh may a priori be composed of several disjoint components. On the other hand, the support

Γh ⊂ Γ of the additional force being fixed, one may also consider the following problem:

(Ph) : inf
h∈(L2

L
(Γh))2

G(u,h,XΓh
); (L2

L(Γh))2 = {h ∈ (L2(Γh))2, ‖h‖(L2(Γh))2 = L‖f‖(L2(Γf ))2}, (6)

which consists in optimizing the amplitude of h in order to reduce G and therefore preventing the

crack growth.

Problems (PΓh
) and (Ph) are two examples of optimal control problems. To the knowledge of the

authors, the control of the crack growth by the boundary of the domain has not been investigated

so far. Let us mention two preliminary notes by P. Destuynder ([8, 9]), on a similar problem for the

Laplace operator. In [8], the author considers the dynamic wave equation posed on a 2D cracked

domain and defines a growth criterion based on the stress intensity factor. A formulation for the

derivative of this criterion is given with respect to a control defined on the boundary of the domain.

On the other hand, reference [9] considers a stationary loaded structure with a crack and suggests

a computational method for a control law which restricts the crack evolution (we refer to [10] for

some numerical treatments). We also mention the recent work [25] where the authors study the

possibility to annihilate the singularity in a crack domain using additional (singular !) boundary

loads.

The aim of this paper is to solve numerically the nonlinear problems (PΓh
) and (Ph) using a

gradient descent algorithm. The outline is as follows. Section 2 is devoted to a precise overview

about the rate G and the way to compute it efficiently using surface integrals. In Section 3, we

prove that problem (PΓh
) is well-posed when Γh possesses a finite number of disjoint components

(Proposition 3.1) and then provided a well-posed relaxation (RPΓh
) in the general case (Theorem

3.1). Then, in Section 4, the first derivatives of the release rate with respect to Γh and h are

computed explicitly which permits to characterize the minima of the relaxed problem, in terms

of the solution of an adjoint problem (Theorem 4.1) and then to define a gradient descent algo-

rithm. Section 5 presents several numerical experiments highlighting the efficiency of the approach.

Finally, we point out some perspectives in Section 6.

The results detailed in this paper were partially announced in [16].

2 Overview about the energy release rate

In this section, we recall the definition of the energy release rate G and its expression in terms

of surface integrals. We use the notation ψ,i for ∂ψ/∂xi, i = 1, 2 as well as the convention of

summation of repeated indices.
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νF

Γh : σ(u) · ν = h

Γf : σ(u) · ν = f

F
γ

Ω

ν
Γ0 : u = 0

Figure 1: Illustration of the problem (PΓh
): Optimization of the location of Γh, the support of the

extra load h in order to minimize the energy release rate.

In order to simplify the study, we assume that the crack γ remains rectilinear in the neigh-

borhood of F and (without loss of generality) oriented along e1. We introduce a velocity field

ψ = (ψ1(x1, x2), 0) ∈ W ≡ {ψ ∈ (W 1,∞(Ω,R))2,ψ = 0 on ∂Ω\γ} and let η be in R
+. Introducing

the transformation Fη : x→ x+ ηψ(x) so that Fη(F ) = F η and Fη(γ) = γη, we first recall the

following definition.

Definition 2.1 (Energy release rate) The derivative of the functional −J(u, γ) with respect

to a variation of γ in the direction ψ is defined as the Fréchet derivative in W at 0 of the function

η → −J(u, (Id+ ηψ)(γ)), i.e.

J(u, (Id+ ηψ)(γ)) = J(u, γ) − η
∂J(u, γ)

∂γ
.ψ + o(η2).

In the sequel, we denote by gψ(u,h,XΓh
) this derivative. �

The procedure to obtain the explicit expression of gψ is technical but by now well-known (see

[11, 21, 22]). Since the problem is self-adjoint, the derivative may be expressed in terms of u only:

Lemma 2.1 The first derivative of −J with respect to γ in the direction ψ = (ψ1, 0) ∈ W is given

by

gψ(u,h,XΓh
) = −1

2

∫

Ω

Tr(σ(u)∇u)div ψdx+

∫

Ω

Tr(σ(u)∇u∇ψ)dx

= −1

2

∫

Ω

σijuj,iψ1,1dx+

∫

Ω

σijuj,1ψ1,idx

(7)

where u = u(f ,XΓf
,h,XΓh

) is the solution of (3)–(4). �

Moreover, as it is usual, the first derivative depends on the function ψ only in a neighborhood

of the crack tip F : this permits to link the derivative gψ defined on Ω with the thermo-dynamic

strength G (locally defined on F ).

Lemma 2.2 [(Local) Energy release rate] Let C(F , r) be the circle of center F and radius r > 0

and

Gr(u,h,XΓh
) =

1

2

∫

C(F ,r)

σij(u)uj,iψ1ν1dσ −
∫

C(F ,r)

σkj(u)uj,1ψ1νkdσ;
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then the thermo-dynamic strength G is linked to gψ as follows:

gψ(u,h,XΓh
) = lim

r→0
Gr(u,h,XΓh

) (ψ · ν)|F ≡ G(u,h,XΓh
) ψ(F ) · ν(F ), ∀ψ ∈ W. (8)

�

Remark 1 • It follows from (8) that the energy release rate is

G(u,h,XΓh
) = gψ(u,h,XΓh

), ∀ψ ∈ W s.t. ψ(F ) · ν(F ) = 1. (9)

Moreover, since only the derivatives of ψ = (ψ1, 0) are involved in gψ defined by (7), it is

more accurate from a numerical point of view to consider a function ψ1 such that ψ1νF,1 = 1

and constant in a neighborhood of F . This permits to obtain the strength G with the relation

(7) only function of the solution u far away from F where it is singular [11]. A simple choice

is given by the radial function

ψ1(x) = ζ(dist(x,F )), ∀x ∈ Ω, (10)

where the function ζ ∈ C1(R+; [0, 1]) is defined as follows:

ζ(r) =



















1 r ≤ r1

(r − r2)
2(3r1 − r2 − 2r)

(r1 − r2)3
r1 ≤ r ≤ r2

0 r ≥ r2

with 0 < r1 < r2 < dist(∂Ω\γ,F ) = infx∈∂Ω\γ dist(x,F ). The equivalence (9) permits to use

the expression (7) in (5) and (6).

• It is crucial to note that the analytical expression (7) remains valid when the (frictionless)

contact occurs on the crack lips γ (see [7]).

• The energy release rate is a measure of the singularity of u at the crack tip F : precisely, the

rate is related to the stress intensity factors KI and KII as follows :

G(u,h,XΓh
) = f(A)(K2

I +K2
II)

where f(A) is a scalar function of the elasticity tensor (see [11, 19]). Moreover, G is positive

but not definite positive (u = 0 implies that G(u,h,XΓh
) = 0 but the converse is not true)

so that the kernel of G: KerG = {u ∈ (H1
Γ0

(Ω))2, G(u,h,XΓh
) = 0} is not reduced to zero.

Then, ideally, problems (PΓh
) and (Ph) consist in determining Γh and h so that u(h,XΓh

) ∈
KerG. Reference [25] shows that a singular additional force allows to cancel the singularity

at F (i.e., allows KI = KII = 0). �

3 Well-posedness and relaxation of the problem (PΓh
)

The optimal nonlinear location problem (PΓh
) is a prototype of ill-posed problem in the sense that

the infimum may be not reached in the class XL of characteristic functions: the optimal domain

Γh may then be composed of an infinite number of disjoints components (we refer to [6, 14] and

the references therein where several ill-posed problems are studied). The well-posed property is

then recovered for instance if we assume that the number of disjoint components in Γh is finite:
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Proposition 3.1 Let h 6= 0 be fixed in (L2(Γ))2. If Γh is composed of a finite number of disjoint

components, then problem (PΓh
) admits at least a solution. �

Proof. Without loss of generality, let us assume that Γh is composed of only one part. The

energy release rate G is non-negative. This is direct consequence of the fact that J(u(γ1), γ1) ≤
J(u(γ2), γ2) when the crack γ1 contains the crack γ2, i.e. γ2 ⊂ γ1. The existence of a minimizer is

then related to the continuity of G - or similarly from (8) of gψ - with respect to the variation of

Γh on ∂Ω for a given metric of R. Let us consider the Hausdorff distance (see [6]):

dH(γ1, γ2) = sup(distx1∈γ1
(x1, γ2),distx2∈γ2

(x2, γ1)), ∀γ1, γ2 ⊂ Γ,

and a minimizing sequence (Γn
h)n≥0 of ∂Ω for gψ such that dH(Γn

h,Γh) → 0 as n goes to infinity.

The solution un ∈ (H1
Γ0

(Ω))2 associated with Γn
h satisfies the formulation

∫

Ω

Tr(σ(un)∇v)dx =

∫

Γf

f · vdσ +

∫

Γn
h

h · vdσ, ∀v ∈ (H1
Γ0

(Ω))2. (11)

Assuming h ∈ (L2(Γn
h))2 for all n, we have in particular for v = un

∫

Ω

Tr(σ(un)∇un)dx =

∫

Γf

f · undσ +

∫

Γn
h

h · undσ.

From the Korn inequality, there exists a positive constant C such that

‖un‖(H1
Γ0

(Ω))2 ≤ C(‖h‖(L2(Γn
h
))2 + ‖f‖(L2(Γf ))2). (12)

Moreover, the convergence of Γn
h towards Γh for the Hausdorff distance implies that ‖h‖(L2(Γn

h
))2 −

‖h‖(L2(Γh))2 → 0 as n → ∞ (see [6]). Consequently, the sequence (un)n is uniformly bounded

in the reflexive space (H1
Γ0

(Ω))2 and one may extract a subsequence (still denoted by un ) such

that un weakly converges to u⋆ in (H1
Γ0

(Ω))2. By passing to the limit in (11), u⋆ verifies the

formulation:
∫

Ω

Tr(σ(u⋆)∇v)dx =

∫

Γf

f · vdσ +

∫

Γh

h · vdσ, ∀v ∈ (H1
Γ0

(Ω))2.

Now, observe that the compact embedding of the trace operator tr : H1/2(∂Ω) → L2(∂Ω) implies

that the trace tr(un)|Γh
converges to tr(u⋆)|Γh

in (L2(Γh))2. Therefore,

∫

Ω

Tr(σ(un)∇un)dx =

∫

Γf

f · undσ +

∫

Γn
h

h · undσ

=

∫

Γf

f · undσ +

∫

Γn
h

h · (un − u⋆)dσ +

∫

Γn
h

h · u⋆dσ

converges towards
∫

Γf
f ·u⋆dσ+

∫

Γh
h·u⋆dσ. Then, using that

∫

Ω
Tr(σ(un)∇u⋆)dx→

∫

Ω
Tr(σ(u⋆)∇u⋆)dx

and Tr(σ(u⋆)∇un) = Tr(σ(un)∇u⋆), we obtain from the equality

∫

Ω

Tr(σ(un − u⋆)∇(un − u⋆))dx =

∫

Ω

Tr(σ(u⋆)∇u⋆)dx

− 2

∫

Ω

Tr(σ(u⋆)∇un)dx+

∫

Ω

Tr(σ(un)∇un)dx

that
∫

Ω
Tr(σ(un − u⋆)∇(un − u⋆))dx → 0 as n → 0. Consequently, the sequence un converges

strongly towards u⋆ in (H1
Γ0

(Ω))2. In view of (7), we conclude to the convergence of the decreasing

sequence gψ(u,h,XΓn
h
) towards gψ(u,h,XΓh

). �
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Without geometrical condition on Γh, a relaxation of (PΓh
) is a priori needed. Following recent

developments in [23] on a similar problem, we now give a well-posed formulation of (PΓh
): let us

introduce the following problem :

(RPΓh
) : inf

s∈SL

gψ(u,h, s); SL = {s ∈ L∞(Γ, [0, 1]), ‖s‖L1(Γ) = L‖XΓ‖L1(Γ)}

where L ∈ (0, 1) is the real parameter which appears in (5), and u the solution of

{

− div σ(u) = 0 in Ω, σ(u) ≡ A ε(u), ε(u) ≡ (∇u+ (∇u)T )/2,

u = 0 on Γ0 ⊂ ∂Ω, σ(u)ν = fXΓf
+ s(x)hXΓ on ∂Ω\Γ0

(13)

and (4). Observe that this new problem is obtained from the original one (PΓh
) simply by replacing

the set of characteristic functions {XΓh
∈ L∞(Γ, {0, 1})} by its convex hull for the L∞ weak-⋆

topology, i.e., the set of densities {s ∈ L∞(Γ, [0, 1])}. We obtain the following result:

Theorem 3.1 The problem (RPΓh
) is a full well-posed relaxation of (PΓh

) in the following sense:

• The problem (RPΓh
) is well-posed;

• The minimum of (RPΓh
) equals the infimum of (PΓh

);

• Moreover, to the optimal density sopt solution of (RPΓh
), one may associate [ through a

Young measure process ] a minimizing sequence (Γ
(k)
h )(k>0) for the problem (PΓh

), i.e., such

that

(i) ‖X
Γ

(k)
h

‖L1(Γ) = ‖sopt‖L1(Γ) = L|Γ|, ∀k > 0,

(ii) limk→∞ gψ(u,h,X
Γ

(k)
h

) = gψ(u,h, sopt). �

Stectch of the proof - Observe that this result is natural since the location Γh appears only in

the lower order part of the elliptic state equation (in contrast to standard optimal problems (see

[27]) where the relaxation involves the differential operator - here the divergence one - itself). The

result may be obtained using the nonconvex variational approach based on the computation of

quasi-convexified function through Young measure (taking advantage of the divergence free form

of the equation), see [27]. We refer for instance to [23] for a proof in a similar context. In our

simple situation, the result is obtained directly by replacing in the proof of Proposition 3.1, the

Haussdorff (compact) convergence for Γn
h by the convergence induced by the topology of L∞ − ⋆

for any minimizing sequence sn (and using the weak-⋆ compactness of SL). �

Theorem 3.1 is very valuable both on theoretical and numerical point of view. First, this result

replaces the minimization over domains by a simpler minimization over a set of (density) functions.

This in particular avoids the computation of shape derivatives ([6, 16]) and the use of a level set

approach (see [2, 20]). Secondly, as we will see in the numerical experiments in Section 5, the

property of the optimal density gives valuable information on the nature of the original problem

(PΓh
).

Simpler, the well-posedness of the problem (Ph) is a consequence of the continuity of the solution

u with respect to h (see eq. 12) :

Proposition 3.2 Let Γh 6= ∅ be fixed in Γ and L ∈ (0, 1). The problem (Ph) admits at least a

solution in (L2
L(Γh))2. �
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4 Derivative of gψ with respect to s and h

In order to design a descent algorithm, we derive in this section, for any fixed field ψ = (ψ1, 0)

defined by (10), the explicit expression of the derivatives of gψ with respect to the variation of

s ∈ L∞(Γ, [0, 1]) and h ∈ (L2(Γh))2.

In order to avoid the introduction of a mixed variational formulation and Lagrange multipliers

(see for instance [1] in a similar context), we treat the non-interpenetration condition [u · ν] ≤ 0

with a penalization technique (see, e.g., [18]). The minimizer of J over K (solution of (4)–(13)) is

approximated by the minimizer (still denoted by u) over (H1
Γ0

(Ω))2 of

Jǫ(v) = J(v) + ǫ−1

∫

γ

g([v])dσ

where g designates a convex function in C1(R2,R+) such that g(y) = 0 if and only if y · ν ≤ 0. A

weak solution u ∈ (H1
Γ0

(Ω))2 is therefore characterized by the following formulation

∫

Ω

Tr(σ(u)∇v)dx+ ǫ−1

∫

γ

∇g([u]) · [v]dσ =

∫

Γf

f · v dσ +

∫

Γh

h · v dσ, ∀v ∈ (H1
Γ0

(Ω))2.

4.1 First variation of gψ with respect to s and h

We introduce a perturbation sη = s + ηs1 ∈ L∞(Γ, [0, 1]) of s and we define the first variation of

gψ with respect to s in a standard way:

∂gψ(u(s),h, s)

∂s
· s1 = lim

η→0

gψ(u(sη),h, sη) − gψ(u(s),h, s)

η
.

The existence of this limit is a consequence of the well-posedness of (RPΓh
): precisely, we have the

following result.

Theorem 4.1 The first variation of gψ with respect to s in the direction s1 ∈ L∞(Γ, [0, 1]) takes

the following expression

∂gψ(u,h, s)

∂s
· s1 = −

∫

Γ

s1(x)h · p dσ, ∀s1 ∈ L∞(Γ, [0, 1]) (14)

where p ∈ (H1
Γ0

(Ω))2 is solution of the following (weak) adjoint problem:

∫

Ω

Tr(σ(p)∇φ)dx−
∫

Ω

Tr(σ(u)∇φ)div ψdx+

∫

Ω

Tr(σ(φ)∇u∇ψ)dx

+

∫

Ω

Tr(σ(u)∇φ∇ψ)dx+ ǫ−1

∫

γ

∇(∇g([u]) · [φ]) · [p] dσ = 0
(15)

for all φ ∈ (H1
Γ0

(Ω))2. �

Remark 2 If the crack is oriented along the axis (O,e1), then the radial function ψ1 defined by

(10) verifies the property ∇ψ1 · ν = 0 on γ. In this case and assuming the isotropic elasticity (for

which σ(u) = λ(divu)I + µ(∇u + ∇uT ), where I is the identity matrix and (λ, µ) are the Lamé
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coefficients), p = (p1, p2) is formally solution of the following equations:






















































−σij,i(p) + (σij(u)ψ1,1),i − (σij(u)ψ1,i),1

−λ(ui,1ψ1,i),j − µ((ui,1ψ1,j),i + (uj,1ψ1,i),i) = 0 in Ω,

p = 0 on Γ0,

σ12(p) = µu1,2ψ1,1 + ǫ−1(g,11([u])[p1] + g,12([u])[p2]) on γ,

σ22(p) = (λ+ 2µ)u2,2ψ1,1 + ǫ−1(g,12([u])[p1] + g,22([u])[p2]) on γ,

σ(p)ν = 0 on ∂Ω\(Γ0 ∪ γ),

and we observe in particular that div(σ(p)) = 0 on {x ∈ Ω, r1 ≤ dist(x,F ) ≤ r2}. �

Proof of Theorem 4.1. The expression (14) may be obtained introducing first lagrangian derivatives

of u with respect to s and then making integrations by parts (we refer to [16] where the so-called

shape derivative of gψ with respect to Γh is computed). For the sake of simplicity, we rather use

here the method introduced by J. Cea in [3] which permits to obtain rapidly such derivatives and

explain how the formulation (15) of the adjoint solution p is obtained: we introduce the Lagrangian

L(s,v,p) = gψ(v,h, s) +

∫

Ω

Tr(σ(v)∇p)dx+ ǫ−1

∫

γ

∇g([v]) · [p]dσ

−
∫

Γf

f · p dσ −
∫

Γ

s(x)h · p dσ,

for all v,p ∈ (H1
Γ0

(Ω))2 and we remark that L(Γh,u,p) = gψ(u,h,XΓh
) for u solution of (4)–(13):

formally, we write that

dL
ds

· s1 =
∂

∂s
L(s,v,p) · s1+ <

∂

∂v
L(s,v,p),

∂v

∂s
· s1 > + <

∂

∂p
L(s,v,p),

∂p

∂Γh
· s1 > .

The first term is
∂

∂s
L(s,v,p) · s1 = −

∫

Γ

s1(x)h · p dσ (16)

while the third term is equal to zero if v = u, due to the linearity of L with respect to the variable

p. Introducing to simplify the notation ∂v
∂s · s1 ≡ v1 (v1 is the first lagrangian derivative of v), we

then choose the variable p in order that the second term

<
∂

∂v
L(s,v,p),v1 >= − 1

2

∫

Ω

Tr(σ(v)∇v1)divψdx− 1

2

∫

Ω

Tr(σ(v1)∇v)divψdx

+

∫

Ω

Tr(σ(v)∇v1 ∇ψ)dx+

∫

Ω

Tr(σ(v1)∇v∇ψ)dx

+

∫

Ω

Tr(σ(v1)∇p)dx+ ǫ−1

∫

γ

∇(∇g([v]) · [v1]) · [p] dσ

is equal to zero for all v1 ∈ (H1
Γ0

(Ω))2. Using the symmetry of σ, we write that Tr(σ(v)∇v1) =

Tr(σ(v1)∇v) and we obtain that p is solution of (15). Then, from (16) with v = u and the

relation L(Γh,u,p) = gψ(u,h,XΓh
), we get the relation (14).�

Similarly, assuming Γh fixed in Γ, we obtain the first derivative of gψ with respect to h:

Theorem 4.2 The first derivative of gψ with respect to h in the direction h1 is given by

∂gψ(u,h,XΓh
)

∂h
· h1 = −

∫

Γh

h1 · p dσ, ∀h1 ∈ (L2(Γh))2 (17)

where p is the solution of (15). �
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Relations (14) and (17) characterize the minima for the problems (RPΓh
) and (Ph) respectively.

For instance, from (17), the optimal extra load h applied on Γh ⊂ ∂Ω\(Γ0 ∪ Γf ∪ γ) is such that

p(u,f ,Γf ,h,Γh) = 0, on Γh,

which is a non linear and implicit relation between the optimal extra-load h and the displacement

field u on Γh, non equal to zero due to the load G. These relations also provide descent directions

with respect to h and s for gψ and permit at the numerical level to define gradient algorithms.

4.2 Descent algorithms

4.2.1 Descent algorithm for (RPΓh
)

The relation (14) provides the descent direction s1 = h · p on Γ and suggests the construction of

a sequence of densities s(k) decreasing for gψ. Preliminary, in order to take into account the size

restriction on s, i.e., that ‖s‖L1(Γ) = L|Γ|, we introduce a Lagrange multiplier λ and a new cost

function:

gψ,λ(u,h, s) = gψ(u,h, s) + λ(‖s‖L1(Γ) − L|Γ|), ∀s ∈ L∞(Γ, [0, 1])

leading to
∂gψ,λ(u,h, s)

∂s
· s1 = −

∫

Γ

s1(x)h · p dσ + λ

∫

Γ

s1(x)dσ

and to the descent direction

s1 = h · p− λ on Γ. (18)

Consequently, for any function ηs ∈ L∞(Γ,R+) with ‖ηs‖L1(Γ) small enough, we have gψ,λ(u,h, s+

ηss1) ≤ gψ,λ(u,h, s). The multiplier λ is then determined so that, for any function ηs ∈ L∞(Γ,R+),

‖s+ ηss1‖L1(Γ) = L|Γ|, leading to

λ =
(
∫

Γ
s(x)dσ − L|Γ|) +

∫

Γ
ηs(x)h · p dσ

∫

Γ
ηs(x)dσ

. (19)

At last, the function ηs is chosen so that s+ηss1 ∈ [0, 1], for all x ∈ Γ. A simple and efficient choice

consists in taking ηs(x) = εs(x)(1 − s(x)) for all x ∈ Γ where ε is a small positive parameter.

Consequently, the descent algorithm to solve numerically the relaxed problem (RPΓh
) may be

structured as follows. Let Ω ⊂ R
2, Γ0,Γf in ∂Ω, f ∈ (L2(Γf ))2, h ∈ (L2(Γh))2, L ∈ (0, 1) and

ε < 1, ε1 << 1 be given ;

• Initialization of the density s(0) ∈ L∞(Γ; (0, 1));

• For k ≥ 0, iterate until convergence (i.e. |gψ,λ(u,h, s(k+1))−gψ,λ(u,h, s(k))| ≤ ε1|gψ,λ(u,h, s(0))|)
as follows:

– Computation of the solution u(s(k)) of (4)–(13) and then the solution p(s(k)) of (15),

both corresponding to s = s(k).

– Computation of the descent direction s
(k)
1 defined by (18) where the multiplier λ(k) is

defined by (19).

– Update the density s(k) in Γ:

s(k+1) = s(k) + εs(k)(1 − s(k))s
(k)
1 , (20)

with ε ∈ R
+ small enough in order to ensure the decrease of the cost function and

s(k+1) ∈ L∞(Γ, [0, 1]).
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4.2.2 Descent algorithm for (Ph)

Problem (Ph) is solved in a similar way. In order to ensure h ∈ (L2
L(Γh))2, we introduce the new

cost function:

gψ,λ(u,h,XΓh
) = gψ(u,h,XΓh

) + λ(‖h‖(L2(Γh))2 − L‖f‖(L2(Γf ))2).

From the relation (17), we deduce that

∂gψ,λ(u,h,XΓh
)

∂h
· h1 =

∫

Γh

h1 · (−p+ 2λh) dσ, ∀h1 ∈ (L2(Γh))2

leading to the descent direction h1 = (p − 2λh) so that for any ε > 0 small enough, gψ,λ(u,h +

ε(p−2λh),Γh) ≤ gψ,λ(u,h,XΓh
). At last, the multiplier λ is determined so that h+ε(p−2λh) ∈

(L2
L(Γh))2; λ is then solution of the polynomial equation of order two:

4ε‖h‖2
(L2(Γh))2λ

2 − 4

(
∫

Γh

p · hdσ + ‖h‖2
(L2(Γh))2

)

λ

− ε−1(L2‖f‖2
(L2(Γf ))2 − ‖h‖2

(L2(Γh))2) + 2

∫

Γh

h · pdσ + ε‖p‖2
(L2(Γh))2 = 0.

(21)

Observe that the two roots are real if ε > 0 is small enough. The algorithm is then similar to the

algorithm of the previous section, (20) being replaced by

h(k+1) = h(k) + ε(p(h(k)) − 2λ(k)h(k))

where λ(k) solves (21).

5 Numerical experiments

We now present some numerical simulations using the algorithm presented above in order to

highlight the efficiency of our approach. The systems (3)–(4) and (15) are solved using continuous

finite elements of order one approximating the space H1
Γ0

(Ω) by the following finite dimensional

space:

H1
Γ0,h(Ω) = {vh, vh ∈ C0(Ω), vh|Q ∈ P1(Q),∀Q ∈ Qh, vh = 0 on Γ0}, (22)

where P1(Q) denotes the space of polynomial functions of degree ≤ 1 on Q, the notation (Qh)h>0

stands for a regular quasi-uniform family of triangulations (or quadrangulations) (see e.g., [5])

characterized by the space step h such that Ω = ∪Q∈Qh
Q. We highlight that the resulted stiffness

matrix is identical for the two problems (3)–(4) and (15) and is computed once for all. The lips

of the crack γ, assumed rectilinear, are composed of edges of elements in Qh. Moreover, the non-

interpenetration condition on γ: [u ·ν] ≤ 0 is taken into account using Lagrange multipliers as e.g.,

in [1, 15, 18], contrary to the section 4 where we used, to simplify the formulae, a penalization term

ǫ. This means that in the numerical experiments, the non-interpenetration condition is exactly

satisfied. Moreover, we recall that (22) implies the following a priori estimation |G − Gh| =

O(h1−η),∀η > 0 if Gh designates the numerical approximation of the rate G provided that the

equivalence (8) is used (see [11]).

We consider the structure S occupying the domain (0, 1)2 of area 1 square meter, fixed on

Γ0 = {1} × [0, 1] = {x = (x1, x2) ∈ R
2, x1 = 1, x2 ∈ [0, 1]} with a crack γ = [0, 0.5] × {a},

(a ∈ (0, 1)), and submitted to the load f = (f1, f2) = (0, 106N/m) on Γf = [0.3, 0.6] × {1}. We

assume that the lower part of S (i.e. [0, 1] × [0, a]) is isotropic with a Young modulus E1 and a
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Figure 2: Setting of the problem. Figure 3: Initial and deformed configurations

of S without additional extra force (i.e., XΓh
=

0) and a = 0.5: gψ(u,h, 0) ≈ 1.147N/m.

Poisson ratio ν1 and that the upper part of S (i.e. [0, 1]× [a, 1]) is isotropic with a Young modulus

E2 and a Poisson ratio ν2 (see Figure 2).

In all the computations, a quasi uniform mesh of parameter h = 1/100 is chosen. In what

follows, all the deformed configurations will be depicted with an amplification of 2 × 104.

Consider as an example that the entire body Ω is isotropic with a Young modulus of 2×1011Pa,

a Poisson ratio of 0.3 and a centered crack (a = 0.5). The resulted deformation of the structure

is shown in Figure 3. As expected, the opening mode (the so-called mode I) is predominant.

Moreover, the value of the energy release rate gψ obtained with ψ1 defined in (10) (with r1 = 0.1

and r2 = 0.4) is gψ(u,h, 0) ≈ 1.147N/m.

5.1 Problem (RPΓh
)

We now solve problem (RPΓh
) assuming that Γ = [0, 1]×{0} (i.e., the lower edge of the structure),

h = (0, h2) with h2 = 106N/m and L = 0.3 so that
∫

Γ
s(x)h2dσ =

∫

Γf
f2dσ. The algorithm is

initialized with the constant density function s(0) ≡ L in Γ which does not privilege any location

for Γh, the support of the extra load: therefore, one expects to converge towards a global minimizer

of the cost function gψ. Moreover, in what concerns the convergence of the algorithm, we take

ε1 = 10−4 and values of ε varying between 0.05 and 0.3. These values of ε depend on a and on the

material characteristics.

5.1.1 E1 = E2 = 2 × 1011Pa, ν1 = ν2 = 0.3 and a = 0.5.

As mentioned above, the algorithm is initialized with s(0) = L which corresponds to a uniformly

distributed normal load h on Γ of intensity h2L. This particular load reduces the value of the

energy rate - we obtain gψ(u,h, s(0)) ≈ 0.7836N/m. However, this load is not optimal: indeed, as

we may observe on Figure 6, this load annihilates the mode I (the crack is closed and the contact

on the crack lips occurs) but enhances the mode II (the so-called in-plane shear mode). We also
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compute that the density s = X[0.3,0.6] ∈ SL corresponding to a symmetric position with respect

to Γf is not the optimal one: we obtain gψ(u,h, s) ≈ 0.6203N/m. The optimal density sopt for

which gψ(u,h, sopt) ≈ 0.4641N/m obtained at the convergence of the algorithm (after about 150

iterations) is depicted on Figure 4-left. The associated deformation is depicted on Figure 4-right.

We observe that this distribution provides a mixed mode I-II situation. Very interestingly on both

a mathematical and practical viewpoint, we observe - up to the numerical approximation - that

this optimal density sopt is a characteristic function: we get sopt ≈ X[0.42,0.72]. This suggests, at

least for these data, that the well-posed relaxed problem (RPΓh
) coincides with the original one

(PΓh
), and therefore, that this latter is well-posed. The evolution of the energy release rate gψ

with respect to the first 100 iterations is shown in Figure 5. A similar satisfactory convergence,

which depends actually on ε, is observed in all our computations.

0
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0.6

0.8

1

0.2 0.4 0.6 0.8 1x

Figure 4: Resolution of (RPΓh
) - Optimal density sopt (Left) and corresponding deformation

(Right)- gψ(u,h, sopt) ≈ 0.4641N/m.
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Figure 5: Evolution of gψ(u,h, s(k)) vs. k ∈
[1, 100] obtained with ε = 0.3.

Figure 6: Resolution of (RPΓh
) - De-

formation corresponding to a uniform

extra normal load on Γ, i.e. s(0) = L

on Γ - gψ(u,h, s(0)) ≈ 0.7836N/m.
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5.1.2 E1 = E2 = 2 × 1011Pa, ν1 = ν2 = 0.3 and a = 1/3.

The same numerical experiment as in 5.1.1 is achieved with a new location of the crack: we take

a = 1/3 so that γ = [0, 1/2]×{1/3}. Without additional force, the rate is gψ(u,h, 0) ≈ 0.3872N/m

(obtained with r1 = 0.1 and r2 = 0.25). Choosing a constant s(0) = L = 0.3 on Γ as previously,

the rate decreases from 0.5876N/m to 0.1050N/m approximatively. Figure 7 shows the optimal

distribution of the density and the corresponding deformation of the body. Once again, the limit

density is a characteristic function: sopt ≈ X[0.52,0.7]∪[0.88,1] defined here by two disjoint segments.

This last observation highlights the non trivial influence of a on the number of disconnected

components of the optimal support Γh. We mention that the convergence is particularly slow

in this case. More precisely, this result is obtained after 5000 iterations which corresponds in fact

to 10000 elasticity problems (5000 nonlinear unilateral contact problems and 5000 linear adjoint

problems), each of them having approximately 20000 d.o.f.

0
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Figure 7: Resolution of (RPΓh
) - Optimal density sopt (Left) and corresponding deformation

(Right)- gψ(u,h, sopt) ≈ 0.1050N/m.

5.1.3 E1 = 2 × 1011Pa, E2 = 1012Pa, ν1 = ν2 = 0.3 and a = 1/2.

Finally we consider the configuration of 5.1.1 (a = 1/2) with a bi-material E1 = 2× 1011Pa, E2 =

1012Pa, ν1 = ν2 = 0.3. Without additional force, the rate is equal approximatively to 0.2139N/m.

Choosing s(0) = L = 0.3, the rate decreases from 0.2481N/m to 0.0281N/m approximately. In

comparison with the case without additional load, the reduction factor of the rate is about 7.5.

Figure 8 shows the optimal distribution of the density and the corresponding deformation of the

body: we still get a characteristic function: sopt ≈ X[0.52,0.82].

With a = 1/2 and in the isotropic case, we have also considered a non-constant load f in

order to see if the resulted optimal density may take value in (0, 1) strictly: precisely, we took

f(x, 1) = (0, (1 − 5x/3) × 4 × 106N/m) on [0.3,0.6] (note that the L1-norm of f is unchanged).

But here again, the optimal distribution is a characteristic function leading to Γh ≈ [0.41, 0.71].

5.2 Problem (Ph)

We now solve the problem (Ph) with the same data as in Section 5.1 assuming that Γh = [0, 1]×{0}
and that h is normal: h = (0, h2). We impose that the L2-norm of the additional load h equals

the L2-norm of f : precisely, we require that
∫

Γh
(h2(x))2dσ =

∫

Γf
(f2(x))2dσ which corresponds
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Figure 8: Resolution of (RPΓh
) - Optimal density sopt (Left) and corresponding deformation

(Right)- gψ(u,h, sopt) ≈ 0.0281N/m.

to L = 1 in (6). Note that in the previous section, the L2-norm was the same for any optimal

density (near
√

0.3) because any optimal density was a characteristic function. In other words,

in the resolution of both problems (RPΓh
) and (Ph), the amount of external work applied on the

lower part of the structure are equal. Observe however, that in the case of (Ph), no sign or L∞

bound for h2 on Γh is imposed. Consequently, for a same geometry and elasticity coefficients, the

optimal value of the energy release rate, minimized over a larger class of functions, is expected to

be lower.

The initial computations are achieved with a constant normal load on Γh, i.e. h
(0)
2 = |Γf |1/2f2/|Γh|1/2 =√

0.3f2 for which h(0) = (0, h
(0)
2 ) ∈ (L2

L=1(Γh))2. We next consider the configurations of Section

5.1.1, 5.1.2 and 5.1.3.

5.2.1 E1 = E2 = 2 × 1011Pa, ν1 = ν2 = 0.3 and a = 1/2.

The initial computation leads to the value gψ(u,h(0),XΓh
) ≈ 1.5927N/m. Figure 9-left gives the
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Figure 9: Resolution of (Ph) - Optimal density hopt
2 (Left) and corresponding deformation (Right)-

gψ(u,hopt,XΓh
) ≈ 0.4328N/m.

optimal distribution of hopt
2 which provides a value of the energy release rate of gψ(u, (0, hopt

2 ),XΓh
) ≈
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0.4328N/m. The corresponding deformation is depicted in Figure 9-right. As expected the optimal

rate is lower than the one in section 5.1.1 (i.e., 0.4641N/m) where the L2 norm of h was the same.

The optimal load illustrates clearly the balance between the mode I and the mode II. On a large

right part of Γh, the load is positive, which has the effect to close the crack and therefore to reduce

the contribution of the mode I on the value of the rate. On the left extremity of Γh, the load

is negative; this gives the effect to reduce the in-plane shear of the crack lips and therefore the

contribution of the mode II (see Figure 6 for the effect of a strictly positive load).

5.2.2 E1 = E2 = 2 × 1011Pa, ν1 = ν2 = 0.3 and a = 1/3.

Now we consider problem (Ph) with the configuration of 5.1.2. In this case the rate decreases from

1.1948N/m to 0.0353N/m. Recalling that the rate without additional force was 0.3872N/m we

observe a reduction of order 10. Figure 10 shows the optimal distribution of the density and the

corresponding deformation of the body. Contrary to the problem (RPΓh
), the optimal load is less

sensitive here to the position of the crack.
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Figure 10: Resolution of (Ph) - Optimal density hopt
2 (Left) and corresponding deformation

(Right)- gψ(u,hopt,XΓh
) ≈ 0.0353N/m.

5.2.3 E1 = 2 × 1011Pa, E2 = 1012Pa, ν1 = ν2 = 0.3 and a = 1/2.

Finally we consider problem (Ph) for the configuration in 5.1.3: the rate decreases from 0.4799N/m

to 0.00679N/m. We observe a reduction of order 30 in comparison with the initial problem for

which the rate is 0.2139N/m. Figure 11 shows the optimal distribution of the density and the

corresponding deformation of S.

5.2.4 E1 = E2 = 2 × 1011Pa, ν1 = ν2 = 0.3 and a = 1/2, without constraint on h.

We finally examine if a load in (L2(Γh))2 without any additional constraint may annihilate the

energy release rate and therefore the singularities around the crack extremities F = (1/2, 1/2).

We consider the isotropic situation with a centered crack. Results obtained after 1500 iterations

(with ε = 0.3) are reported on Figure 12. We obtain the value gψ(u,hopt,XΓh
) ≈ 0.0383N/m

(corresponding to a reduction of order 30). Obviously this value is obtained with a larger L∞

norm of the load (in a ratio 10) than in the previous cases. Around the crack point F , the crack

lips are closed without in plane shear. However, the evolution of the algorithm seems to indicate
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Figure 11: Resolution of (Ph) - Optimal density hopt
2 (Left) and corresponding deformation (Right)

- gψ(u,hopt,XΓh
) ≈ 0.00679N/m.

that an arbitrarily small value of the rate (ideally gψ = 0) may be difficult to obtain: we suspect

that a small tangential component of the force is necessary to near gψ = 0 and therefore to almost

cancel the singularity at the point F .
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Figure 12: Resolution of (Ph) without constraint on h- Optimal density hopt
2 (Left) and corre-

sponding deformation (Right) - gψ(u,hopt,XΓh
) ≈ 0.0383N/m.

5.3 The case of two cracks

We consider in this section the problem (PΓh
) for the unit square with two cracks γ1 = [0, a1]×{1/4}

and γ2 = [0, a2]× {1/2} of extremities F1 = (a1, 1/4) and F2 = (a2, 1/2) respectively. The energy

release gψ is then the sum of the energy release rate g
ψ(i) associated with each crack point Fi,

i = 1, 2: the first component of the function ψ = (ψ
(1)
1 + ψ

(2)
1 , 0) is the sum of two functions of

the form (10) with disjoint supports in the neighborhoods of F1 and F2 respectively. We take

E1 = E2 = 2 × 1011, ν1 = ν2 = 0.3, h = (0, h2), h2 = 106N/m and L = 0.3. We consider

three configurations corresponding to (a1, a2) = (1/4, 1/2), (a1, a2) = (1/2, 1/2) and (a1, a2) =
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(1/2, 1/4). The densities obtained at the convergence of the gradient algorithm (initialized with

s(0) ≡ L = 0.3) are depicted on Figure 13 as well as the corresponding deformations of the structure.

Some numerical values are collected in Table 1 which illustrate the reduction of the energy release

rate as well as the Von Mises stress around the crack tips (we recall that the energy release rate

is a measure of the displacement’s singularity around the crack tip, here F1 and F2 (see Remark

1)). Figure 13 highlights the respective influence of the two cracks. When a1 ≤ a2, the lower crack

γ1 is hidden from the load f by the second crack γ2, which is the main contribution to the energy

release rate (the Von Mises stress associated to F1 is significantly lower in this case, see Table 1).

The situation is opposite is the third case (a1, a2) = (1/2, 1/4) so that the crack γ1 is not closed:

due to the balance between mode I and mode II observed in the previous section, we remark that

the corresponding optimal density is mainly concentrated on the right part of the side [0, 1]×{0},
support of the extra-load h. In the case (a1, a2) = (1/2, 1/4), Figure 15 depicts the iso-values of

the Von Mises stresses and permits to appreciate the reduction of the stresses near the crack tips

F1 and F2. Remark that the singularities of the stresses at the corners (1, 0) and (1, 1) are due to

the Dirichlet-Neumann transition. The regularity for u at the corners (in the homogeneous case

which corresponds to point (1, 1) or to both corners in the case without extra force) is of order

H3/2+ǫ (see [26, 28]) which is close to the regularity near the crack tip which is H3/2−ǫ for any

ǫ > 0.

The main difference with respect to the single crack situation is that the densities are no more

characteristic functions. This illustrates either that these densities in Figure 13 correspond to

local minima, or that problem (PΓh
) is not well-posed (for this geometric configuration). In this

last case, from a practical point of view, it is then necessary to associate with each density, a

minimizing sequence of characteristic functions for (PΓh
) (as described in Theorem 3.1). Using

[23], the procedure is as follows : the interval [0, 1] is decomposed into k > 0 sub-intervals [0, 1] =

∪k
j=1[xj , xj+1] such that x1 = 0 and xk+1 = 1. Then, we define a mean value mj ∈ [0, 1] by

mj =
∫ xj+1

xj
slim(x)dx/(xj+1 − xj). The sequence of characteristic functions (X

Γ
(k)
h

)k>0 is then

defined by

X
Γ

(k)
h

(x) =
k

∑

j=1

X[xj ,(1−mj)xj+mjxj+1](x), x ∈ Γ = [0, 1] × {0}. (23)

We easily check that X (k)
Γh

belongs to XL for all k. The support of the extra load h is then

∪k
i=1[xj , (1−mj)xj +mjxj+1]. At the limit, the force is distributed on an arbitrarily large number

of disjoint intervals. Figure 14 displays the case k = 10 associated to the limit density slim for

(a1, a2) = (1/2, 1/2): we compute that gψ(u,h,X (10)
Γh

) ≈ 0.669N/m, which is almost the value of

the rate associated with the limit density: this suggests the existence of several global/local minima

and that the optimal support of the extra force may be recovered by a characteristic function (in

other words, this suggests that (PΓh
) is also well-posed in that case).

We finally consider the problem (Ph) for the case (a1, a2) = (1/2, 1/4). The normal component

hopt
2 of the optimal load and the corresponding deformation are given on Figure 16. This load

permits a significant reduction of the rate : we get gψ(u, hopt,XΓh
) ≈ 0.0556N/m. We also observe

a significant reduction of the Von Mises stress at the crack tip F1: σV M (F1, h
opt
2 ,XΓh

) ≈ 7.6×105Pa

(to be compared with the case without extra load for which σV M (F1,0,XΓh
) ≈ 2.1×106Pa - see also

Figure 15- Bottom) while the second tip F2 is less perturbed (σV M (F2, h
opt
2 ,XΓh

) ≈ 9.1× 105Pa).

6 Concluding remarks

In this work we have considered two optimal control problems whose aim is to prevent the crack

growth by searching ”optimal” boundary loads. As far as we know these problems have not
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Figure 13: Resolution of (RPΓh
) - Limit densities (top left) and corresponding deformation for

(a1, a2) = (1/4, 1/2) (top right), (a1, a2) = (1/2, 1/2) (bottom left) and (a1, a2) = (1/2, 1/4)

(bottom right).

(a1, a2) = (1/4, 1/2) (a1, a2) = (1/2, 1/2) (a1, a2) = (1/2, 1/4)

gψ(u,h, 0) 1.151 1.152 0.232

gψ(u,h, s(0)) 0.861 1.49 0.461

gψ(u,h, slim) 0.582 0.668 0.102

σV M (F1,h, 0) 4.7 × 104 5.2 × 105 2.1 × 106

σV M (F1,h, s
(0)) 7.6 × 105 4.2 × 106 3.8 × 106

σV M (F1,h, s
lim) 2.1 × 105 1.2 × 106 1.4 × 106

σV M (F2,h, 0) 4.5 × 106 4.4 × 106 8.4 × 105

σV M (F2,h, s
(0)) 5.× 106 5.7 × 106 1.5 × 106

σV M (F2,h, s
lim) 4.2 × 106 4.2 × 106 9.1 × 105

Table 1: Numerical values of the energy release rate (in N/m) and of the Von Mises stresses (in

Pa) around the crack tips F1 and F2 (see Figure 13).
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Figure 14: Penalization of the limit density slim in the case (a1, a2) = (1/2, 1/2) by a characteristic

function X (10)
Γh

.

been investigated previously. Although this study of active crack control should be considered as

preliminary in many respects, the results obtained have some valuable implications and lead to

interesting observations, both from a mathematical and a mechanical viewpoint. The numerical

method we have proposed, based on first gradient and descent direction, appears robust and

provides after the iterative process a minimum of the energy release rate. The main difficulty -

but nowadays well addressed in the literature - is the unilateral contact condition on the crack

lips. From a mechanical viewpoint, the numerical simulations exhibit the interplay between the

opening mode (mode I) and the in-plane shear mode (mode II), interplay which produces in some

situations non trivial optimal positions or amplitudes for the extra force. In three dimensional

cases, the situation is expected to be more complex and interesting with the apparition of the

mode III (out-of-plane shear mode). We also observe that the extra force - restricted to upper

bound on the L2-norm - permits to reduce significantly the rate and therefore prevents or at

least reduces the possible crack growth. When no condition is imposed on the amplitude of the

additional force, we check that the rate may be driven to a very small value. Moreover, from the

numerical experiments, we may conjecture that the design problem (PΓh
) is always well-posed, i.e.

that the optimal support Γh is composed of a finite number of disjoint components, and therefore

easily designed in practice.

Furthermore, we point out that the method and arguments used here extend directly to more

general cases, including tangential additional load, internal crack on complex geometries and also

curved cracks or curved boundaries (see [21, 22]). The case of the contact with Coulomb friction,

more challenging, is also worth to be investigated. Finally, we plan to address the similar problem

which consists in optimizing the distribution of two isotropic materials on the structure Ω in order

to reduce the corresponding energy release rate (we refer to [24] for the scalar case).
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Figure 15: Iso-values of the Von Mises Stresses on Ω - a) without extra-force gψ(u,h, 0) ≈
0.232N/m (Top) - b) from (RPΓh

) gψ(u,h, sopt) ≈ 0.102N/m (Mid) and c) from (Ph)

gψ(u,hopt,XΓh
) ≈ 0.0556N/m (Bottom).
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Figure 16: Resolution of (Ph) - Optimal density hopt
2 (Left) and corresponding deformation (Right)

- gψ(u,hopt,XΓh
) ≈ 0.0556N/m.
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[19] J-B. Leblond, Mécanique de la rupture fragile et ductile, Hermes, Paris, 2003.

[20] A. Münch, Optimal design of the support of the control for the 2-D wave equation: numerical

investigations, Int. J. Numerical Analysis and Modeling, 5 (2008) 331–351.

[21] A. Münch, Y. Ousset, Energy release rate for a curvilinear beam, C. R. Acad. Sci. Paris, Série

IIb, 328 (2000) 471–476.

[22] A. Münch, Y. Ousset, Numerical simulation of delamination growth in curved interfaces,

Comput. Methods Appl. Mech. Engrg, 191 (2002) 2045–2067.

[23] A. Münch, P. Pedregal, F. Periago, Optimal design of the damping set for the stabilization of

the wave equation, J. Diff. Eq., 231 (2006) 331–358.

[24] A. Münch, P. Pedregal, Relaxation of an optimal design problem in fracture mechanic, Preprint
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