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Abstract: We extend the concept of bundle methods to address non-convex and nonsmooth
optimization problems arising in the design of a feedback control law for the longitudinal flight
control of a civil aircraft. Our novel approach has two advantages. It allows to handle the specific
structure of the control law directly, and we can express control law specifications directly as
band-limited frequency-domain mathematical programming constraints.
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1. INTRODUCTION

Practical solutions for the control of aerospace vehicles
are based on architectures involving multi-level control
loops. The efficiency of these architectures, referred to
as guidance, navigation and control laws (GNC), was
established in several applications of practical interest
(Tischler (1996); Stevens and Lewis (1992)). The inner
loop (called the control loop) aims at controlling the short
term dynamics, that is, the high frequency behaviour. In
contrast, the outer loop (called the guidance loop) serves to
control the long term dynamics, that is, the low frequency
behaviour. The method is therefore based on frequency
decoupling between the rotational (short term) dynamics
and the translational (long term) dynamics. In addition,
it has to take into account that the system is under-
actuated. In an aircraft the elevator is used to control
the longitudinal attitude (rotation) and the vertical speed
(translation). Here the inner loop is also called the flight
control loop and the outer loop is the autopilot loop. The
GNC architecture is also very interesting from the point of
view of the hardware implementation, because it facilitates
transitions between the manual mode and the auto-pilot
mode.

For the inner flight control loop practitioners prefer sim-
ple controller structures in order to address issues like
saturation, interpolation of the controller according to
flight operating conditions, and feedforward compensation
adapted to the various aircraft configurations. A struc-
ture often found in practice combines proportional or
proportional/integral feedback with a low-pass filter on
the control signal to cut-off high frequency components
(roll-off) and to improve robustness with respect to un-
modeled dynamics, caused mainly by flexible structural
modes (Alazard (2002)). The tuning of the controller gains
and the filter has then to respect the trade-off between
low frequency performance and high frequency roll-off.
Frequency-domain approaches, like H∞ design and µ-
extension, are as a rule suitable to achieve this trade-off

by introducing suitable frequency weights on closed-loop
sensitivity functions. But they have serious drawbacks if
currently available software is used:

• They only provide full-order unstructured controllers.
Recent research has striven on overcoming this lim-
itation, for instance Geromel et al. (1998) aims at
reduced order controllers using controller order re-
duction (Madelaine (1998)). A new technique which
allows to design arbitrarily structured control laws is
Apkarian and Noll (2006).

• A second aspect is that the H∞ norm is not fully
adapted to the flight control context, because the
objective has to match frequency domain templates
only in a limited frequency range. There is no need
to control the low frequency behavior by the flight
control loop, because this part will be controlled later
by the autopilot loop. The first approach to synthesize
control laws with H∞ norms on several frequency
bands was Apkarian and Noll (2007).

For these reasons the design of longitudinal flight control
law is a good example to illustrate the interest for new
optimization tools, allowing to take not only a given
structure of the control law, but also a limited frequency
range for specifications into account.

In the following section, our non-smooth optimization
method is presented. In section 2.2 we specialize it to
a multi-objective H∞/H∞ control problem. Section 3
presents the longitudinal flight model, the control law
structure, the performance specifications and the results
obtained by the non-smooth optimization approach.

2. NON-SMOOTH AND CONSTRAINED
OPTIMIZATION

2.1 Non-smooth algorithm

We investigate the problem :



min
x∈Rn

f(x) (1)

where f : R
n → R is locally Lipschitz and potentially

nonsmooth. The goal is to compute a locally optimal
solution x̄ in the sense that the first order necessary
optimality condition

0 ∈ ∂f(x̄) (2)
is satisfied, ∂f(x) being the Clarke subdifferential of f at
x. Our algorithm uses a bundle method with proximity
control (Noll et al. (2008)), which solves (1) in the sense
that for an arbitrary starting point, every accumulation
point of the sequence of serious iterates generated by
the algorithm is a critical point of f , i.e. satisfies (2).
Traditional bundle methods are conceived for convex non-
smooth programs, so we have to extend this concept
to address non-convex objectives. We use a local model
Φ(., x) of f in a neighbourhood of the current iterate x,
which is a non-smooth analogue of the Taylor expansion
of f at x:

Φ(y, x) = φ(y, x) + 1

2
(y − x)T

Q(x)(y − x),
where φ(y, x) is the first-order part of the model. We
assume that φ(., x) is convex for fixed x, but generally
non-smooth. In contrast, the second order term 1

2
(y −

x)T
Q(x)(y − x) is smooth, but need not be convex.

The interplay between f and its local model Φ is used
to create descent step for f away from x by a proximity
control mechanism. We do not use Φ(., x) directly to
generate search steps, because this may be too costly.
Instead we build a so-called working model Φk(., x), which
has the form

Φk(y, x) = φk(y, x) + 1

2
(y − x)T

Q(x)(y − x),
where φk(., x) is an approximation of the ideal first-order
model Φ(., x). Following the general philosophy of the
cutting plane method, φk(y, x) is improved iteratively
using cutting planes and aggregation. The role of the inner
loop is to find a new serious step. The 2nd-order part
is kept fixed in inner loop, and is only updated between
serious steps. At inner loop counter k, we compute a trial
step y

k+1 by solving the tangent program with proximity
control

min
y∈Rn

Φk(y, x) + τk
2
�y − x�

2
, (3)

where τk is the proximity control parameter. Here y
k+1 is

a local solution in the sense that
0 ∈ ∂1φk(yk+1

, x) + (Q(x) + τkI)(yk+1
− x).

If y
k+1 gives sufficient decrease below f(x), it becomes the

new iterate x
+ = y

k+1. In that case y
k+1 is called a serious

step. Otherwise y
k+1 is called a null step. In this case we

keep x, but use the information transmitted by y
k+1 to

improve the first order part φk(., x) ← φk+1(., x) of the
working model. We then update the proximity control pa-
rameter τk ← τk+1 and rerun the tangent program to ob-
tain a better trial step y

k+2. The rationale of the inner loop
is that after some updates k ← k + 1, y

k+1 will improve
over the current x and become the new iterate x

+. During
these on-goings the second order term is kept invariant,
and changed only between serious step. Its rationale is to
give our method an option to converge superlinearly (in
the serious steps) if f has hidden smoothness properties,
as is often the case in application.

In order to decide whether y
k+1 can be accepted to become

the new serious step, we fix a constant 0 < γ < 1 and
compute the quotient

ρk =
f(x)− f(yk+1)

f(x)− Φk(yk+1, x)
which reflects the agreement between f and Φk(., x) at
y

k+1. If ρk ≥ γ, then y
k+1 is accepted as a serious step

x
+ = y

k+1, otherwise is is rejected, referred to as a null
step. Here we have to improve φk(., x) into a better first
order model φk+1(., x). But it may also become necessary
to increase the proximity control parameter τk. In order
to decide when this has to happen, we introduce a second
quotient

ρ̃k =
f(x)− Φ(yk+1

, x)
f(x)− Φk(yk+1, x)

which reflects the agreement between Φ(., x) and Φk(., x)
at y

k+1. We fix a constant γ < γ̃ < 1 and we say that
Φk(., x) is far from Φ(., x) (at y

k+1) if ρ̃k < γ̃. Let us
consider the case ρk < γ and ρ̃k > γ̃, i.e. Φk(yk+1

, x) is far
from f(yk+1), but at the same time near Φ(yk+1

, x). Using
aggregation and cutting plane alone will now fail because
it will only drive the working model Φk+1(., x) even closer
to the ideal model (at y

k+2), but will not suffice to make
progress. Namely in this case Φ(yk+1

, x) is by itself too
far from f(yk+1), and this phenomenon is likely to persist
if

��y
k+2 − x

�� ≈
��y

k+1 − x
��. To force Φ(yk+2

, x) closer
to f(yk+2), i.e., to do smaller steps, we have to tighten
proximity control, that is, increase τk. On the other hand,
if ρk < γ and also ρ̃k < γ̃, then nothing seems decided
as yet, so here we keep the proximity control parameter
unchanged and rely on cutting planes and aggregation.
The question which remains to clarify is the construction
of the new working model φk+1 after a null step. The first
element is to guarantee exactness, that is φk+1(x, x) =
f(x) and ∂1φk+1(x, x) ⊂ ∂f(x). To do this we pick an
element g(x) ∈ ∂f(x), define the affine function m(y) =
f(x) + g(x)T (y − x) and assure that φk+1(y, x) ≥ m(y).
Then ∂1φk+1(x, x) ⊂ ∂f(x) is guaranteed.

The cutting planes technique is discussed next. In the
case of a null step y

k+1 we pick gk+1 ∈ ∂1φ(yk+1
, x). By

convexity of φ(., x)
g

T

k+1
(y − y

k+1) ≤ φ(y, x)− φ(yk+1
, x).

In other words, mk+1(y) = ak+1 + g
T

k+1
(y − x) with

ak+1 = φ(yk+1
, x) + g

T

k+1
(x − y

k+1) is an affine support
function of φ(., x) at y

k+1. It is called the cutting plane.
The effect of including the cutting plane mk+1 as an affine
minorant of the next convex working model φk+1(., x) is
that the unsuccessful trial step y

k+1 is cut away at the
next trial k +1, paving the way for a better y

k+2 to come.

The last element to be discussed is known as aggregation.
It is used to recycle some of the information stored in φk for
the new working model φk+1, and its essence is to prevent
overflow of the algorithm. The optimality condition for
program (3) implies

0 ∈ ∂1φk(yk+1
, x) + (Q(x) + τkI)(yk+1

− x).
In other words

g
∗
k+1

= (Q(x) + τkI)(x− y
k+1) ∈ ∂1φk(yk+1

, x).
That means m

∗
k+1

(y) = a
∗
k+1

+ g
∗T
k+1

(y − x) with a
∗
k+1

=
φk(yk+1

, x)+ g
∗T
k+1

(x−y
k+1), is an affine support function



of φk(., x) at y
k+1, called the aggregate plane. Aggrega-

tion is a clever substitute for storing the full sequence of
previous models φk ≤ φk+1 → φ, as this would lead to
working models of increasing complexity. Naturally, the
latter would turn out too expensive.

Altogether we have identified the following list of condi-
tions for which the convex working model has to satisfy

• Exactness m(.) ≤ φk+1(., x) ≤ φ(., x).
• Cutting plane mk+1(.) ≤ φk+1(., x).
• Aggregation m

∗
k+1

(.) ≤ φk+1(., x).

These conditions are sufficient to ensure convergence of
the method.

Parameters 0 < γ < γ̃ < Γ < 1, and 0 < q < ∞

1: Initialize outer loop. Choose initial guess x
1 and an

initial matrix Q1 = Q
T

1
with −qI � Q1 � qI. Then fix

memory control parameter τ
#

1
such that Q1 + τ

#

1
I � 0.

Put j = 1.
2: Stopping test. At outer loop counter j, stop if 0 ∈
∂f(xj). Otherwise goto inner loop.
3: Initialize inner loop. Put inner loop counter k=1
and initialize the parameter τ using memory element, i.e.,
τ1 = τ

#

j
. Choose initial convex working model φ1(., xj),

and let Φ1(y, x
j) = φ1(y, x

j) + 1

2
(y − x

j)T
Qj(y − x

j).
4: Trial step generation. At inner loop counter k solve
tangent program

min
y∈Rn

Φk(y, x
j) + τk

2

��y − x
j
��2

Solution is the new trial step y
k+1.

5: Acceptance test. Check whether

ρk =
f(xj)− f(yk+1)

f(xj)− Φk(yk+1, xj)
≥ γ

If this is the case, put x
j+1 = y

k+1 (serious step), quit
inner loop and goto step 8. On the other hand, if this is
not the case (null step), continue inner loop with step 6.
6: Update proximity parameter. Compute second
control parameter :

ρ̃k =
f(xj)− Φ(yk+1

, x
j)

f(xj)− Φk(yk+1, xj)
Then put

τk+1 =
�

τk if ρ̃k < γ̃

2τk if ρ̃k ≥ γ̃

7: Update working model. Build new convex working
model φk+1(., xj) by respecting the three rules (exactness,
cutting plane, aggregation) based on null step y

k+1. Then
increase inner loop counter k and continue inner loop with
step 4.
8: Update Qj and memory element. Update matrix
Qj → Qj+1 respecting Qj+1 = Q

T

j+1
and −qI � Qj+1 �

qI. Then store new memory element

τ
#

j+1
=

�
τk if γ ≤ ρk < Γ
τk
2

if ρk ≥ Γ

Increase τ
#

j+1
if necessary to ensure Qj+1 + τ

#

j+1
I � 0.

Increase outer loop counter j by 1 et and loop back to
step 2.

2.2 H∞ optimization by non-smooth algorithm

Setting. We consider a plant P described by the follow-
ing state space realization :

P :





ẋP

z1

z2

yP



 =





A B1 B2 B

C1 D11 D12 D1u

C2 D21 D22 D2u

C Dy1 Dy2 Dyu









xP

w1

w2

u



 ,

where xP ∈ R
n is the state, u ∈ R

m the control, yP ∈ R
p

the output, and where w1 ∈ R
m1 → z1 ∈ R

p1 ,w2 ∈ R
m2 →

z2 ∈ R
p2 are two (concurring) H∞ performance channels :

• Tziwi is the open-loop transfer function wi → zi. A
state space realization of Tziwi is obtained by deleting
the wi column and the zi line in P .

• �G�∞,Ω
= sup

ω∈Ω

σ̄[G(jω)] , Ω ⊂ R+

where σ̄[G(jω)] is the maximum singular value of a trans-
fer matrix G(jω). We seek an output feedback controller

K :
�
ẋK

u

�
=

�
AK BK

CK DK

� �
xK

yP

�
, such that the closed loop

system, obtained by substituting K into P , satisfies the
following properties :

(1) Internal stability : K stabilizes P exponentially in
closed loop.

(2) Fixed H∞ performance : Tz2w2(K) has a pre-specified
performance level �Tz2w2(K)�∞,Ω

≤ γ

(3) Optimal H∞ performance : �Tz1w1(K)�∞,Ω
is mini-

mized among all K satisfying (1) and (2).
(4) K must satisfy structural constraints.

To address (4) we introduce a parametrization

x ∈ R
q
→ K(x) =

�
AK(x) BK(x)
CK(x) DK(x)

�
,

where x denotes the unknown parameters in K (and not
the plant state, for which we reserve the notation xP ). The
mixed H∞/H∞ synthesis problem is now as follows:

minimize f(x) := �Tz1w1(K(x))�2∞,Ω

subject to g(x) := �Tz2w2(K(x))�2∞,Ω
≤ γ

2
(4)

To satisfy the closed loop stability criterion, an addi-
tional constraint on the spectral abscissa is imposed, i.e.
α(A(K)) < 0 where A(K) is the closed loop dynamical
matrix (Burke and Overton (1994)). Previous work on
mixed H2/H∞ control design using optimization is for
instance Apkarian et al. (2008).

H∞ norm. Objective f and constraint g have the form
�.�

2

∞,Ω
◦ Tw→z, and can be represented as

h(x) = sup
ω∈Ω

λ1[H(x, ω)] = sup
ω∈Ω

h(x, ω)

where H : R
q × Ω → H

m is of class C
2 in x and

jointly continuous in (x, ω), and where λ1 is the maximum
eigenvalue of the Hermitian matrix H(x, ω). Simply take
H(x, ω) = Tziwi(K(x), jω)Tziwi(K(x), jω)H and m = nzi ,
then h(x) is nonsmooth with two possible sources of non-
smoothness, the infinite maximum, and the maximum
eigenvalue function. To use our algorithm, we have to
compute the Clarke subdifferential of h.
Lemma 1. Let K(x) be closed-loop stabilizing. Then
h(x)= �T (K(x))�2∞,Ω

< ∞, and the set of active frequen-



cies at x defined as I(x)={ω ∈ Ω : h(x) = h(x, ω)} is
either finite or equals Ω.
Lemma 2. Suppose K(x) is closed-loop stabilizing and
I(x) finite. Then the Clarke subdifferential ∂h(x) is

co
�
v ∈ C

q : vi =
�
Q(x, ω)YωQ(x, ω)H, ∂H(x, ω)/∂xi

�
,

i ∈ {1, ..., q}, Yω ∈ H
p
,Tr(Yω) = 1, Yω � 0, ω ∈ I(x)}.

Here the columns of the matrix Q(x, ω) form an orthonor-
mal basis of the eigenspace of H(x, ω) associated with its
maximum eigenvalue λ1(H(x, ω)) of multiplicity p.

Optimality conditions. We address program (4) by in-
troducing a progress function :

F (y, x) = max{f(y)− f(x)− µ
�
g(x)− γ

2
�
+

; (5)
�
g(y)− γ

2
�
−

�
g(x)− γ

2
�
+
}

where µ > 0 is fixed and g(x)+ = max(g(x), 0).
Lemma 3. Suppose 0 ∈ ∂1F (x̄; x̄) for some x̄ ∈ R

n. Then
we have the following possibilities :

(1) Either g(x̄) > γ
2, then x̄ is a critical point of g, called

a critical point of constraint violation.
(2) Or g(x̄) ≤ γ

2, then x̄ satisfies the F. John necessary
optimality conditions for program (4). In addition,
there are two sub-cases:
(a) Either x̄ is a Karush-Kuhn-Tucker point of (4).
(b) Or x̄ fails to be Karush-Kuhn-Tucker point. The

latter could only happen when g(x̄) = γ
2 and at

the same time 0 ∈ ∂g(x̄).

First local model. We need a local model for F in a
neighbourhood of the current iterate x. An approximation
h̃ of h in a neighbourhood of x can be obtained by
linearizing the operator y �→ H(y, ω) around x.

h̃(y;x) = max
ω∈Ω

λ1[H(x, ω) + H
�(x, ω)(y − x)]

= max
ω∈Ω

max
Z∈C

�Z,H(x, ω) + H
�(x, ω)(y − x)� ,

where �A,B�=Tr(AH
B) is the dot product of Mm(C),

H
�(x, ω) is the derivative of H(., ω) with respect to x,

and where C = {Z ∈ H
m : Z � 0, Tr(Z) = 1}. By Taylor’s

theorem, we expect h̃(.;x) to be a good approximation of
h in a neighbourhood of x. Notice that h̃(x, x) = h(x).
Altogether we have the following approximation of F (., x)

F̃ (y, x) = max{f̃(y, x)− f(x)− µ
�
g(x)− γ

2
�
+

; (6)
�
g̃(y, x)− γ

2
�
−

�
g(x)− γ

2
�
+
}.

Lemma 4. Let B ⊂ R
n be a bounded set. Then there

exists L > 0 such that ∀ x, y ∈ B

|F (y;x)− F̃ (y;x)| ≤ L�y − x�
2
.

It is convenient to represent the local model differently.
Let Hi(x, ω) = Tziwi(K(x), jω)Tziwi(K(x), jω)H , and

α1(ω, Z) = �Z,H1(x, ω)� − f(x)− µ
�
g(x)− γ

2
�
+
∈ R

φ1(ω, Z) = H
�
1
(x, ω)H

Z ∈ R
nz1

α2(ω, Z) = �Z,H2(x, ω)� − γ
2
−

�
g(x)− γ

2
�
+
∈ R

φ2(ω, Z) = H
�
2
(x, ω)H

Z ∈ R
nz2

In this way the right and left hand branch of F̃ (y;x) may
be written as the envelopes of cutting planes
f̃(y, x)− f(x)− µ

�
g(x)− γ

2
�
+

=

sup
ω∈Ω

sup
Z∈C

α1(ω, Z) + φ1(ω, Z)T (y − x),

[g̃(y;x)− γ
2]− [g(x)− γ

2]+ =
sup
ω∈Ω

sup
Z∈C

α2(ω, Z) + φ2(ω, Z)T (y − x).

We can introduce

G = co({(α1(ω, Z), φ1(ω, Z)) : ω ∈ Ω,Z ∈ C}
∪{(α2(ω, Z), φ2(ω, Z)) : ω ∈ Ω, Z ∈ C}).

Then the local model may be written as
F̃ (y, x) = max

�
α + φ

T (y − x) : (α, φ) ∈ G
�

(7)
The advantage of (7) over (6) is that elements (α, φ) of G
are easier to store than elements (ω, Z) of Ω×C. In addition
it is also more convenient to construct approximations Gk

of G. This is addressed in the next section.

Second local model and tangent program. Suppose x is
the current iterate of our non-smooth algorithm. In order
to generate trial steps away from x, we will recursively
generate approximations F̃k(y;x) of F̃ (y;x) referred to as
working models. Using (7), these will be of the form

F̃k(y;x) = max
�
α + φ

T (y − x) : (α, φ) ∈ Gk

�
,

where Gk ⊂ G. In particular, F̃k(y;x) ≤ F̃ (y;x), with ex-
actness F̃k(x;x) = F̃ (x;x) = F (x;x) = 0 at y = x. More-
over, our construction assures that ∂1F̃k(x;x) ⊂ ∂F (x;x)
for all k and that F̃k gets closer to F̃ as k increases. In
tandem with the proximity control management, this will
assure that the F̃k get closer to the true F . Once the set
Gk is formed, a new trial step y

k+1 is computed via the
tangent program

min
y∈Rq

F̃k(y;x) + τk
2
�y − x�2.

3. APPLICATION TO LONGITUDINAL FLIGHT
CONTROL

3.1 Longitudinal model

The longitudinal motion of an aircraft linearized around
equilibrium (Mach= 0.7, Altitude= 5000 ft) is described
by the following state space model (Boiffier (1998)):�

ẋP

yP

�
=

�
A B

C D

� �
xP

u

�
(8)

with:

• xP = [V, γ, α, q, H]T ,
• u = [δx, δm]T ,
• yP = [V, γ, Nz, q, H]T .

Altogether we have:

• 5 states. V is aerodynamic speed (m/s), γ is the
climb angle (rd), α is the angle of attack (AoA, rd),
q = θ̇ = α̇ + γ̇ is the pitch rate (rd/s), H is the
altitude (m),

• 2 controls. Engine thrust δx (% of the maximal
thrust) and elevator deflection δm (rd),



• 5 measurements. The vertical load factor Nz (m/s
2)

and [V, γ, q, H].

The longitudinal dynamics are characterized by 5 eigen-
values:

• λ1,2 = −0.56 ± 1.61 j (i.e. pulsation: 1.7 rd/s and
damping ratio: 0.33) is the AoA oscillation, also called
short term mode. This mode mainly impacts the
states α and q.

• λ3,4 = −0.0039i ± 0.064 j (i.e. pulsation: 0.064 rd/s

and damping ratio 0.06) is the phugoid mode, also
called long term mode. It mainly impacts the states
γ and V .

• λ5 = −0.0026 is the altitude convergence mode (a
very long term mode). It mainly impacts altitude H.

3.2 Structured control law

In the longitudinal flight control study, the multi level
control loop architecture discussed in the introduction is
presented in Figure 1. This block diagram highlights:

• the sub-structure of the guidance loop in 2 parts. The
altitude servo-loop and the auto-pilot loop (that is,
the speed servo-loop and the climb angle servo-loop),

• the auto/manual switch on the input of the low-level
control loop (also called flight control loop). During
manual mode, the commands of the human pilot
through the side-stick, are interpreted as vertical load
factor input references Nzc and sent directly to the
flight control loop.

A commonly used flight control law reads

δm = F (s)
�
(Kp +

Ki

s + ε
)(Nzc −Nz)−Kv q

�
(9)

(where s is the frequency domain variable) and involves:

• a pitch rate feedback, through the gain Kv, which
aims to damp the AoA oscillation,

• a proportional/integral feedback to servo-loop the
vertical load factor Nz (Kp + Ki

s+ε
: in fact, a pseudo-

integrator is preferred),
• a low pass filter F (s) to filter high frequency compo-

nents in the control signal δm and to prevent spill-over
on unmodeled dynamics.

dx

dm
Nzc

AUTOPILOT
5
H

4
q

3
Nz

2
gamma

1
V

Speed 
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Fig. 1. Longitudinal flight control structure: inner flight
control loop and outer auto-pilot loop.

3.3 Specifications and initial tuning

If the filter F (s) is not considered, it is very easy to tune
Kp, Kv, Ki in order to damp correctly the AoA oscillation
and to meet good performances. The performance of the
flight control law can be enhanced by a template W1(s) on

the closed-loop sensitivity function T1 between the input
reference Nzc and the servo-loop error dNz , that is the
transfer between the first input and the first output of the
plant P (s) described on Figure 2:

T1(s) = TNzNzc
(s) .

Considering the template

W1(s) =
s
2 + 4s

s2 + 4s + 7
,

the tuning # 1 defined by
Tuning # 1 : Kp = −0.1, Kv = −1, Ki = −0.15, F (s) = 1,

allows to match the template as seen in Figure 3. The Nzc

step response given in Figure 5 shows that the servo-loop
performances are correct. In order to cut-off the control
signal in high frequency (roll-off specification), a low pass
template W2(s) is specified on the closed-loop transfer T2

from the pitch rate measurement noise nq (input # 2 of
P (s)) and the load factor measurement noise (acting as
the input reference Nzc , input #1 of P (s)) to the control
signal δm (output # 2 of P (s)). That is:

T2(s) = Tδm[Nzc ,nq ](s).
The frequency-domain response of the template:

W2(s) = 25/(s2 + 5
√

2 s + 25) ,

which aims at shaping a second order roll-off beyond 5 rd/s

is presented in Figure 4. To this end, one can try to choose
F (s) = W2(s), that is:
Tuning # 2 : Kp = −0.1, Kv = −1, Ki = −0.15, F (s) = W2(s).

Unfortunately this type of tuning does not meet the
specifications, as can be seen in Figure 4. Indeed, the
W2 filter cut-off frequency (5 rd/s) is too close to the
Nz servo-loop bandwidth (around 2 rd/s). That leads to
a badly damped closed-loop mode around 5 rd/s, that
is, a resonance on the T2 frequency-domain response
(Figure 4, green plot) or to oscillations on the time-domain
response (Figure 5, green plot). Setting up a trial-and-error
procedure to tune Kp, Kv ,Ki and F (s) simultaneously in
order to satisfy the two antagonist templates on T1(s) and
T2(s) appears a very cumbersome task. One can also notice
on Figures 3 and 4 that frequency-domain templates do
not need to be satisfied for pulsation under 0.1 rd/s, that
is, flight control performances concern only the short-term
dynamics and are not affected even when templates are
violated in very low frequency.

Last but not least, a second order filter F (s) can be
parameterized by:

F (s) =
a

s2 + bs + a
,

and the control design problem can be stated in the follow-
ing way: Compute the control law x = [Kp, Ki, Kv, a, b]T
such that the closed-loop system is stable and satisfies��W

+

1
T1

��
∞,[0.1;+∞]

≤ 1, (10)
��W

+

2
T2

��
∞,[0.1;+∞]

≤ 1, (11)

where W
+

1
(s) and W

+

2
(s) are the inverses of W1(s) and

W2(s), regularized to be stable and implementable:

W
+

1
(s) =

s
2 + 4s + 7

s2 + 4s + 0.001

W
+

2
(s) =

s
2 + 5

√
2 s + 25

25
�
(s/500)2 +

√
2(s/500) + 1

� .
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Fig. 2. The flight control loop: P (s).
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Fig. 3. Performance frequency-domain responses: template
W1(s) (red) and T1(s) in the case of tuning # 1 (blue),
tuning # 2 (green)and optimal tuning (cyan).
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Fig. 4. Roll-off frequency-domain responses: template
W2(s) (red) and T2(s) in the case of tuning # 1 (blue),
tuning # 2 (green) and optimal tuning (cyan).
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3.4 Results

The H∞/H∞ control design of section 2.2 was applied
to this problem. The minimized channel Tw1→z1 and the
constrained channel Tw2→z2 in the general expression
(4) corresponded to W

+

1
T1 and W

+

2
T2. The optimized

parametric vector found is

x = [−0.077603;−0.086731;−0.44784; 6.3451; 25.908]T

with performance��W
+

1
P1

��
∞,[0.1;+∞]

= 1.02,
��W

+

2
P2

��
∞,[0.1;+∞]

= 0.9 .

Both constraints (11) (10) were active within numerical
precision. Notice that (10) cannot decrease below 1. Re-
sponses obtained with this optimal tuning are plotted in
Figures 3 to 5.

4. CONCLUSION

A non-smooth algorithm was proposed and applied to the
longitudinal flight control of a carrier aircraft. It allows to
take several frequency-domain specifications and a fixed
structure of the control law into account. Preliminary
results are encouraging and future work will address the
following issues:

• In longitudinal flight control the simultaneous design
(optimization) of the flight-control loop and the au-
topilot loop will be investigated.

• Our non-smooth approach will be extended to include
time-domain specifications. This extension can be
illustrated in the lateral flight control when time
domain yaw/roll decoupling is required.

• Our approach will also be tested on control design
problems involving flexible aircraft models (i.e. in-
cluding structural bending modes) and load allevi-
ation specifications.

• Finally, we will compare our innovative nonsmooth
optimization algorithm with the pre-existing tools
in matlab toolboxes for the resolution of the multi-
objective H∞ control problem on band-limited frequency-
domain.
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