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Abstract— The LQG/LTR procedure is a classical means to
desensibilize a system in closed-loop with respect to distur-
bances and system uncertainty. We discuss an extension of
LTR which can be applied in more general situations. As an
example, we show that PID controllers can be robustified with
this approach.
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I. INTRODUCTION

LQG/LTR is a classical method to enhance the robustness
of LQG controllers [20]. It is often used by practitioners to
desensibilize the LQG design in situations where a lack of
robustness occurs. Unfortunately, LTR has two limitations.
On the one hand, the enhanced robustness often leads to
a considerable loss of performance. And secondly, LTR is
clearly limited to controllers with observer structure. Here
we propose a method which can overcome these restrictions.
We indicate in particular how it can be brought to work for
observer-based controllers and for PID controllers.

II. PREPARATION

A. H2 form of LQG control
LQG will be considered as a special case of H2 synthesis.

We build a plant [1] (see also the appendix):

Plqg :

24 ẋ
z2

y

35 =

24 A B2(W ) B
C2(Q) 0 D2u(R)

C Dy2(V ) 0

35 24 x
w2

u

35 ,

where W and V are the covariance matrices of state and
output noises, Q and R are the weighting matrices of the
state and input, A, B and C are the state space representation
matrices. Then, for any controller u = K(s)y, the LQG
performance objective is recovered from the H2 set-up as
‖Tw2→z2(Plqg,K)‖22. We let G(s) = C(sI −A)−1B.

B. Parametrized controllers
We consider controllers in state-space form

K :

»
ẋK

u

–
=

»
AK(θ) BK(θ)
CK(θ) DK(θ)

– »
xK

y

–
(1)

where the matrices AK(θ) etc. depend smoothly on a design
parameter θ varying in some parameter space Rn. The
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transfer function is K(s) = CK(θ)(sI−AK(θ))−1BK(θ)+
DK(θ). Typical examples are observer-based controllers

Kobs(θ) =

»
A−BKc −KfC Kf

−Kc 0

–
, (2)

where θ = (vec(Kc), vec(Kf )), and PID controllers,

Kpid(θ) =

 0 0 Ri

0 −τI Rd

−I −I −DK

 (3)

where θ = (τ, vec(Ri), vec(Rd), vec(DK)). We shall write
K(θ) if we address both cases and possibly other situations.

C. Loop transfer recovery

In loop transfer recovery (LTR) controller or observer
gains are parametrized as functions of a scalar parameter.
One may for instance increase the covariance of the state
noise W using a parameter q > 0 as in [9], or reduce the
covariance of the output noise V through a parameter ρ > 0
as in [1]. In both cases, the excellent robustness margins of
LQ will be recovered asymptotically as q →∞, respectively,
as ρ → 0. Here we concentrate on the case V = ρV0 with
ρ → 0. Then Kf becomes a function Kf (ρ) of ρ, while Kc

remains fixed. It is well-known that

lim
ρ→0

ρ
1
2 Kf (ρ)) → BV

− 1
2

0

which implies:

lim
ρ→0

Kltr(ρ)(s)G(s) → Kc(sI −A)−1B

so that the loop transfer function Kltr(ρ)(s)G(s) approaches
the corresponding LQ loop transfer function. Here the
LQG/LTR controller

Kltr(ρ) =
[

A−BKc −Kf (ρ)C Kf (ρ)
−Kc 0

]
.

is the LQG controller of a modified plant Plqg(ρ), where
V = ρV0 with Plqg = Plqg(1). Performance of Kltr(ρ) with
respect to the original plant Plqg therefore degrades as ρ → 0,
while robustness is improved. Our concern is how to avoid
this loss of performance, while benefitting of the improved
robustness properties.

D. Performance and Robustness

If we consider Plqg as a special case of the plant

P2 :

 ẋ
z2

y

 =

 A B2 B
C2 0 D2u

C Dy2 0

 x
w2

u

 ,



and if K(θ) stabilizes P2 internally in closed loop, then we
call

P(θ) = ‖Tw2→z2(P2,K(θ))‖2

the performance of K(θ) respectively θ.
The LTR procedure based on ρ is related to the closed-

loop sensitivity function S(G, K) = (I + K(s)G(s))−1,
respectively its H∞-norm ‖S(G, K)‖∞, as a measure of
robustness. To capture more general cases, we consider a
plant

P∞ :

 ẋ
z∞
y

 =

 A B∞ B
C∞ D∞ D∞u

C Dy∞ 0

 x
w∞
u

 .

If K(θ) stabilizes P∞ internally in closed-loop, then we call

R(θ) = ‖Tw∞→z∞(P∞,K(θ))‖∞

the robustness measure of K(θ) or θ. The caseR(Kc,Kf ) =
‖S(G, Kobs(Kc,Kf ))‖∞ of LQG/LTR discussed above cor-
responds to the choices B2 = B2(W ), C2 = C2(Q),
D2u = D2u(R), Dy2 = Dy2(V ), B∞ = B, C∞ = 0,
D∞ = D∞u = I , Dy∞ = 0. It will be convenient to
re-write the LTR controller as Kltr(ρ) = Kobs(θρ), where
θρ = (Kc,Kf (ρ)).

III. IMPROVED LQG/LTR PROCEDURE

In the case V = ρV0 outlined above we can now propose
the following extension of the LQG/LTR procedure.

Algorithm 1. Algorithm for improved LQG/LTR

1: Initialize. Synthesize the nominal LQG controller
Kobs(θ∗) and compute its robustness r∗ = R(θ∗) =
‖S(G, Kobs(θ)∗)‖∞. A lower bound is r∗ = ‖(I +
Kc(sI − A)−1)‖∞. If Kobs(θ∗) is sufficiently robust,
quit. Otherwise continue.

2: Calibrate. Use LQG/LTR procedure and compute
Kltr(ρ) = Kobs(θρ) such that robustness r(ρ) :=
‖S(G, Kltr(ρ))‖∞ = R(θρ) is satisfactory.

3: Optimize. Solve the following mixed H2/H∞ optimiza-
tion program

min P(θ) = ‖Tw2→z2(P2,Kobs(θ))‖2
s. t. R(θ) = ‖Tw∞→z∞(P∞,Kobs(θ))‖∞ ≤ r(ρ) (4)

using Kltr(ρ) = Kobs(θρ) as initial guess. The locally
optimal solution is Kobs(θ]).

4: Evaluate. Check whether Kobs(θ]) offers an acceptable
compromise between performance and robustness. If it
is not sufficiently robust use smaller ρ to get a smaller
r(ρ). If it is too robust and not sufficiently performing,
use larger ρ to get a larger r(ρ). Then go back to step
3.

The key to the understanding of this approach is program
(4), whose solution has the following property.

Proposition 1: The mixed H2/H∞ controller Kobs(θ]) is
as robust as the LQG/LTR controller K(ρ) in the sense that

‖S(G, Kobs(θρ))‖∞ = ‖S(G, Kltr(ρ))‖∞, or equivalently,
R(Kobs(θ])) = R(Kltr(ρ)). At the same time it has better
H2 performance than the LTR controller, i.e., P(θ]) ≤
P(θρ).

Proof: Notice that the LTR controller θρ is a feasible
point for program (4). Unless θρ is already optimal, in
which event we get equality, the optimal solution θ] therefore
necessarily has a better performance P(θ]) ≤ P(θρ).

Notice that the mixed H2/H∞ program could be solved
approximatively using the matlab function hinfmix or
h2hinfsyn of [23]. A more rigorous approach is [3],
where an algorithm to compute locally optimal solutions is
presented. It is also possible to solve (4) via constrained
programming based on the matlab function fmincon [22].

The outlined procedure is practical in so far as it improves
over LTR even when we do not succeed in solving program
(4) until optimality. Namely, as soon as we can provide an
algorithmic step away from θρ such that P is decreased and
R is not increased, we will already obtain an improvement
over θρ.

Remark 1: We have observed in our experiments that
optimization of the performance index P , while not exceed-
ing the robustness index R provided by LTR, very often
improves the parametric robustness of the design.
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K

Fig. 1. LFT scheme for mixed synthesis.

IV. EXTENSION TO PID CONTROLLERS

In this section we outline a similar procedure which can
provide a substrate for LTR in the frame of PID control.



Algorithm 2. Algorithm for robustified H2 PID control.

1: Initialize. Synthesize nominal H2 PID controller
Kpid(θ∗) and compute its robustness r∗ = R(θ∗) =
‖S(G, Kpid(θ∗))‖∞. If Kobs(θ∗) is sufficiently robust,
quit. Otherwise continue.

2: Calibrate. Compute lower bound r∗ by solving the PID
H∞-synthesis program

minimize R(θ) = ‖S(G, Kpid(θ)‖∞
subject to Kpid(θ) internally stabilizing (5)

The solution is θ∗ and the lower bound is r∗ = R(θ∗).
Pick r with r∗ < r < r∗.

3: Optimize. Solve the following mixed H2/H∞ PID-
optimization program

min P(θ) = ‖Tw2→z2(P2,Kpid(θ))‖2
s. t. R(θ) = ‖Tw∞→z∞(P∞,Kpid(θ))‖∞ ≤ r

(6)

using either Kpid(θ∗) or Kpid(θ∗) as initial guess. The
locally optimal solution is Kpid(θ]).

4: Evaluate. Check whether Kpid(θ]) offers an acceptable
compromise between performance and robustness. If it
is not sufficiently robust use smaller r ∈ (r∗, r∗). If it is
too robust and not sufficiently performing, use larger r.
Then go back to step 3.

The difference with Algorithm I is that we no longer have
LTR at our disposition to calibrate parameter r in step 3.
This is why we compute the lower bound r∗ in step 2. The
latter can be obtained via the matlab function hinfstruct
[23]. The mixed H2/H∞-program can again be solved via
[3] or using the matlab function fmincon. An interesting
alternative to program (6) is presented in [12] in the case of
a H∞ performance objective.

As we have seen in section III, the LTR procedure pro-
vides a trajectory of controllers Kltr(ρ) going from good
performance in tandem with bad robustness (ρ = 1) all the
way to good robustness in tandem with bad performance
(ρ → 0). This is useful as it allows to calibrate program
(4) via r = r(ρ). In the case of PID control (or any
other controller parametrization K(θ)) we need a substitute.
Instead of solving the H∞ program (5) to optimality r∗, we
can dispense with the optimization as soon as a controller
θr satisfying R(θr) ≤ r is found. This is indeed a feature
available in hinfstruct. Controller Kpid(θr) then offers
good robustness and can then be used to initialize (6) more
efficiently. It has a property similar to the LTR controller:

Proposition 2: Let Kpid(θr) be the controller obtained
by minimizing the H∞ norm until a value ≤ r is obtained.
Then the mixed H2/H∞ PID controller Kpid(θ]) computed
in (6) is as robust as K(θr) but has better H2 performance.
�

V. COMPUTING THE NOMINAL PID H2-CONTROLLER

The nominal PID H2-controller in (5) is computed via
smooth local optimization methods. In our tests we have
used the matlab function fmincon, but other choices are

Fig. 2. Mass-spring system. Nominal data are m1 = m2 = 0.5kg,
k = 1N/m, f = 0.0025Ns/m. Measured output is y = x2, control
force u acts on m1.

possible. This requires computation of derivatives of P(θ).
We have the following general procedure. We augment the
plant P2 in such a way that K becomes static:

Aaug =
[

A 0
0 0

]
, Baug

2 =
[

B2

0

]
, Baug =

[
0 B
I 0

]
,

Caug
2 =

[
C2 0

]
, Caug =

[
0 I
C 0

]
,

Daug
2u =

[
0 D2u

]
, Daug

y2 =
[

0 Dy2

]
.

Writing A for Aaug, etc., we use [18, Thm. 3.2] to
compute ∇KP(K) = 2

[
B>X + D>2uC2(K)

]
Y C> +

2B>XB2(K)D>y2, where X solves the Riccati equation

A(K)>X + XA(K) + C2(K)>C2 = 0

and Y solves the Riccati equation

A(K)Y + YA(K)> + B2(K)B2(K)> = 0

and where

A(K) = A + BKC,B2(K) = B2 + BKDy2,

C2(K) = C2 + D2uKC.

Now expanding K(θ + dθ) = K(θ) +
∑p

ν=1 Kν(θ)dθν +
O(‖dθ‖2), we apply the chain rule to get the following
formula

∂P (θ)
∂θν

= 2Trace
( [

B>X + D>2uC2(K)
]
Y C>

+B>XB2(K)D>y2

)>
∂K(θ)
∂θν

.

For example, in SISO PID control, we obtain

∂Kpid(θ)
∂Ri

=

 0 0 1
0 0 0
0 0 0

 ,
∂Kpid(θ)

∂Rd
=

 0 0 0
0 0 1
0 0 0

 ,

∂Kpid(θ)
∂DK

=

 0 0 0
0 0 0
0 0 −1

 ,
Kpid(θ)

∂τ
=

 0 0 0
0 −1 0
0 0 0

 ,

and similar formulae occur in the LQG or H2 case.



VI. NUMERICAL EXPERIMENTS

We consider the mass-spring system in Fig. 2, which can
be considered as a prototype of a flexible system. We have

A =


0 1 0 0

− k
m1

− f
m1

k
m1

f
m1

0 0 0 1
k

m2

f
m2

−k
m2

−f
m2

 , B =


0
1

m1

0
0

 ,

C =
[

0 0 1 0
]
, D = 0

For LQG, covariance matrices of state and output noise are
W = 1 and V = 1, state and input weighting matrices are
Q = CT C, R = I .

Performance P(Kltr(ρ)) of the LTR controller Kltr(ρ) and
performance P(Kobs(θ])) of the mixed controller Kobs(θ])
in logarithmic scale are shown in Fig. 3 (displayed as
P(K(ρ)) respectively P(K2,∞(ρ))). Lower bound, PLQG,
is the performance of the nominal LQG controller, which is
too low here as the nominal controller Kobs(θ∗) has excellent
performance, but lacks robustness. The curve 100r(ρ) shows
the robustness level of Kltr(ρ) = Kobs(θρ) and Kobs(θ])
over the same abscissa log(ρ). As we can see, Kobs(θ]) is
as robust as Kltr(ρ), but has considerably better performance
than Kltr(ρ). (The curve 100r(ρ) also shows that LTR is not
monotone as a rule.)

In order to assess the robustness of the various controllers
from a different point of view we compare the stability
regions of the LQG controller Kobs(θ∗), the LTR controller
Kltr(ρ) and the mixed controller K2,∞(θ]) = Kobs(θ]) for
ρ = 1e − 3 under the hypothesis that the system has two
uncertain parameters m2 and k. Fig. 4 displays the square
of 30% variation in m2 and k about the nominal values
mnom

2 and knom, with a dot indicating that the controller
continues to stabilize G for that parameter variation m2 =
mnom

2 + ∆m2, k = knom + ∆k. The square is only covered
for the mixed controller Kobs(θ]).

Fig. 5 illustrates the stability region for the PID study.
Here we consider 40% variations in m2 and k. (d) shows
nominal H2 optimal PID controller Kpid(θ∗), which is not
parametrically robust over the 40% square. Its robustness
r∗ = 17.23 gives the upper bound. The H∞ optimal PID
controller Kpid(θ∗) shown in (e) gives the lower robustness
bound r∗ = 4.49. Its performance P(Kpid(θ∗)) = 536.71 is
degraded, and its robustness region is too large, indicating
its conservatism. Finally, the mixed H2/H∞ PID controller
Kpid(θ]) obtained via (6) is shown in (f). Its stability region
covers the 40% square at r = 17.0, and the fact that the
instability region is tangent to the square indicates that no
unnecessary conservatism is produced.

VII. CONCLUSION

LQG/LTR is a classical procedure which desensibilizes
the LQG design in order to improve its robustness. We
have shown that the loss of performance in LTR can be
considerably reduced if mixed H2/H∞ programming is
used to optimize H2 performance subject to a robustness
constrained. We have further proposed an similar procedure
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Fig. 3. LQG/LTR study. Decreasing ρ → 0 leads to a dramatic increase
of P(Kltr(ρ)) (dashed curve), compared to which the degradation of
performance of the mixed H2/H∞ controller is only mild. The curve
100r(ρ) versus log(ρ) shows the gain of robustness as ρ→ 0.

to compute robustified H2 optimal PID controllers. Posterior
testing shows that our procedure also improves the paramet-
ric robustness of the design.
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VIII. APPENDIX

For the convenience of the reader we recall the classical
passage from LQG to H2 synthesis. Consider the following
LQG problem: {

ẋ = Ax + Bu + Γw

y = Cx + v

where w and v are the white noise with covariance matrices
W and V , respectively. We denote by Q and R the state and
input weighting matrices used to define LQ criterion. Then
we build the following plant:24 ẋ

z2

y

35 = P

24 x
w2

u

35
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Fig. 4. Stability regions for observer based controllers.

where

P =

24 A B2 B
C2 0 D2u

C Dy2 0

35 =

2664
A (ΓWΓT )1/2 0 B

Q1/2 0 0 0

0 0 0 R1/2

C 0 V 1/2 0

3775 ,

The original inputs ξ, η and outputs x, u of LQG are encoded
as w2 and z2 and recovered from the relations»

ξ
η

–
=

»
W 1/2 0

0 V 1/2

–
w2, z2 =

»
Q1/2 0

0 R1/2

– »
x
u

–
.
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Fig. 5. Stability regions for PID controllers.

Then we have:

‖Tw2→z2(P,K)‖22 = lim
T→∞

E
∫ T

0

(
xT Qx + uT Ru

)
dt.

It is well-known that the LQG controller is

K(s) = −Kc(sI −A + BKc + KfC)−1Kf

with Kf = PfC>V −1, Kc = R−1B>Pc and Pf , Pc

solutions of the algebraic Riccati equations

PfA> + APf − PfC>V −1CPf + ΓWΓ> = 0

and

PcA + A>Pc − PcBR−1B>Pc + C>QC = 0.



Moreover (cf. [1]), if W = I , V = ρV0, Γ = B, and C(sI−
A)−1 minimum phase, and if the number of inputs equals
the number of outputs, then

lim
ρ→0

K(s)C(sI −A)−1B = −Kc(sI −A)−1B

because Pc → 0 and Pf → 0 as ρ → 0. One refers to
loop transfer recovery because in the limit the loop transfer
function −Kc(sI−A)−1B of the LQ controller is obtained.
According to Doyle [9] the latter has guaranteed gain margin
∈ [0.5,∞) and phase margin ∈ [−600, 600]. For additional
information see [1], [20], [9], [16], [6].
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