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#### Abstract

This paper is devoted to the numerical study of a two-dimensional model for plasma expansion in vacuum. The plasma, constituted of ions and electrons, is injected from a part of the cathode and undergoes a thermal expansion. Due to the positive anode potential, electrons are emitted from the plasma-vacuum interface, forming an electron beam. Moreover, electron emission produces a reaction-pressure force which slows down the plasma expansion. Previous works $[12,13,14]$ have been realized to describe this process in the one-dimensional case. One of the main goal is to get a precise description of the interface motion. The aim of the present work is to explore more realistic cases investigating a two dimensional model. However, considering upper dimensions yields to new difficulties essentially from a numerical point of view. Indeed, in the $2 D$ space case, the plasma-vacuum interface is no more a point but a curve. Therefore, in this work, after proposing a two dimensional model, we focus on the interface tracking using a Volume Of Fluid method. We perform numerical simulations on two test cases. The first test case consists in a two dimensional fluid compression for which an analytic solution is known. The second test case is the plasma bubble expansion between two electrodes.
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## 1 Introduction

In this article, we are interested in the two-dimensional numerical modeling of a plasma expanding in the vacuum between two electrodes. This plasma is assumed quasi-neutral and constituted of one ion species and of electrons. It is injected from a part of the cathode and undergoes a thermal expansion in the gap between the electrodes. During its expansion, attracted by the high positive potential of the anode, some electrons are emitted in the gap. They form a beam in the vacuum. Then, the device is divided in two regions with different characteristic properties: the plasma region which is a quasi-neutral zone and the beam region where there are only electrons.

We use a fluid description, then all the device, between the cathode and the anode, can be described using a two-fluid model constituted of the Euler equations for each species

[^0]coupled with the Poisson equation for the potential. Unfortunately this model has some severe numerical constraints (see [19]). They are related to the so-called Debye length and electron plasma period, well known in plasma physics (see [5, 29]). The Debye length is the typical length at which electric interactions occur and the electron plasma period is the period of the electrons oscillations around their equilibrium position. They are both inversely proportional to the square root of the quasi-neutral plasma density. In a numerical point of view, in classical discretizations, the space and time steps must resolve these scales in order to prevent instabilities.

Here, we are interested in two physical applications, the first application deals with high current plasma diodes, see $[30,34,48,55,58]$. In this case, the plasma is used to increase the extracted current as compared with conventional plane diodes. The second application concerns electrical discharges on satellite solar panels and more precisely the transition from the primary discharge to the electric arc, see $[6,18,24,28]$. Note that this study can be also applied to electron beam driven flash x-ray radiography problems, see [33] for a detailed review of recent advances. Furthermore, the physical problems studied here have strong analogies with the ion sheath problem see $[23,41,50,51]$ and references therein. Then, in the physical applications we are interested in (high current plasma diodes and electrical discharges on satellite solar panels), the densities in the plasma are very high. Therefore, the associated Debye length and plasma period are very small. This yields to numerical simulations in two dimensions, too much expensive to be done in practice.

There are two possible ways to overcome this limitation. The first way, chosen in [11, $7,9,45,49]$, consists in finding an asymptotically stable discretization, i.e. a scheme which does not require the resolution of the small scales of the plasma period and of the Debye length. The second way, chosen in $[10,12,13]$ for one dimensional problems and that we choose here, consists in finding an asymptotic model in the quasi-neutral region, the discretizations of such a model do no require to resolve the plasma period and the Debye length. In [10, 12, 13], different one dimensional models are proposed. They consist in quasi-neutral models for the plasma region and a Child-Langmuir model for the beam region. They are all obtain letting formally tend the Debye length to zero in the initial two fluid model with different assumptions for each models.

In [12] the plasma is assumed to be a free current plasma. The resulting asymptotic quasi-neutral model, for the description of the plasma, is the Euler system for the quasineutral density $n=n_{i}=n_{e}$ and the total momentum $q=\left(m_{i}+m_{e}\right) n \mathbf{u}$ where $n_{i}$, $n_{e}$ and $\mathbf{u}_{i}=\mathbf{u}_{e}=\mathbf{u}$ are the ion and electron densities and velocities, furthermore $m_{i}$ and $m_{e}$ are the particle masses. For the description of the beam, we derived a ChildLangmuir model (see [31]) which has an explicit solution in one dimension (see [16]). The key point of the modelization is the connection between the two regions. Basing on one dimensional simulations of the two-fluid model, we assume that the beam exerts a force on the plasma. This force, called in the following the "pressure reaction force", slows down the plasma expansion and creates a shock at the plasma-beam interface. Then using Rankine-Hugoniot relations we determine the pressure reaction and the velocity of the interface, note that the velocity is given by the ion velocity at the plasma-beam interface.

The one dimensional numerical simulations of this model (see [12] for the isentropic case and [14] for full Euler equations) show that this model leads to the right interface velocity. But it gives an overflow in the density results near the interface. This is due to the fact that the "pressure reaction force" is concentrated at the interface.

In order to overcome this problem, we proposed in [13] a one dimensional quasineutral model with a non vanishing current for the description of the plasma. One of the formulations of this model is constituted of the isentropic Euler equations for the quasineutral density and the total momentum but with some additional terms in the flux of the conservation momentum equation. These additional terms depend on the current which is constant in all the device and is given by the Child-Langmuir current of the beam region. These terms express the reaction of the beam region onto the plasma region. Note that in this case the pressure reaction force is exerted in all the plasma and not only at the interface. The numerical simulations of this model show a very good agreement with the results of the two-fluid model simulations. Unfortunately this formulation is ill posed in two dimensions. In [10], we proposed and compared different formulations of this model which can be used in two dimensions. These formulations are all given by hyperbolic systems with an implicit non linear constraint. This constraint makes these formulations difficult to solve numerically.

Now, the aim of this article is to explore more realistic situations studying the two dimensional space case. The interface is then a curve which leads to new difficulties in the modeling as well as in the numerical scheme. Here, we want to focus our attention on the difficulties related to the numerical simulation of the plasma-beam interface. For these reasons we use the zero current model presented in [12] which is simpler to discretize.

We begin this article with the description of the two dimensional mathematical model in Section 2. Following the idea of [12], by a formal asymptotic analysis, from the two-fluid Euler Poisson model, we derive a quasi-neutral model for the plasma zone. This model is constituted of the isentropic Euler equations for the quasi-neutral fluid. For the beam region we choose a simplified model. It consists in assuming that the one dimensional Child-Langmuir law can be applied. For all points of the plasma-beam interface, knowing the distance covered by an electron from this point to the anode, the one dimensional Child-Langmuir law gives the current at the plasma beam interface point. We propose a simple method to approximate this covered distance.

In Section 3, we present the numerical scheme. Note that the main difficulty is the plasma-beam interface discretization. We consider this problem as a problem of an interface separating two fluids : the plasma and the vacuum of plasma. There are several families of methods used in the literature for the numerical simulations of moving interfaces. A detailed review of these families is done in [43] and [52]. The first family, see [1], [25], [35] and references therein, consists in Lagrangian methods in which the mesh follows the fluid. When there are large fluid displacements, the mesh can suffer of large distortions and it is necessary to rezoning periodically. Then, there is the interface tracking family. It consists in discretizing the interface with some points and in following their positions on an Eulerian mesh, for further details, one can see [21], [22], [56] and [40]. Finally there are the Eulerian methods family with the "Volume of Fluid" and level set
methods. The main idea of the Volume of Fluid methods (see [26]) consists in following the interface with the volume fraction of the fluid in all the cells of the mesh. This volume fraction is updated at each time step determining the advected quantity of fluid from a cell to its neighbors (see [59]). One can see [3], [8], [42] and [44] for recent developments. In the level set methods the interface is defined as a zero level set of a continuous function advected with the fluids velocity. This method was introduced in [38] and has been further developed in [4], [27], [53], [54], one can also see the books [37] and [47]

We chose to use a V.O.F method because we wanted an Eulerian method in order to use a simple fixed Cartesian mesh and because it seems to us well adapted to take into account of the pressure reaction force at the plasma-beam interface. For all cells of the mesh and all time step the unknowns are the volume fraction of each fluids present in the cell and the averaged fluid variables (densities, velocities,...). These averaged quantities are advected using a Lagrangian scheme. Then a projection step gives the advected volume fraction and averaged fluid variables on the Eulerian mesh. Here we use the S.L.I.C. algorithm (for Simple Line Interface Calculation, see [36]) to define the transfer priorities of the plasma in the cells of the mesh. In our applications, the main difficulty consists in taking into account at the discrete level of the "pressure reaction" term acting along the interface. To this aim, we need to localize the plasma-beam interface. Then, we use Young's method (see [60]) which gives an oblique representation of the interface.

In Section 4 we present numerical results. We begin with a test case of a two dimensional fluid compression. The fluid is initially located in a ball and a uniform pressure applied on its boundary compresses it toward the radius center. Since we know an analytic solution we can study the accuracy of our discretization. We conclude this article with numerical simulations for high current diodes, we simulate the plasma bubble expansion between two electrodes.

## 2 Presentation of the model

Here, we present the two-dimensional model used for the description of the plasma bubble expansion in the gap between two electrodes. We recall that it is a two dimensional model which is an extension of the one-dimensional zero current model given in [12]. We begin with the presentation of the different regions and their dynamics. Then we give the quasineutral model for the plasma region and the simplified Child-Langmuir model valid in the beam region.

### 2.1 The different regions and their dynamic

We consider the device shown in Fig. 1. The cathode $\Gamma_{K}$ is defined by $\Gamma_{K}=\{(x, y) \in$ $\mathbb{R}^{2} ; x=f_{K}(y)$ and $\left.y \in[a, b]\right\}$ and the anode by $\Gamma_{A}=\left\{(x, y) \in \mathbb{R}^{2} ; x=f_{A}(y)\right.$ and $y \in$ $[a, b]\}$ where $a$ and $b$ are given reals and $f_{K}:[a, b] \rightarrow \mathbb{R}$ and $f_{A}:[a, b] \rightarrow \mathbb{R}$ are given smooth functions. We define the artificial boundary by $\Gamma_{a r t}=\left[f_{K}(a), f_{A}(a)\right] \times\{a\} \cup$ $\left[f_{K}(b), f_{A}(b)\right] \times\{b\}$. Then, we consider the domain $\Omega$ delimited by $\Gamma_{K}, \Gamma_{A}$ and $\Gamma_{a r t}$ as
shown in Fig. 1. The particles are injected from a part of the cathode and the plasma bubble, $\Omega_{P}$, expands in the domain $\Omega$. Note that the domain $\Omega$ is chosen sufficiently large such that the artificial boundary $\Gamma_{\text {art }}$ is far from the plasma region during all the simulation.


Figure 1: The two-dimensional device: the plasma bubble, $\Omega_{P}$, expands between the cathode $\Gamma_{K}$ and the anode $\Gamma_{A}$, during its expansion some electrons are emitted in the vacuum forming a beam in $\Omega_{B}$.

We describe the particles in the domain $\Omega$ by their density and their velocity $n_{i}, \mathbf{u}_{i}$ for the ions and $n_{e}, \mathbf{u}_{e}$ for the electrons. Furthermore, we denote by $\phi$ the electric potential and we suppose that $\phi_{\mid \Gamma_{K}}=0$. Following [12], we assume that the plasma region, i.e. the region filled by the quasi-neutral plasma, is given, for all $t>0$, by

$$
\begin{equation*}
\Omega_{P}(t)=\left\{(x, y) \in \Omega, y \in \mathbb{R} \text { and } x<\sup \left\{\xi \in \mathbb{R} ; n_{i}\left(\xi^{\prime}, y, t\right)>0, \forall \xi^{\prime} \in[0, \xi]\right\}\right\} \tag{1}
\end{equation*}
$$

Then the plasma-beam interface and the beam region are respectively defined by

$$
\begin{equation*}
\Gamma(t)=\partial \Omega_{P}(t) \cap \Omega, \quad \text { and } \quad \Omega_{B}(t)=\Omega \backslash\left(\Omega_{P} \cup \Gamma(t)\right) \tag{2}
\end{equation*}
$$

The plasma region is characterized by the presence of ions, then it moves with the ions velocity, i.e. for all $X=(x, y) \in \Gamma(t)$ we have

$$
\begin{equation*}
\frac{d X}{d t}=\mathbf{u}_{i}(X, t) \tag{3}
\end{equation*}
$$

The two dimensional model consists in using the quasi-neutral model, given in Section 2.2, for the plasma region $\Omega_{P}$ and the simplified Child-Langmuir model, given in Section 2.3 for the beam region $\Omega_{B}$.

### 2.2 The quasi-neutral model in the plasma region

For describing the plasma, we use a two-dimensional quasi-neutral model with a vanishing current. It is given by the Euler equations for the density $n$ and the total momentum $n \mathbf{u}$ of the plasma. We write for all $t>0$ and all $(x, y) \in \Omega_{P}(t)$ :

$$
\left\{\begin{array}{l}
\phi(x, y, t)=0  \tag{4}\\
n_{i}(x, y, t)=n_{e}(x, y, t)=n(x, y, t), \quad \mathbf{u}_{i}(x, y, t)=\mathbf{u}_{e}(x, y, t)=\mathbf{u}(x, y, t) \\
\partial_{t} n(x, y, t)+\nabla \cdot(n(x, y, t) \mathbf{u}(x, y, t))=0 \\
\left(m_{i}+m_{e}\right)\left(\partial_{t}(n \mathbf{u})(x, y, t)+\nabla \cdot(n \mathbf{u} \otimes \mathbf{u})(x, y, t)\right)+\nabla p(n(x, y, t))=0
\end{array}\right.
$$

where $p$ is the sum of the ion and electron pressure laws. Assuming isentropic laws, it is given by $p(n)=p_{i}(n)+p_{e}(n)=C_{i} n^{\gamma_{i}}+C_{e} n^{\gamma_{e}}$ where $C_{i}>0$ and $C_{e}>0$ are given constants and $\gamma_{i}$ and $\gamma_{e}$ are respectively the ionic and electronic ratios of specific heats. Note that it is possible to extend this model to the full Euler system like in [14], but for simplicity, we only consider isentropic laws.

We suppose that initially the domain is devoid of plasma then $\Omega_{P}(0)=\emptyset$ and the associated boundary conditions are the following:

- at the cathode, we inject a quasi-neutral plasma with a normal velocity:

$$
\begin{equation*}
n_{\mid \Gamma_{K}}=n_{0}>0, \quad \mathbf{u}_{\mid \Gamma_{K}}=-u_{0} \nu \tag{5}
\end{equation*}
$$

where $\nu$ is the unit normal to $\Gamma_{K}$ external to $\Omega$ and $n_{0}$ and $u_{0}$ are given positive real numbers.

- at the interface $\Gamma(t)$, following [12], we impose the value of the pressure. This pressure is the pressure reaction force exerted by the beam region on the plasma region. Using Rankine-Hugoniot relations (see [12] or [39] for more details), we obtain

$$
\begin{equation*}
p(x, y, t)=m_{e} \frac{\left|j_{+}(x, y, t) \cdot \nu(x, y, t)\right|^{2}}{n_{-}(x, y, t)}+p_{e}\left(n_{-}(x, y, t)\right), \tag{6}
\end{equation*}
$$

for all $t>0$ and all $(x, y) \in \Gamma(t)$. The vector $\nu$ is the unit normal to $\Gamma(t)$ external to $\Omega_{P}$, $j_{+}$is the beam current and $n_{-}$the quasi-neutral density at the considered point:

$$
\begin{equation*}
j_{+}(x, y, t)=\lim _{\substack{\left(x^{\prime}, y^{\prime}\right) \rightarrow(x, y) \\\left(x^{\prime}, y^{\prime}\right) \in \Omega_{B}}}-\left(n_{e} \mathbf{u}_{e}\right)\left(x^{\prime}, y^{\prime}, t\right), \quad n_{-}(x, y, t)=\lim _{\substack{\left(x^{\prime}, y^{\prime}\right) \rightarrow(x, y) \\\left(x^{\prime}, y^{\prime}\right) \in \Omega_{P}}} n\left(x^{\prime}, y^{\prime}, t\right) \tag{7}
\end{equation*}
$$

### 2.3 The simplified Child-Langmuir model in the beam region

In the beam region there is no more ion and a quasi-neutral model cannot be valid. In $[10,12,13]$ it is shown that the Child-Langmuir model is well adapted to describe the beam region. It is written for all $t>0$ in the domain $\Omega_{B}(t)$

$$
\begin{equation*}
\nabla \cdot\left(n_{e} \mathbf{u}_{e}\right)=0, \quad m_{e}\left(\mathbf{u}_{e} \cdot \nabla\right) \mathbf{u}_{e}=e \nabla \phi, \quad-\varepsilon_{0} \Delta \phi=-e n_{e}, \tag{8}
\end{equation*}
$$

where $e$ is the elementary charge and $\varepsilon_{0}$ is the vacuum permittivity. For the boundary conditions, we impose the anode potential and we suppose that the electrons leave the domain freely through the artificial boundary. At the plasma-beam interface, we assume a zero potential, using the continuity of $\phi\left(\phi=0\right.$ in $\left.\Omega_{P}\right)$. Furthermore, in the beam region electrons are accelerated by the high positive potential of the anode. This gives an electronic plasma velocity negligible compared to the electronic beam velocity. Then we impose a zero electronic velocity (in the beam's scale) at the interface. Finally we assume a zero electric potential, this corresponds to a maximal current emission regime (see [16]). The boundary conditions are the following:

$$
\left\{\begin{array}{l}
\phi_{\mid \Gamma_{A}}=\phi_{A}, \quad \nabla n_{e} \cdot \nu_{\mid \Gamma_{a r t}}=0, \quad \nabla \mathbf{u}_{e} \cdot \nu_{\mid \Gamma_{a r t}}=0,  \tag{9}\\
\nabla \phi \cdot \nu_{\mid \Gamma_{a r t}}=0, \quad \mathbf{u}_{e \mid \Gamma(t)}=0, \quad \phi_{\mid \Gamma(t)}=0, \quad \nabla \phi \cdot \nu_{\mid \Gamma(t)}=0 .
\end{array}\right.
$$

Let us note that the boundary condition $\nabla \phi \cdot \nu_{\mid \Gamma(t)}=0$ implicitly specifies the current in the direction orthogonal to the interface: $-n_{e} \mathbf{u}_{e} \cdot \nu$. This condition is called, in physics literature, the "space charge limitation condition". This expresses that the emitted current, here in the beam, is limited by the space charge. The microscopic process is such that when too much electrons are emitted in the beam, there is an accumulation of charges near the interface. This charge accumulation creates a local potential which repels the emitted electrons in the plasma and so limits the emitted current. Next, these accumulated charges are accelerated by the anode potential letting other electrons leave the plasma, see [31]. In the one dimensional case, the solution is explicit, it is given in [16]. In the multi-dimensional cases, we do not have an analytic expression for the current. It depends on the localization of the emission point on the curve $\Gamma(t)$ and on the geometry of the device. Therefore, to compute the current we need to solve the problem (8)-(9). Several numerical schemes have been developed for Child-Langmuir problems, see for example [17], [20] or [57] in the kinetic case. The cost is quite heavy, since the current is implicitly determined by the boundary condition: $\nabla \phi \cdot \nu_{\mid \Gamma}=0$, with $\phi$ given by the resolution of the Poisson equation. We recall that our main goal is the numerical resolution of the free boundary problem related to the evolution of the plasma region. Then in order to focus on this difficulty, we prefer use a simplified model for the beam region. It is based on the one dimensional Child-Langmuir solution. So, we first recall this solution.

In the one dimensional case the device is delimited by the cathode, located at $x=0$ and the anode, located at $x=1$ then $\phi_{A}=\phi(1)>0$. The interface is a moving point, we denote by $X(t)$ its position at time $t$. In [16], the authors show that for all $t>0$, there exists a unique solution to system (8), (9) in one dimension, if and only if $\partial_{x} \phi(X(t)) \in\left[0, \phi_{A} /(1-X(t))\right]$. In this case the current $n_{e} \mathbf{u}_{e}$ is in $\left[0, j_{C L}\right]$ where the maximal current value $j_{C L}$ corresponds to $\partial_{x} \phi(X(t))=0$ and is given by

$$
j_{C L}(t)=\frac{4 \sqrt{2} \varepsilon_{0} \phi_{A}^{3 / 2}}{9 \sqrt{e m_{e}}(1-X(t))^{2}} .
$$

Let us note that the current is a constant of $x$ and depends only on the potential of the anode and on the distance covered by an electron emitted from the interface to the anode.

In our two dimensional model, we are interested in the current value at each point of the interface. Then we approximate this value assuming that a one-dimensional ChildLangmuir law can be applied on each trajectory of an electron emitted from the interface $\Gamma$. Let us consider an electron emitted from the point $(x, y)$ of the interface $\Gamma(t)$ to the anode, we denote by $\left(x_{A}, y_{A}\right)$ its arrival point (which must be precised) on the anode $\Gamma_{A}$. We approximate the current in the normal direction by the one dimensional formula:

$$
\begin{equation*}
\left(-j_{+} \cdot \nu\right)(x, y, t)=\left(n_{e} \mathbf{u}_{e} \cdot \nu\right)(x, y, t) \approx j_{C L}(x, y, t, d)=\frac{4 \sqrt{2} \varepsilon_{0}\left(\phi_{A}\left(x_{A}, y_{A}, t\right)\right)^{3 / 2}}{9 \sqrt{e m_{e}} d(x, y, t, \nu)^{2}} \tag{10}
\end{equation*}
$$

for all $(x, y) \in \Gamma(t)$ and all $t \geq 0$ and where $d(x, y, t, \nu)$ is the distance covered by the emitted electron from $(x, y) \in \Gamma(t)$ to the anode $\Gamma_{A}$. Now it remains to evaluate this distance. To this aim, we introduce the circle tangential on the one hand to the normal $\nu$ to $\Gamma(t)$ and on the other hand to the normal $\nu_{A}$ to $\Gamma_{A}$. Let $t>0$ and $(x, y) \in \Gamma(t)$ be the starting point of the electron. Let us assume that we know the normal to $\Gamma(t)$ at this point $\nu(x, y)=\left(\nu_{x}, \nu_{y}\right)$. We denote by $\left(x_{A}, y_{A}\right)$ its arrival point on the anode, which is unknown at this level. The unit normal to $\Gamma_{A}$, external to $\Omega$, at the point $\left(x_{A}, y_{A}\right)$ is given by $\nu_{A}\left(x_{A}, y_{A}\right)=1 / \sqrt{1+f_{A}^{\prime}\left(y_{A}\right)^{2}}\left(1,-f_{A}^{\prime}\left(y_{A}\right)\right)$. Finally we denote by $\left(x_{c}, y_{c}\right)$ the center of the circle tangential to $\nu(x, y)$ and to $\nu_{A}\left(x_{A}, y_{A}\right)$ (see Fig. 2).



Figure 2: Approximation of the electron trajectory in the simplified Child Langmuir model for the beam region.

Then $\left(x_{A}, y_{A}, x_{c}, y_{c}\right)$ is solution to the system

$$
\left\{\begin{array}{l}
\left(x_{c}-x\right) \nu_{x}+\left(y_{c}-y\right) \nu_{y}=0  \tag{11}\\
\left(x_{c}-x_{A}\right)-f_{A}^{\prime}\left(y_{A}\right)\left(y_{c}-y_{A}\right)=0 \\
x_{A}=f_{A}\left(y_{A}\right) \\
\left(x_{c}-x\right)^{2}+\left(y_{c}-y\right)^{2}=\left(x_{c}-x_{A}\right)^{2}+\left(y_{c}-y_{A}\right)^{2}
\end{array}\right.
$$

If there exists a solution to the system (11), we assume that the electrons emitted from the point $(x, y) \in \Gamma(t)$ move along the circle of radius $\sqrt{\left|x_{c}-x\right|^{2}+\left|y_{c}-y\right|^{2}}$ and of center $\left(x_{c}, y_{c}\right)$. But, if the system (11) has no solution then we suppose that the electrons emitted from the point $(x, y) \in \Gamma(t)$ move along the line with direction $\nu(x, y)$ (see Fig. 2).

We set

$$
d(x, y, t, \nu)= \begin{cases}\sqrt{\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}}\left(\pi-\arccos \left(\nu_{A} \cdot \nu\right)\right), & \text { if }(11) \text { has a solution, }  \tag{12}\\ \sqrt{\left(x-x_{A}\right)^{2}+\left(y-y_{A}\right)^{2}} & \text { otherwise }\end{cases}
$$

This concludes the presentation of the two-dimensional asymptotic model, we summarize it in the next section.

### 2.4 Summary of the asymptotic model

The asymptotic model consists in the isentropic Euler system (4) for all $(x, y) \in \Omega_{P}(t)$ and all $t \geq 0$. The domain $\Omega_{P}(t)$ is defined by (1) and its dynamic by (3). The boundary conditions at the cathode $\Gamma_{K}$ (see Fig. 1 for the definition of $\Gamma_{K}$ ) are given by (5) and at the plasma-beam interface by (6), (7). This system is coupled to the beam region through a boundary condition at the plasma-beam interface. The pressure (6) depends on the current in the beam region, this current is given by (10), (12) and (11).

## 3 The numerical method

In this Section, we propose a numerical method for the discretization of the asymptotic model in the plasma region summarized in section 2.4.

In order to track the interface, we use a Volume of Fluid method (see [26], [59]). This is an Eulerian method which only requires the knowledge of the volume fraction of fluid present in each cell of the mesh. Then we transport the averaged quantities (on each cell of the mesh) using a Lagrange-Projection scheme coupled with the S.L.I.C. algorithm (for Simple Line Interface Calculation, see [36]). The key point consists in taking account of the reaction-pressure term (6) at a discrete level.

### 3.1 Principle of the method

For clarity, we consider a rectangular domain, but it is possible to work with more general domain. We cover the domain $\Omega$ with a uniform rectangular mesh of size $\Delta x \times \Delta y$. For $i=1, \cdots, K_{x}$ and $j=1, \cdots, K_{y}$, we denote by $C_{i, j}$ the cell $\left[x_{i-1 / 2}, x_{i+1 / 2}\right) \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right)$ where $x_{i+1 / 2}=i \Delta x$ and $y_{j+1 / 2}=j \Delta y$. Furthermore let $0=t^{0}<t^{1}<\cdots<t^{s}<\cdots$ a sequence of positive real numbers, we define the time step by $\Delta t^{s}=t^{s+1}-t^{s}$ for all $s \geq 0$. This time step is calculated such that the classical C.F.L. (Courant-FriedrichsLevy) condition is satisfied (see [32]).

It is important to note that at time $t^{s}$, there are three different states for a given cell. The cell can be completely filled by the plasma. In this case it is included in the plasma region $\Omega_{P}\left(t^{s}\right)$ and it is called "full" cell. The cell can be completely filled by the beam then it is empty of plasma and completely included in the beam region $\Omega_{B}\left(t^{s}\right)$. In this case the cell is called "empty" cell. Finally, the cell can contain both plasma and
vacuum then it contains a piece of the plasma-beam interface $\Gamma\left(t^{s}\right)$. In this case, it is called "mixed" cell. In a Volume Of Fluid method we deal only with averaged quantities (here the averaged density and momentum) in each cells of the mesh even if they are mixed. But in order to reconstruct physical quantities, we keep the physical volume filled by the plasma in each cell.

Thus, the discrete unknowns are the discrete averaged density and velocity: $n_{i, j}^{s}$ and $\mathbf{u}_{i, j}^{s}=(u, v)_{i, j}^{s}$ and the discrete physical volume filled by the plasma $V_{i, j}^{\varphi, s}$ in all cell $C_{i, j}$ and at all time $t^{s}$ for $i=1, \cdots, K_{x}, j=1, \cdots, K_{y}$ and $s \in \mathbb{N}$. The physical quantities, $n_{i, j}^{\varphi, s}$ and $\mathbf{u}_{i, j}^{\varphi, s}$, are given conserving the mass and the momentum

$$
\begin{equation*}
n_{i, j}^{\varphi, s}=\frac{\Delta x \Delta y}{V_{i, j}^{\varphi, s}} n_{i, j}^{s} \quad \text { and } \quad \mathbf{u}_{i, j}^{\varphi, s}=\mathbf{u}_{i, j}^{s} . \tag{13}
\end{equation*}
$$

A time step of the discretization consists in the determination of all the averaged quantities and the physical volume filled by the plasma at the discrete time $t^{s+1}\left(n_{i, j}^{s+1}, \mathbf{u}_{i, j}^{s+1}\right.$ and $V_{i, j}^{\varphi, s+1}$ for all $i=1, \cdots, K_{x}$ and all $j=1, \cdots, K_{y}$ ) knowing these quantities at the discrete time $t^{s}$. To this aim, we split the isentropic Euler system (4) in the following two systems

$$
\left(S_{x}\right)\left\{\begin{array} { l } 
{ \partial _ { t } n + \partial _ { x } ( n u ) = 0 , }  \tag{14}\\
{ \partial _ { t } ( n \mathbf { u } ) + \partial _ { x } ( n u \mathbf { u } ) + ( \begin{array} { c } 
{ \frac { \partial _ { x } p } { m _ { i } + m _ { e } } } \\
{ 0 }
\end{array} ) = 0 , }
\end{array} ( S _ { y } ) \left\{\begin{array}{l}
\partial_{t} n+\partial_{y}(n v)=0, \\
\partial_{t}(n \mathbf{u})+\partial_{y}(n v \mathbf{u})+\binom{0}{\frac{\partial_{y} p}{m_{i}+m_{e}}}=0,
\end{array}\right.\right.
$$

where $\mathbf{u}=(u, v)$ and with the boundary conditions (5), (6), (7) and (10).
We solve the system $\left(S_{x}\right)$ of (14) using a Lagrange-Projection scheme, this gives the approximate variables $n_{i, j}^{s+1 / 2}, \mathbf{u}_{i, j}^{s+1 / 2}$ and $V_{i, j}^{\varphi, s+1 / 2}$. Then, we use these values for the initial condition of the system $\left(S_{y}\right)$ of (14) which is solved still using a Lagrange-Projection scheme. We obtain the approximate variables $n_{i, j}^{s+1}, \mathbf{u}_{i, j}^{s+1}$ and $V_{i, j}^{\varphi, s+1}$ at time $t^{s+1}$. In order to not privilege a direction, during the next time step we begin solving ( $S_{y}$ ) and finish with $\left(S_{x}\right)$.

The Lagrange-Projection scheme consists in two steps: the Lagrangian step and the projection step. During the Lagrangian step, we transport the density and the velocity following the characteristic curves of the considered system. During the projection step, we distribute the transported quantities on the Eulerian grid $\left\{C_{i, j} ; i=1, \cdots, K_{x}, j=\right.$ $\left.1, \cdots, K_{y}\right\}$. We detail these two steps for the system $\left(S_{x}\right)$ of (14) in the following.

### 3.2 The Lagrangian step in the $x$ direction

We recall that the system $\left(S_{x}\right)$ of (14) holds only in the domain $\Omega_{P}(t)$ for all $t>0$. Then this step only concerns full or mixed cells. Furthermore we have to take into account of the boundary condition (6) at the plasma-beam interface. Thus, we must localize the (full or mixed) cells for which we use this boundary condition. We call these cells "border cells" and the other full or mixed cells "internal cells" due to their geometric relation with
the plasma region. We begin this step with the location of border and internal cells. Let $s \geq 0$, we define

$$
\begin{aligned}
& \mathcal{E}_{x}^{s}=\left\{C_{i_{0}, j}, \text { where } j \in\left\{1, \cdots, K_{y}\right\} \text { and } i_{0}=\max \left\{i \in\left\{1, \cdots, K_{x}\right\} / n_{i, j}^{s}>0\right\}\right\}, \\
& \mathcal{E}_{y}^{s}=\left\{C_{i, j_{0}}, \text { where } i \in\left\{1, \cdots, K_{x}\right\} \text { and } j_{0}=\max \left\{j \in\left\{1, \cdots, K_{y}\right\} / n_{i, j}^{s}>0\right\}\right\} .
\end{aligned}
$$

The set $\Gamma_{n u m}^{s}=\mathcal{E}_{x}^{s} \cup \mathcal{E}_{y}^{s}$ contains the border cells and gives a diffusive approximation of the interface as shown in Fig. 3 where the cells included in $\Gamma_{\text {num }}^{s}$ are located by a point.

$\downarrow$ border cells
区 internal cells

Figure 3: Location of border cells for which we have to take into account of the pressure reaction force in the discretization.

Then, the cells $C_{i, j}$ of the mesh such that $C_{i, j} \notin \Gamma_{\text {num }}^{s}$ and such that $n_{i, j}^{s}>0$, are the internal cells. These cells are located by a cross in Fig. 3.

We begin with the presentation of the Lagrangian step for internal cells, then we present it for the border cells taking into account of the pressure reaction force.

### 3.2.1 The Lagrangian step in the $x$ direction for internal cells

Let $s \in \mathbb{N}$ be fixed, we introduce the Lagrangian coordinates at time $t^{s}$ associated to system $\left(S_{x}\right)$ of (14) (see [46]). We denote by $X\left(t ; x, y, t^{s}\right)$ the characteristic curve at time $t$ such that $X\left(t^{s} ; x, y, t^{s}\right)=x$ for all $y$. Then, for all internal cell $C_{i, j}$ with $j=$ $1, \cdots, K_{y}$ and $i \in\left\{1, \cdots, K_{x}\right\}$, we denote by $X_{i+1 / 2, j}^{s+1}$ and $X_{i-1 / 2, j}^{s+1}$, approximations of $X\left(t^{s+1} ; x_{i+1 / 2}, y_{j}, t^{s}\right)$ and $X\left(t^{s+1} ; x_{i-1 / 2}, y_{j}, t^{s}\right)$. They are given using an explicit Euler scheme:

$$
\begin{equation*}
X_{k+1 / 2, j}^{s+1}=x_{k+1 / 2}+\Delta t^{s} u_{k+1 / 2, j}^{s}, \quad \text { for } k=i \text { or } i-1, \tag{15}
\end{equation*}
$$

and where $u_{k+1 / 2, j}^{s}$ is an approximation of $u\left(x_{k+1 / 2}, y_{j}, t^{s}\right)$. Classically, $u_{k+1 / 2, j}^{s}$ is determined using an approximate solution of the following Riemann problem in Lagrangian coordinates:

$$
\begin{cases}\partial_{t} \tau-\partial_{m} u=0  \tag{16}\\ \left(m_{i}+m_{e}\right) \partial_{t} u+\partial_{m} p=0, \\ (\tau, u)(m, t=0)= \begin{cases}\left(1 / n_{k, j}^{s}, u_{k, j}^{s}\right) & \text { if } m<0 \\ \left(1 / n_{k+1, j}^{s}, u_{k+1, j}^{s}\right) & \text { if } m>0\end{cases} \end{cases}
$$

where $\tau=1 / n$ is the specific volume and the mass variable is defined by $d m=n d x$. Here, we use the polynomial upwind scheme (see [15] or [10], this is a Roe type solver) in order to determine this approximate solution.

Then, for all internal Eulerian cell $C_{i, j}=\left[x_{i-1 / 2}, x_{i+1 / 2}\right) \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right)$ we define an associated Lagrangian cell $\tilde{C}_{i, j}^{s+1 / 2}=\left[X_{i-1 / 2, j}^{s+1}, X_{i+1 / 2, j}^{s+1}\right) \times\left(y_{j-1 / 2}, y_{j+1 / 2}\right)$. We associate to $\tilde{C}_{i, j}^{s+1 / 2}$ the approximate values of the averaged density and velocity on this cell, denoted by $\tilde{n}_{i, j}^{s+1 / 2}$ and $\left(\tilde{u}_{i, j}^{s+1 / 2}, \tilde{v}_{i, j}^{s+1 / 2}\right)$. Using the Lagrangian coordinates, we have

$$
\left\{\begin{array}{l}
\left(X_{i+1 / 2, j}^{s+1}-X_{i-1 / 2, j}^{s+1}\right) \tilde{n}_{i, j}^{s+1 / 2}=\Delta x n_{i, j}^{s},  \tag{17}\\
\tilde{u}_{i, j}^{s+1 / 2}=u_{i, j}^{s}-\frac{\Delta t^{s}}{\Delta x n_{i, j}^{s}\left(m_{i}+m_{e}\right)}\left(p_{i+1 / 2, j}^{s}-p_{i-1 / 2, j}^{s}\right), \\
\tilde{v}_{i, j}^{s+1 / 2}=v_{i, j}^{s},
\end{array}\right.
$$

where the pressure terms $p_{i+1 / 2, j}^{s}$ and $p_{i-1 / 2, j}^{s}$ are calculated with the approximate solutions of the Riemann problem (16) given by the polynomial upwind scheme (see [15] or [10]), respectively for $k=i$ and $i-1$.

### 3.2.2 The Lagrangian step in the $x$ direction for border cells

Let $C_{i, j} \in \Gamma_{\text {num }}^{s}$ be a border cell, the principle of the scheme is the same. We introduce the associated Lagrangian cell $\tilde{C}_{i, j}^{s+1 / 2}=\left[X_{i-1 / 2, j}^{s+1}, X_{i+1 / 2, j}^{s+1}\right) \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right)$ where $X_{i-1 / 2, j}^{s+1}$ and $X_{i+1 / 2, j}^{s+1}$ are given by (15). The transported averaged quantities on the Lagrangian cell, $\tilde{n}_{i, j}^{s+1 / 2}$ and ( $\tilde{u}_{i, j}^{s+1 / 2}, \tilde{v}_{i, j}^{s+1 / 2}$ ) are given by (17). It remains to precise the velocity and the pressure between the two cells: $\left(u_{k+1 / 2, j}^{s}, p_{k+1 / 2, j}^{s}\right)$ for $k=i$ and $i-1$. Let $k=i$ or $i-1$, if $C_{k, j}$ and $C_{k+1, j}$ are mixed or full cells, i.e. if $n_{k, j}^{s} \neq 0$ and $n_{k+1, j}^{s} \neq 0$ then the flux ( $u_{k+1 / 2, j}^{s}, p_{k+1 / 2, j}^{s}$ ) is given by the polynomial upwind scheme applied to the Riemann problem (16). Otherwise, $C_{i-1, j}$ (or/and $C_{i+1, j}$ ) is an empty cell. Let us assume without loss of generality that $C_{i+1, j}$ is empty, the other cases can be easily deduced. In this case, the boundary condition (6) gives the pressure law on the plasma-beam interface. First, let us assume that we know an approximation $p_{i, j}^{s}$ of this pressure law on $\Gamma_{i, j}^{s}=\Gamma\left(t^{s}\right) \cap C_{i, j}$ : the part of the plasma-beam interface included in $C_{i, j}$ and we suppose that we know an approximation of the outward unit normal vector to $\Gamma_{i, j}^{s}: \nu_{i, j}^{s}$. We will see in the following our choice for $p_{i, j}^{s}$ and $\nu_{i, j}^{s}$. Then, we set $p_{i+1 / 2, j}^{s}=p_{i, j}^{s} \nu_{i, j}^{s} \cdot(1,0)$. It remains to determine $u_{i+1 / 2, j}^{s}$. Since $n_{i+1, j}^{s}=0$, we can no more work with Lagrangian coordinates, then we introduce the following Riemann problem between fluid and "pseudo-vacuum" with a non zero pressure:

$$
\left\{\begin{array}{l}
\partial_{t} n+\partial_{x}(n u)=0, \\
\left(m_{i}+m_{e}\right)\left(\partial_{t}(n u)+\partial_{x}\left(n u^{2}\right)_{x}\right)+\partial_{x} p=0, \\
\begin{cases}(n, u)=\left(n_{i, j}^{\varphi, s}, u_{i, j}^{\varphi, s}\right), & \text { if } x<0, \\
(n, p)=\left(0, p_{i, j}^{s} \nu_{i, j}^{s} \cdot(1,0)\right), & \text { if } x>0 .\end{cases}
\end{array}\right.
$$

where $n_{i, j}^{\varphi, s}$ and $u_{i, j}^{\varphi, s}$ are the physical quantities in the cell $C_{i, j}$ at time $t^{s}$. Let us note that $p_{i, j}^{s} \nu_{i, j}^{s} \cdot(1,0)$ is the projection on the line $\{y=0\}$ of the pressure force. It corresponds to the part of this force acting during the Lagrangian step in the $x$-direction.

Classically, if $p_{i, j}^{s}=0$ the solution is given by a rarefaction wave separating the left state $\left(n_{i, j}^{\varphi, s}, u_{i, j}^{\varphi, s}\right)$ and the vacuum (see [46]). This wave is associated to the first eigen value $\lambda_{-}=u-c$ where $c$ is the sound speed given by $c=\sqrt{p^{\prime}(n) /\left(m_{i}+m_{e}\right)}$. In this case, the velocity of the plasma-vacuum interface is given by

$$
u_{i+1 / 2, j}^{s}=u_{i, j}^{\varphi, s}+\frac{2}{\gamma-1} \sqrt{\frac{p^{\prime}\left(n_{i, j}^{\varphi, s}\right)}{m_{i}+m_{e}}} .
$$

If $p_{i, j}^{s} \neq 0$ we can prove (see [39] for details) that there is a unique solution constituted of three constant states $\left(n_{i, j}^{\varphi, s}, u_{k, j}^{\varphi, s}\right),\left(n_{I}, u_{I}\right)$ and the "pseudo-vacuum" such that ( $n_{I}, u_{I}$ ) and the "pseudo-vacuum" are separated by a shock wave of velocity $\sigma=u_{I}$. Furthermore $n_{I}=p^{-1}\left(p_{i, j}^{s} \nu_{i, j}^{s} \cdot(1,0)\right)$ and

- if $n_{I}>n_{i, j}^{\varphi, s}$ then $\left(n_{i, j}^{\varphi, s}, u_{i, j}^{\varphi, s}\right)$ and $\left(n_{I}, u_{I}\right)$ are separated by a shock wave associated to the first eigen value $\lambda_{-}=u-c$ and

$$
u_{I}=u_{i, j}^{\varphi, s}-\frac{n_{I}-n_{i, j}^{\varphi, s}}{\sqrt{n_{I} n_{i, j}^{\varphi, s}}} \sqrt{\frac{p\left(n_{I}\right)-p\left(n_{i, j}^{\varphi, s}\right)}{\left(m_{i}+m_{e}\right)\left(n_{I}-n_{i, j}^{\varphi, s}\right)}},
$$

- otherwise $\left(n_{i, j}^{\varphi, s}, u_{i, j}^{\varphi, s}\right)$ and $\left(n_{I}, u_{I}\right)$ are separated by a rarefaction wave associated to the first eigen value $\lambda_{-}=u-c$ and

$$
u_{I}=u_{i, j}^{\varphi, s}+\frac{2}{\gamma-1}\left(\sqrt{\frac{p^{\prime}\left(n_{i, j}^{\varphi, s}\right)}{m_{i}+m_{e}}}-\sqrt{\frac{p^{\prime}\left(n_{I}\right)}{m_{i}+m_{e}}}\right) .
$$

In both cases, we set

$$
u_{i+1 / 2, j}^{s}=u_{I} .
$$

It remains to calculate $p_{i, j}^{s}$ and $\nu_{i, j}^{s}$ the approximations of the reaction-pressure law on $\Gamma_{i, j}^{s}=\Gamma\left(t^{s}\right) \cap C_{i, j}$ : the part of the plasma-beam interface included in $C_{i, j}$ and of the outward unit normal vector to $\Gamma_{i, j}^{s}$.

## Approximation of the unit normal and of the pressure reaction force

We begin with the reconstruction of the outward unit normal vector to $\Gamma_{i, j}^{s}$. We use Youngs' method detailed in [60]. This is a Volume Of Fluids method which directly gives an oblique representation of the $2 D$ interface. We stress that we use this method only for the calculation of the unit normal but not for the projection step. For the projection step, we use the S.L.I.C. method which rather defines transfer priorities between the different fluids. Youngs' method consists in reconstructing the slope of the interface in each mixed cell from the associated normal vector. We briefly recall the principle of this method in the following.

For all cells neighboring $C_{i, j}$, i.e. the cells $C_{k, l}$ with $(k, l) \in\{i-1, i, i+1\} \times\{j-1, j, j+1\}$ and $(k, l) \neq(i, j)$, we compute the associated volume fraction filled by the plasma at time
$t^{s}: f_{k, l}^{s}=V_{k, l}^{\varphi, s} / \Delta x \times \Delta y$. We recall that $V_{k, l}^{\varphi, s}$ is the physical volume filled by the plasma in the cell $C_{k, l}$ at time $t^{s}$. We deduce the volume fractions corresponding to each direction: $f_{E}^{s}, f_{W}^{s}, f_{N}^{s}$ and $f_{S}^{s}$, we get

$$
\begin{array}{ll}
f_{N}^{s}=\frac{f_{i-1, j+1}^{s}+2 f_{i, j+1}^{s}+f_{i+1, j+1}^{s}}{4}, & f_{S}^{s}=\frac{f_{i-1, j-1}^{s}+2 f_{i, j-1}^{s}+f_{i+1, j-1}^{s}}{4} \\
f_{E}^{s}=\frac{f_{i+1, j-1}^{s}+2 f_{i+1, j}^{s}+f_{i+1, j+1}^{s}}{4}, & f_{W}^{s}=\frac{f_{i-1, j-1}^{s}+2 f_{i-1, j}^{s}+f_{i-1, j+1}^{s}}{4}
\end{array}
$$

The outward unit normal to the interface on the cell $C_{i, j}$ is then deduced from the approximated gradient of $f_{i, j}^{s}: \nabla_{a p p} f_{i, j}^{s}=\left(\frac{f_{E}^{s}-f_{W}^{s}}{2 \Delta x}, \frac{f_{N}^{s}-f_{S}^{s}}{2 \Delta y}\right)$ by setting $\nu_{i, j}^{s}=\frac{-\nabla_{a p p} f_{i, j}^{s}}{\left\|\nabla_{a p p} f_{i, j}^{s}\right\|}$.

Now let us turn to $p_{i, j}^{s}$, the approximation of the reaction-pressure on $\Gamma_{i, j}^{s}$. Using (12), we determine the approximate distance $d_{i, j}^{s}$ covered by an electron emitted from the center of $C_{i, j}$, we set $d_{i, j}^{s}=d\left(x_{i}, y_{j}, t^{s}, \nu_{i, j}^{s}\right)$ with $x_{i}=(i-1 / 2) \Delta x$ and $y_{j}=(j-1 / 2) \Delta y$. Inserting the result in (10), we obtain an approximation of the emitted current in the plasma in the normal direction $j_{C L, i, j}^{s}=j_{C L}\left(x_{i}, y_{j}, t^{s}, d_{i, j}^{s}\right)$. Thanks to (6), we obtain the approximate reaction-pressure exerted on the plasma-beam interface in the cell $C_{i, j}$ at time $t^{s}$ :

$$
p_{i, j}^{s}=m_{e} \frac{\left|j_{C L, i, j}^{s}\right|^{2}}{n_{i, j}^{\varphi, s}}+p_{e}\left(n_{i, j}^{\varphi, s}\right)
$$

where $n_{i, j}^{\varphi, s}$ is the physical density of the plasma in the cell $C_{i, j}$ at time $t^{s}$ defined by (13).
This concludes the presentation of the Lagrangian step, during which we transport the quantities along the characteristic curves. It remains to project these transported quantities on the fixed Eulerian mesh. We do it in the next section.

### 3.3 The projection step in the $x$ direction

During the Lagrangian step in the $x$-direction the averaged quantities have been advected following characteristic curves. Here projecting these quantities, we go back to the initial Eulerian fixed grid.

### 3.3.1 Principle of the method

Let us consider the Eulerian cell $C_{i, j}$ with $i=1, \cdots, K_{x}$ and $j=1, \cdots, K_{y}$. After the Lagrangian step in the $x$-direction, we know the averaged density, $\tilde{n}_{i, j}^{s+1 / 2}$, and the mean velocity, $\left(\tilde{u}_{i, j}^{s+1 / 2}, \tilde{v}_{i, j}^{s+1 / 2}\right)$, in the Lagrangian cell $\tilde{C}_{i, j}^{s+1 / 2}=\left[X_{i-1 / 2, j}^{s+1}, X_{i+1 / 2, j}^{s+1}\right) \times\left[y_{j-1 / 2}, y_{j+1 / 2}\right)$ associated to $C_{i, j}$. We recall that $X_{i-1 / 2, j}^{s+1}$ and $X_{i+1 / 2, j}^{s+1}$ are defined by (15). During the projection step in the $x$ direction, we first determine physical quantities in the Lagrangian cell $\tilde{C}_{i, j}^{s+1 / 2}$ then we project them on the Eulerian grid.

We define the physical quantities on the Lagrangian cell, assuming the deformation of the physical volume $V_{i, j}^{\varphi, s}$ proportional to the deformation of $C_{i, j}$. Then the physical
volume filled by the plasma in $\tilde{C}_{i, j}^{s+1 / 2}$ at time $t^{s+1}$ is given by

$$
\begin{equation*}
\tilde{V}_{i, j}^{\varphi, s+1 / 2}=V_{i, j}^{\varphi, s} \frac{\tilde{V}_{i, j}^{s+1 / 2}}{\Delta x \Delta y} \tag{18}
\end{equation*}
$$

where $\tilde{V}_{i, j}^{s+1 / 2}=\left(X_{i+1 / 2, j}^{s+1}-X_{i-1 / 2, j}^{s+1}\right) \Delta y$ is the volume of the Lagrangian cell $\tilde{C}_{i, j}^{s+1 / 2}$. This gives the physical density and velocity of the plasma in the cell $\tilde{C}_{i, j}^{s+1 / 2}$ after the Lagrangian step in the $x$-direction

$$
\tilde{n}_{i, j}^{\varphi, s+1 / 2}=\frac{\tilde{V}_{i, j}^{s+1 / 2}}{\tilde{V}_{i, j}^{\varphi, s+1 / 2}} \tilde{n}_{i, j}^{s+1 / 2}, \quad \tilde{u}_{i, j}^{\varphi, s+1 / 2}=\tilde{u}_{i, j}^{s+1 / 2}, \quad \tilde{v}_{i, j}^{\varphi, s+1 / 2}=\tilde{v}_{i, j}^{s+1 / 2}
$$

We want to project these quantities and obtain the averaged density and velocity in the Euler cell $C_{i, j}$ at time $t^{s+1 / 2}$ (i.e. before the Lagrange-projection step in the y-direction).

We denote by $\sigma_{i+1 / 2, j}$ the interface between $C_{i, j}$ and $C_{i+1, j}$ and by $V_{i+1 / 2, j}^{\varphi, s+1 / 2}$ the signed physical volume of plasma which crosses $\sigma_{i+1 / 2, j}$ between the times $t^{s}$ and $t^{s+1}$ during the previous Lagrangian step in the x -direction. This volume is positive if the plasma is going from $C_{i, j}$ to $C_{i+1, j}$ and negative otherwise. Similarly, we denote by $V_{i-1 / 2, j}^{\varphi, s+1 / 2}$ the signed physical volume of plasma which crosses $\sigma_{i-1 / 2, j}$, the interface between $C_{i-1, j}$ and $C_{i, j}$, during the same time. These quantities will be precised later.

Then the unknowns at time $t^{s+1 / 2}$ are given by

$$
\left\{\begin{array}{l}
V_{i, j}^{\varphi, s+1 / 2}=V_{i, j}^{\varphi, s}-V_{i+1 / 2, j}^{\varphi, s+1 / 2}+V_{i-1 / 2, j}^{\varphi, s+1 / 2}, \\
V_{i, j}^{s+1 / 2}=\tilde{V}_{i, j}^{\varphi, s+1 / 2} \tilde{n}_{i, j}^{\varphi, s+1 / 2}-V_{i+1 / 2, j}^{\varphi, s+1 / 2} \tilde{n}_{i+1 / 2, j}^{\varphi, s+1 / 2}+V_{i-1 / 2, j}^{\varphi, s+1 / 2} \tilde{n}_{i-1 / 2, j}^{\varphi, s+1 / 2} \\
V_{i, j}(n u)_{i, j}^{s+1 / 2}=\tilde{V}_{i, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{u})_{i, j}^{\varphi, s+1 / 2}-V_{i+1 / 2, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{u})_{i+1 / 2, j}^{\varphi, s+1 / 2}+V_{i-1 / 2, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{u})_{i-1 / 2, j}^{\varphi, s+1 / 2}, \\
V_{i, j}(n v)_{i, j}^{s+1 / 2}=\tilde{V}_{i, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{v})_{i, j}^{\varphi, s+1 / 2}-V_{i+1 / 2, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{v})_{i+1 / 2, j}^{\varphi, s+1 / 2}+V_{i-1 / 2, j}^{\varphi, s+1 / 2}(\tilde{n} \tilde{v})_{i-1 / 2, j}^{\varphi, s+1 / 2},
\end{array}\right.
$$

where for $l=i-1$ or $i$

$$
(\tilde{n}, \tilde{u}, \tilde{v})_{l+1 / 2, j}^{\varphi, s+1 / 2}= \begin{cases}(\tilde{n}, \tilde{u}, \tilde{v})_{l, j}^{\varphi, s+1 / 2} & \text { if } X_{l+1 / 2, j}^{s+1} \geq x_{l+1 / 2} \\ (\tilde{n}, \tilde{u}, \tilde{v})_{l+1, j}^{\varphi, s+1 / 2} & \text { otherwise }\end{cases}
$$

In order to conclude the presentation of the projection step, we must define the signed physical volume of plasma which crosses each interface during the Lagrangian step in the $x$ direction, i.e. $V_{i+1 / 2, j}^{\varphi, s+1 / 2}$ for all $i=1, \cdots, K_{x}$, all $j=1, \cdots, K_{y}$ and all $s \geq 0$.

### 3.3.2 Determination of the physical volume flowed through two cells during $\Delta t^{s}$

Let $s \geq 0, i \in\left\{1, \cdots, K_{x}\right\}$ and $j \in\left\{1, \cdots, K_{y}\right\}$, we assume that $X_{i+1 / 2, j}^{s+1} \geq x_{i+1 / 2}$, (the case $X_{i+1 / 2, j}^{s+1}<x_{i+1 / 2}$ can be easily deduced). In this case, the plasma flowed from $C_{i, j}$ to
$C_{i+1, j}$, then, the value $V_{i+1 / 2, j}^{\varphi, s+1 / 2}$ depends on the state of the cell $C_{i, j}$ at time $t^{s}$ : i.e. if $C_{i, j}$ is a full or a mixed cell.

- $1^{\text {st }}$ case: $C_{i, j}$ is full of plasma:

If the cell $C_{i, j}$ is full then all its volume flowing through $\sigma_{i+1 / 2}$, the interface between $C_{i, j}$ and $C_{i+1, j}$, is a physical plasma volume then

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}=\left(X_{i+1 / 2, j}^{s+1}-x_{i+1 / 2}\right) \Delta y .
$$

- $2^{\text {nd }}$ case: $C_{i, j}$ is a mixed cell:

If the cell $C_{i, j}$ is mixed, we must decide where was the plasma in the cell $C_{i, j}$ at time $t^{s}$ as well as where is the plasma in the cell $\tilde{C}_{i, j}^{s+1 / 2}$ after the Lagrangian step in the $x$-direction. From these quantities we easily calculate the volume of plasma which has flowed from $C_{i, j}$ to $C_{i+1, j}$. We use the S.L.I.C. algorithm (Simple Line Interface Calculation) [36]. This algorithm gives a non continuous reconstruction of the plasmavacuum interface. Then it does not give a realistic representation of the interface but it rather defines transfer priorities between fluids. The S.L.I.C. method is not limited by the number of fluids present in the problem. Here, we detail it in our particular situation with two "fluids": the plasma and the vacuum.

In the S.L.I.C. method, the priorities of transfer in a cell $C_{i, j}$ depends on the state of its neighbors $C_{i-1, j}$ and $C_{i+1, j}$. Each cell can be full, mixed or empty and so nine different cases have to be considered.

- First case: $C_{i-1, j}$ and $C_{i+1, j}$ are both empty. In this case, we assume that the plasma is located at the center of the cell $C_{i, j}$. In all cases, the plasma in the cell $\tilde{C}_{i, j}^{s+1 / 2}$ is located like in the cell $C_{i, j}$. The situation is drawn in Fig. 4 and Fig. 5-a.


Figure 4: Determination of the plasma volume flowed through $\sigma_{i+1 / 2, j}=\partial C_{i, j} \cap \partial C_{i+1, j}$ during a time step when $C_{i, j}$ is a mixed cell and $C_{i-1, j}$ and $C_{i+1, j}$ are empty cells.

An easy calculation shows that the physical plasma volume of $C_{i, j}$ flowed through
$\sigma_{i+1 / 2, j}$ is given by

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}=\min \left(V_{i+1 / 2, j}^{s+1 / 2}-\min \left(V_{i+1 / 2, j}^{s+1 / 2} ;\left(\tilde{V}_{i, j}^{s+1 / 2}-\tilde{V}_{i, j}^{\varphi, s+1 / 2}\right) / 2\right) ; \tilde{V}_{i, j}^{\varphi, s+1 / 2}\right),
$$

where $V_{i+1 / 2, j}^{s}$, the volume of $C_{i, j}$ flowed through $\sigma_{i+1 / 2, j}$, is given by

$$
\begin{equation*}
V_{i+1 / 2, j}^{s+1 / 2}=\left(X_{i+1 / 2, j}^{s+1}-x_{i+1 / 2}\right) \Delta y \tag{19}
\end{equation*}
$$

Furthermore $\tilde{V}_{i, j}^{\varphi, s+1 / 2}$, the physical volume filled by the plasma in $\tilde{C}_{i, j}^{s+1 / 2}$ is given by (18) and finally $\tilde{V}_{i, j}^{s+1 / 2}$, the volume of $\tilde{C}_{i, j}^{s+1 / 2}$, is given by

$$
\begin{equation*}
\tilde{V}_{i, j}^{s+1 / 2}=\left(X_{i+1 / 2, j}^{s+1}-X_{i-1 / 2, j}^{s+1}\right) \Delta y . \tag{20}
\end{equation*}
$$

- Second case: $C_{i-1, j}$ and $C_{i+1, j}$ are both full. This case is symmetric to the previous, we assume that the vacuum is located at the center of the cells $C_{i, j}$ and $\tilde{C}_{i, j}^{s+1 / 2}$ with half of the plasma to the left and half of the plasma to the right (see Fig. 5-b). In this case the physical plasma volume of $C_{i, j}$ flowed through $\sigma_{i+1 / 2, j}$ is given by

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}=\min \left(V_{i+1 / 2, j}^{s+1 / 2} ; \tilde{V}_{i, j}^{\varphi, s+1 / 2} / 2\right),
$$

where we recall that $\tilde{V}_{i, j}^{\varphi, s+1 / 2}$ and $V_{i+1 / 2, j}^{s+1 / 2}$ are given by (18) and (19).

- Third and fourth cases: $C_{i-1, j}^{i+1 / 2, j}$ full and $C_{i+1, j}$ empty or $C_{i-1, j}$ empty and $C_{i+1, j}$ full. We assume that the plasma is located right next to the plasma (see Fig. 5-c and Fig. 5-d). This gives

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}= \begin{cases}\min \left(V_{i+1 / 2, j}^{s+1 / 2}-\min \left(V_{i+1 / 2, j}^{s+1 / 2} ; \tilde{V}_{i, j}^{s+1 / 2}-\tilde{V}_{i, j}^{\varphi, s+1 / 2}\right) ; \tilde{V}_{i, j}^{\varphi, s+1 / 2}\right), & \text { if } C_{i-1, j} \text { is full, } \\ \min \left(V_{i+1 / 2, j}^{s+1 / 2} ; \tilde{V}_{i, j}^{\varphi, s+1 / 2}\right), & \text { if } C_{i-1, j} \text { is empty },\end{cases}
$$

where we recall that $\tilde{V}_{i, j}^{\varphi, s+1 / 2}, V_{i+1 / 2, j}^{s+1 / 2}$ and $\tilde{V}_{i, j}^{s+1 / 2}$ are respectively given by (18), (19) and (20). Remark that the dissymmetry of these two cases is due to the positivity of the velocity.

- Fifth and sixth cases: $C_{i-1, j}$ full and $C_{i+1, j}$ mixed or $C_{i-1, j}$ mixed and $C_{i+1, j}$ full. The plasma is put right next to the full cell (see Fig. 5-c and Fig. 5-d). We obtain

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}= \begin{cases}\min \left(V_{i+1 / 2, j}^{s}-\min \left(V_{i+1 / 2, j}^{s} ; \tilde{V}_{i, j}^{s+1 / 2}-\tilde{V}_{i, j}^{\varphi, s}\right) ; \tilde{V}_{i, j}^{\varphi, s}\right), & \text { if } C_{i-1, j} \text { is full, } \\ \min \left(V_{i+1 / 2, j}^{s} ; \tilde{V}_{i, j}^{\varphi, s}\right), & \text { if } C_{i-1, j} \text { is mixed. }\end{cases}
$$

- Seventh and eighth cases: $C_{i-1, j}$ mixed and $C_{i+1, j}$ empty or $C_{i-1, j}$ empty and $C_{i+1, j}$ mixed. We assume that the plasma is located next to the mixed cell (see Fig. 5-c and Fig. $5-\mathrm{d})$. This gives

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}= \begin{cases}\min \left(V_{i+1 / 2, j}^{s}-\min \left(V_{i+1 / 2, j}^{s} ; \tilde{V}_{i, j}^{s+1 / 2}-\tilde{V}_{i, j}^{\varphi, s}\right) ; \tilde{V}_{i, j}^{\varphi, s}\right), & \text { if } C_{i-1, j} \text { is mixed } \\ \min \left(V_{i+1 / 2, j}^{s} ; \tilde{V}_{i, j}^{\varphi, s}\right), & \text { if } C_{i-1, j} \text { is empty }\end{cases}
$$

- ninth case: $C_{i-1, j}$ and $C_{i+1, j}$ are both mixed. In this case we cannot privilege one cell then we consider a plasma vacuum interface in $C_{i, j}$ parallel to the axis [ $0 x$ ) (see Fig. 5-e). We deduce

$$
V_{i+1 / 2, j}^{\varphi, s+1 / 2}=\frac{\tilde{V}_{i, j}^{\varphi, s}}{\tilde{V}_{i, j}^{s+1 / 2}} V_{i+1 / 2, j}^{s} .
$$

This concludes the presentation of the projection step and so the presentation of the Lagrange-projection scheme.
a)

b)

c)

d)

e)


Figure 5: Location of the plasma volume in the cell $C_{i, j}$ in the case a) $C_{i-1, j}$ and $C_{i+1, j}$ are both empty b) $C_{i-1, j}$ and $C_{i+1, j}$ are both full, c) $C_{i-1, j}$ is full and $C_{i+1, j}$ is empty or $C_{i-1, j}$ is full and $C_{i+1, j}$ is mixed or $C_{i-1, j}$ is mixed and $C_{i+1, j}$ is empty, d) $C_{i-1, j}$ is empty and $C_{i+1, j}$ is full or $C_{i-1, j}$ is mixed and $C_{i+1, j}$ is full or $C_{i-1, j}$ is empty and $C_{i+1, j}$ is mixed, e) $C_{i-1, j}$ and $C_{i+1, j}$ are both mixed.

## 4 The numerical results

In this section, we first study the accuracy of the proposed numerical method. We apply it to a test case of a fluid compression for which an analytic solution is known. Next, we present numerical results for high current diodes, modeled by the quasi-neutral system (4), (5), (6) .

### 4.1 Accuracy of the numerical scheme : homogeneous space pressure

We study the accuracy of the numerical scheme on a test case of a fluid compression. We assume that the problem is invariant in the $[0, z)$ direction and we consider a two dimensional radial problem in the plane $(0, x, y)$ as shown in Fig. 6. We consider a fluid occupying initially a ball of center $0=(0,0)$ and of radius $R_{0}>0$ at $t=0$. This fluid is subject to a given external uniform pressure on its surface and so it is compressed on the point $(0,0)$. Let us denote by $\rho$ and $\mathbf{u}$ the density and the two-dimensional velocity of the fluid and by $R(t)$ the radius of the ball occupied by the fluid at the time $t>0$. We will precise $R(t)$ in the following. Then, assuming an adiabatic pressure law, $\rho$ and $\mathbf{u}$


Figure 6: Fluid subject to an external homogeneous space pressure.
satisfy the isentropic Euler equations

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla \cdot(\rho \mathbf{u})=0,  \tag{21}\\
\partial_{t} \mathbf{u}+\nabla \cdot(\rho \mathbf{u} \otimes \mathbf{u})+\nabla p=0, \\
p(x, y, t)= \begin{cases}K \rho^{\gamma}, & \text { if } x^{2}+y^{2}<R^{2}(t), \\
P_{S}(t), & \text { if } x^{2}+y^{2}=R^{2}(t),\end{cases}
\end{array}\right.
$$

for all $(x, y) \in \mathbb{R}^{2}$ such that $x^{2}+y^{2} \leq R^{2}(t)$ and all $t>0$. The constants $K>0$ and $\gamma>1$ are given positive real numbers defining the pressure law. Finally, $P_{S}$ is the given external uniform pressure applied on the boundary of the domain.

In [2], it is shown that if the applied external uniform pressure and the initial conditions are well chosen then the system (21) has an analytic solution. Let us denote by $T_{f}>0$ the final compression time. Then, at time $T_{f}$ the compression on point $(0,0)$ has occurred. We set $\Omega=1 / T_{f}$ the compression frequency, and we define the following radial initial condition for the density

$$
\rho(x, y, 0)=\rho(r \cos \theta, r \sin \theta, 0)= \begin{cases}\overline{\rho_{0}}+\frac{(\gamma-1)^{2} \Omega^{2}}{2 \gamma^{3} K} r^{2 /(\gamma-1)}, & \text { if } r=\sqrt{x^{2}+y^{2}} \leq R_{0} \\ 0, & \text { otherwise }\end{cases}
$$

where $\overline{\rho_{0}}>0$ is a given positive real number. The initial velocity is given by

$$
\mathbf{u}(x, y, 0)=\mathbf{u}(r \cos \theta, r \sin \theta, 0)= \begin{cases}-\frac{\Omega r}{\gamma}(\cos \theta, \sin \theta), & \text { if } r=\sqrt{x^{2}+y^{2}} \leq R_{0} \\ (0,0) & \text { otherwise }\end{cases}
$$

The external uniform pressure applied on the boundary of the domain and the radius of the domain are defined by

$$
\begin{equation*}
P_{S}(t)=\frac{K}{(1-\Omega t)^{2}}\left(\overline{\rho_{0}}+\frac{(\gamma-1)^{2} \Omega^{2}}{2 \gamma^{3} K} R_{0}^{2 /(\gamma-1)}\right)^{\gamma}, \quad R(t)=R_{0}(1-\Omega t)^{1 / \gamma} \tag{22}
\end{equation*}
$$

for all $t<T_{f}$.
In this case an analytic solution is given by

$$
(\rho, \mathbf{u})(x, y, t)=(\rho, \mathbf{u})(r \cos \theta, r \sin \theta, t)= \begin{cases}(\tilde{\rho}(r, t), \tilde{u}(r, t)(\cos \theta, \sin \theta)) & \text { if } r \leq R(t)  \tag{23}\\ (0,(0,0)) & \text { otherwise }\end{cases}
$$

where

$$
\tilde{\rho}(r, t)=\frac{1}{(1-\Omega t)^{2 / \gamma}}\left(\overline{\rho_{0}}+\frac{(\gamma-1)^{2} \Omega^{2}}{2 \gamma^{3} K}\left(\frac{r}{(1-\Omega t)^{1 / \gamma}}\right)^{2 /(\gamma-1)}\right)
$$

and

$$
\tilde{u}(r, t)=-\frac{\Omega r}{\gamma(1-\Omega t)}
$$

We choose for the initial density at the origin $\bar{\rho}_{0}=1$, the initial radius is $R_{0}=1$ and the final time of the compression is $T_{f}=0.5$. Furthermore the pressure law is defined by $K=1$ and $\gamma=2$. In the simulations, we consider a rectangular domain of size $\left[0, L_{x}\right] \times\left[0, L_{y}\right]$ with $L_{x}=L_{y}=2$ which is discretized with a uniform Cartesian mesh.

Fig. 7, 8 and 9, present error results as functions of time for different meshes: $\Delta x=$ $\Delta y=2 / 50, \Delta x=\Delta y=2 / 100$ and $\Delta x=\Delta y=2 / 200$.



Figure 7: $L^{2}$ relative error on the fluid density as a function of time for different meshes: $\Delta x=\Delta y=2 / 50$ and $\Delta x=\Delta y=2 / 200$ (left), $\Delta x=\Delta y=2 / 100$ (right). The " $100 \times 100$ cells" curve is between the " $200 \times 200$ cells" and " $50 \times 50$ cells" curves.

Fig. 7 shows the relative error in $L^{2}$ norm between the analytic and the approximate densities. Let us define this norm, we denote by $K=2 / \Delta x=2 / \Delta y$, then the approximate density is a piecewise constant function given by $\rho_{\text {app }}(x, y, t)=\rho_{i, j}^{m}$ for $x \in[(i-1) \Delta x, i \Delta x)$, $y \in[(j-1) \Delta y, j \Delta y)$ and $t \in\left[t^{m}, t^{m+1}\right)$ with $i, j \in\{1, \cdots, K\}$ and $\left(t^{m}\right)_{m \geq 0}$ the sequence of the discrete times. We project the exact solution on this space of piecewise constant functions, defining $\rho_{e x}(x, y, t)=\left(\rho_{e x}\right)_{i, j}^{m}$ for $x \in[(i-1) \Delta x, i \Delta x), y \in[(j-1) \Delta y, j \Delta y)$ and $t \in\left[t^{m}, t^{m+1}\right)$ with $i, j \in\{1, \cdots, K\}$ and $m \geq 0$. For defining $\left(\rho_{e x}\right)_{i, j}^{m}$, we first introduce $C_{k, i, j}=\left(x_{k, i, j}, y_{k, i, j}\right)$, for $k=1, \cdots, 4$, the vertices of the square $[(i-1) \Delta x, i \Delta x] \times[(j-$ 1) $\Delta y, j \Delta y]$. We denote by $\mathcal{C}_{i, j}^{\text {int }, m}=\left\{k \in\{1, \cdots, 4\} ; \sqrt{\left|x_{k, i, j}\right|^{2}+\left|y_{k, i, j}\right|^{2}} \leq R\left(t^{m}\right)\right\}$, then $\left(\rho_{e x}\right)_{i, j}^{m}=\frac{1}{\operatorname{card}\left(\mathcal{C}_{i, j}^{i n t, m}\right)} \sum_{l \in \mathcal{C}_{i, j}^{i n t, m}} \rho\left(C_{k, i, j}, t^{m}\right)$ where $\rho$ is the exact solution defined by (23) and $\operatorname{card}\left(\mathcal{C}_{i, j}^{i n t, m}\right)$ is the cardinal of the set $\mathcal{C}_{i, j}^{i n t, m}$. The relative error between the analytic
and the approximate densities in $L^{2}$ norm is given by

$$
\begin{equation*}
\left(\sum_{i=1}^{K} \sum_{j=1}^{K} \Delta x \Delta y\left|\rho_{i, j}^{m}-\left(\rho_{e x}\right)_{i, j}^{m}\right|^{2}\right)^{1 / 2} /\left(\sum_{i=1}^{K} \sum_{j=1}^{K} \Delta x \Delta y\left|\left(\rho_{e x}\right)_{i, j}^{m}\right|^{2}\right)^{1 / 2} \tag{24}
\end{equation*}
$$

Fig. 8 gives the relative error between the analytic and the approximate momentums. We can see that the numerical solution converges to the analytic solution since the errors on the density and and on the momentum are decreasing while the mesh is refined. The left



Figure 8: $L^{2}$ relative error on the fluid momentum as a function of time for different meshes: $\Delta x=\Delta y=2 / 50$ and $\Delta x=\Delta y=2 / 200$ (left) and $\Delta x=\Delta y=2 / 100$ (right). The " $100 \times 100$ cells" curve is between the " $200 \times 200$ cells" and " $50 \times 50$ cells" curves.
and middle pictures of Fig. 9 give the relative error between the exact and approximate radii of the fluid bubble. The exact radius is given by (22) and the approximate radius is obtained with an averaged value of the distance between the origin and the center of all border cells (see Fig. 3 for the definition of border cells). The right picture of Fig. 9 presents the exact radius and different values for the approximate radius: the previous averaged value, the minimum and maximum values of the distance between the origin and the center of all border cells. We can see that even if the error between the exact radius and the averaged value is decreasing from time $t=0.2$ the approximation of the radius is less and less accurate since the variance increases. But, even with a rough mesh ( $50 \times 50$ cells) the error on the interface position is of order $1 . \%$ and so it is very small. This is an important property for our problem since we recall that getting precisely the interface position is a key point in the high current diodes problem because it governs the value of the current in the electron beam. Figs. 10, 11 and 12 give an $L^{\infty}$ comparison between the exact and the approximate densities at times $t=0.07$ and $t=0.3$. We can see that the error is large on border cells but small on interior cells. This error increases with time but does not introduce instabilities since in the interior cells the error is still small at time $t=0.3$. Fig. 13 shows the same behavior of the scheme on the momentum. Right pictures of Figs. 11, 12 and the bottom right picture of Fig. 13 present the error on the density and momentum for interior cells. We can see that the scheme has a good




Figure 9: Left and middle: Relative error on the fluid-vacuum interface position, for $\Delta x=\Delta y=2 / 50$ and $\Delta x=\Delta y=2 / 200$ (left) and $\Delta x=\Delta y=2 / 100$ (middle). The approximate values of the fluid-vacuum interface positions are given by the averaged value of the distance between the origin and the center of all border cells (see Fig. 3 for the definition of border cells). The " $100 \times 100$ cells" curve is between the " $200 \times 200$ cells" and " $50 \times 50$ cells" curves. Right: exact and approximate values of the plasma-vacuum interface position as functions of time for $\Delta x=\Delta y=2 / 100$. The approximate values are the minimum, the maximum and the averaged value of the distance between the origin and the center of all border cells.
agreement with the exact solution in the interior of the fluid bubble. Fig. 14 presents the fluid bubble for different times, on the top given by the approximate solution with $\Delta x=\Delta y=2 / 50$, in the middle given by the approximate solution with $\Delta x=\Delta y=2 / 200$ and on the bottom given by the exact solution. We can see that the approximate bubble becomes square while the exact bubble is circular. This is due to the numerical algorithm and more precisely to the splitting of the Euler system into systems (14) and to the S.L.I.C. algorithm used in the projection step. Indeed with systems (14) the transport in the directions $x$ and $y$ are decoupled and this privileges the Cartesian deformations. Furthermore the S.L.I.C. algorithm gives a square reconstruction of the interface and increases this phenomena. Fig. 14 shows that the convergence towards a circular bubble is very slow since multiplying the number of cells by $4 \times 4$, the difference between the results is not significant. This point will have to be ameliorated in future works. This can be done discretizing directly system (4) instead of systems (14) and using Youngs' method (see [60]) instead of the S.L.I.C algorithm in the projection step. This error on the location of border cells explains the important errors encountered on the density and momentum for border cells, see left pictures of Figs. 11, 12 and the bottom left picture of Fig. 13. It is important to note that in spite of the bad approximation of the density and velocity for border cells, we have a very good prediction of the mean interface position (see Fig. 9 right). Furthermore, we stress that Fig. 14 shows that we have the right behavior of the bubble and the right compression time since at exactly $t=0.5$ the numerical bubble has disappeared completely of the domain like the exact bubble.


Figure 10: On the left: approximate density given by the V.O.F. scheme presented in Section 3 at times $t=0.07$ and $t=0.3$ for $\Delta x=\Delta y=2 / 100$. On the right: exact density given by (23) at times $t=0.07$ and $t=0.3$. It is projected on the mesh.


Figure 11: Difference between the exact and the approximate densities at time $t=0.07$, on the left for all the fluid bubble and on the right only for interior cells. The approximate density is given by the V.O.F. scheme presented in Section 3 for $\Delta x=\Delta y=2 / 100$. The exact density is given by (23) and is projected on the mesh.


Figure 12: Difference between the exact and the approximate densities at time $t=0.3$, on the left for all the fluid bubble and on the right only for interior cells. The approximate density is given by the V.O.F. scheme presented in Section 3 for $\Delta x=\Delta y=2 / 100$. The exact density is given by (23) and is projected on the mesh.


Figure 13: Top: Euclidean norms of the approximate momentum (left) and of the exact momentum (right) at time $t=0.07$. Bottom: Difference between the Euclidean norms of the exact and approximate momentums at time $t=0.07$, on the left for all the fluid bubble, on the right only for interior cells. The approximate momentum is given by the V.O.F. scheme presented in Section 3 for $\Delta x=\Delta y=2 / 100$. The exact momentum is given by (23) and is projected on the mesh.


Figure 14: Fluid bubble for different times $t=0.07, t=0.3, t=0.4$ and $t=0.47$. We can see the different type of the cells: in gray, the full cells, in white, the mixed cells and in black, the empty cells. Top and middle, the results are computed with the V.O.F. scheme presented in Section 3 with $\Delta x=\Delta y=2 / 50$ (top) and $\Delta x=\Delta y=2 / 200$ (middle). Bottom: the results are computed with the exact solution given by (23) and projected on the mesh.

### 4.2 High current diodes

The accuracy of the scheme, detailed in Section 3, has been studied when an homogeneous pressure is applied on the surface of a fluid bubble. Now, we present results for high current diodes. We recall that the asymptotic model of Section 2 has been proposed to describe such a device. We approximate it with the V.O.F. method presented in Section 3. Physical parameters for high current diodes (see [30, 34, 48, 55, 58] for a more precise description of high current diodes) are chosen such that the distance between electrodes $L=10^{-2} \mathrm{~m}$, the heat specific ratios: $\gamma_{i}=\gamma_{e}=5 / 3$ and $C_{i}=C_{e}=1$. We consider protons and electrons, then $m_{i}=3,37 \cdot 10^{-27} \mathrm{~kg}$ and $m_{e}=9,1 \cdot 10^{-31} \mathrm{~kg}$ The temperature, the density and the velocity at the injection point are chosen such that: $T_{i}=T_{e}=5 \mathrm{eV}$, $n_{i}=n_{e}=n_{0}=10^{20} \mathrm{~m}^{-3}$ and $u_{i}=u_{e}=u_{0}=\sqrt{e T_{i} / m_{i}}=1,5.10^{4} \mathrm{~m} / \mathrm{s}$, where we recall that $e=1,6 \cdot 10^{-19}$ Coulomb is the positive elementary charge. Finally the applied potential is defined by $\phi(x=0)=0$ Volt and $\phi(x=L)=\phi_{L}=10^{5}$ Volts.

In the following simulations, we consider a square domain and the injection region for the plasma is assumed to be small, of size $2 \Delta x$ such that the artificial boundary $\Gamma_{\text {art }}$ does not act on the plasma expansion. We discretize the domain with a uniform Cartesian mesh constituted of $100 \times 100$ cells. Moreover, the one dimensional study of such a device (see [12]) shows that in order to get the right interface position, the reaction-pressure acting along the interface must be penalized by the coefficient $\alpha=0.5$.

Fig. 15 presents the density in the region filled by the plasma for time $t=0.10 \tau, t=$ $0.20 \tau, t=0.30 \tau$ and $t=0.40 \tau$. The plasma bubble expands from the cathode to the anode. It is slowed down by the reaction pressure force which expresses the reaction of the plasma to the emission of electrons in the beam. We recall that we have chosen a free current model with a reaction pressure force located at the plasma-beam interface only. We can observe that due to this reaction-pressure force, the plasma region keeps connected during the simulation, there is no instabilities at the interface. Hence, Fig. 16 presents the projections of the density in the $x$ direction. It shows more precisely the effect of the reaction-pressure term : the front of the plasma is very stiff near the interface. Note that, like in one dimensional simulations, see $[12,14]$, we observe a non physical overflow in the density results at the plasma-beam interface. This is due to the model and more precisely to the fact that the reaction-pressure force should be exerted in all the plasma and not only at the plasma beam interface. We recall that in one dimension in spite of this, the interface position is well predicted. A possible way to overcome this problem consists in using a quasi-neutral model with a non vanishing current for the description of the plasma, see [13] for one dimensional numerical results. On Fig. 15, we can also note that the physical symmetry of the plasma bubble with rapport to the line $y=0.5$ is well described by the numerical solution. Indeed, let us denote by $n_{\text {app }}$ the piecewise constant approximation of the density $n$. This approximation is defined by $n_{\text {app }}(x, y, t)=n_{i, j}^{m}$ for all $x \in[(i-1) \Delta x, i \Delta x), y \in[(j-1) \Delta y, j \Delta y)$ and $t \in\left[t^{m}, t^{m+1}\right)$ with $i, j \in\{1, \cdots, 100\}$ and $\left(t^{m}\right)_{m \geq 0}$ the sequence of the discrete times. We define the $L^{1}$ error on the symmetry by $\operatorname{err}(t)=\sum_{i=1}^{100} \sum_{j=1}^{50} \Delta x \Delta y\left|n_{i, j}^{m}-n_{i, 100-j+1}^{m}\right| / \sum_{i=1}^{100} \sum_{j=1}^{50} \Delta x \Delta y\left|n_{i, j}^{m}\right|$ if $t \in\left[t^{m}, t^{m+1}\right)$. Then, the error on the symmetry for the different times plotted in Fig. 15 are given by
$\operatorname{err}(0.1 \tau) \approx 1.2 \times 10^{-13}, \operatorname{err}(0.2 \tau) \approx 9.4 \times 10^{-13}, \operatorname{err}(0.3 \tau) \approx 1.05 \times 10^{-12}$ and $\operatorname{err}(0.4 \tau) \approx$ $1.74 \times 10^{-9}$. This shows that the symmetry is well described by the approximate solution. Fig. 17 shows the plasma velocity. The effect of the reaction-pressure term is confirmed


Figure 15: Plasma density at the time $t=0.1 \tau, t=0.2 \tau, t=0.3 \tau, t=0.4 \tau$ with $\tau=u_{0} / L=6.67 \times 10^{-7}$ second. The solution is computed with the discretized asymptotic model using the V.OF. scheme presented in Section 3. We use a uniform Cartesian mesh with $100 \times 100$ cells.
here since the $L^{2}$ norm of the velocity vector is smaller near the interface than in the plasma bubble. This difference increases with time, this is due to the fact that the pressure reaction force increases when the distance between the interface and the anode decreases. Furthermore, Fig. 17 shows an azymuthal asymmetry. At times $t=0.1 \tau$ and $t=0.2 \tau$ the plasma bubble is oval. This shape is physical. Indeed, the electrons are accelerated in the $x$ - direction because of the positive potential of the anode located on the plane $x=1$. Then, the ions try to follow the electrons for quasi-neutrality reasons, and the plasma bubble becomes oval. At times $t=0.3 \tau$ and $t=0.4 \tau$ there is a deformation on the front of the bubble. This shape is no more physical. Like for the non physical overflow in the density results at the plasma-beam interface, this deformation is due to the model
and more precisely to the reaction-pressure force. Indeed, this force should be exerted in all the plasma. But in our model, it is located at the plasma-beam interface. Then, the reaction-pressure force is too large at the plasma beam interface and leads to unphysical deformations of the plasma bubble. We recall that the quasi-neutral plasma model with a non vanishing current proposed in [13], gives a model for which the pressure-reaction force is exerted continuously in all the plasma region. Then, using this model would certainly allow to overcome this problem.


Figure 16: Orthogonal projection on $[0, x)$ of the plasma density at the time $t=0.1 \tau$, $t=0.2 \tau, t=0.3 \tau, t=0.4 \tau$ with $\tau=u_{0} / L=6.67 \times 10^{-7}$ second. The solution is computed with the discretized asymptotic model using the V.OF. scheme presented in Section 3. We use a uniform Cartesian mesh with $100 \times 100$ cells.


Figure 17: Plasma velocity at the time $t=0.1 \tau, t=0.2 \tau, t=0.3 \tau, t=0.4 \tau$ with $\tau=u_{0} / L=6.67 \times 10^{-7}$ second. The solution is computed with the discretized asymptotic model using the V.OF. scheme presented in Section 3. We use a uniform Cartesian mesh with $100 \times 100$ cells. The vectors indicate the direction of the velocity vector and the color gives the $L^{2}$ norm of the velocity vector.

## 5 Conclusion

In this paper we proposed a simplified two dimensional model for the description of a plasma bubble expansion between two electrodes. This model is an extension of the one dimensional model of [12] obtained by a formal asymptotic analysis, from the two-fluid Euler Poisson model. This model is constituted of the isentropic Euler equations for the quasi-neutral fluid. For the beam region we proposed a simplified Child-Langmuir model. It consists in assuming that the one dimensional Child-Langmuir law can be applied. For all points of the plasma-beam interface, knowing the distance covered by an electron from this point to the anode, the one dimensional Child-Langmuir law gives the current at the plasma beam interface point. We proposed a simple method to approximate this covered distance.

Furthermore, we described the numerical scheme used for the discretization of this model. This is a Volume Of Fluid method with the S.L.I.C. algorithm (Simple Line Interface Calculation). We detailed the numerical processing of the "pressure reaction" term acting along the discrete interface. We gave numerical results for a test case of a two dimensional fluid compression for which we can compare the numerical solution to an analytical solution. Then we performed numerical simulations of the high current diodes problem.

These preliminary results of the numerical plasma beam interface tracking give promising results which can be extended to more complex models. Indeed with the two dimensional fluid compression test case we have seen that we have the right compression time and a good approximation, with the mean value, of the bubble radius. The splitting of the system into the transport in the directions $x$ and $y$ and the S.L.I.C. algorithm privilege the Cartesian deformations, and at the end of the simulation the approximate bubble becomes square while the exact bubble is circular. This point can be ameliorated discretizing directly system (4) instead of the splitted systems (14) and using Youngs' method (see [60]) instead of the S.L.I.C algorithm in the projection step.

In the case of the high current diodes problem, the plasma bubble expansion is well described. A generalization of this work to a non zero current model, like the one proposed in [13] for the one dimensional case, would be interested in order to better approximate the plasma density i.e. without the overflow at the plasma-beam interface. Then, a comparison with the results obtained in [11] using an asymptotic preserving scheme would offer attractive perspectives.
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