
Beta distributions on matrices and

applications

Gérard Letac, Université Paul Sabatier,
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Hermitian matrices

We take care simultaneously of the real case

(d = 1), the complex case (d = 2) and the

quaternionic case (d = 4). It is convenient to

sometimes denote by F1, F2 and F4 respecti-

vely the real numbers, the complex numbers

and the quaternions. We fix a positive inte-

ger r. We denote by Mr the real linear space

of (r, r) matrices X = (xij)1≤i,j≤r with ele-

ments in Fd. The adjoint X∗ = (yij)1≤i,j≤r

of X = (xij)1≤i,j≤r is defined by yij = xji.

The group Kr is the group of u ∈ Mr such

that uu∗ = u∗u = 1. Thus Kr is the ortho-

gonal group for d = 1, the unitary group for

d = 2 and the symplectic group for d = 4.

Furthermore X ∈ Mr is said to be Hermitian

if X = X∗.

Determinants of quaternionic Hermitian ma-

trices and their eigenvalues need some care

to be properly defined.
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You

people of random matrices,

you who call ensemble∗

what others call

probability law on matrices

remember that what you call β

is the Peirce constant d

of Jordan algebras.

The number f = d/2 is

the half Peirce constant.

∗after Boltzmann
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We denote by Vr the real linear space of Her-

mitian matrices (therefore real symmetric for

d = 1 and quaternionic Hermitian for d = 4.)

If X ∈ Vr then X is said to be positive definite

if for any z ∈ F r
d written as a column then the

number z∗Xz is a real number and is positive.

We denote by Ω the cone of positive definite

Hermitian matrices of order r. We denote by

Ir the identity matrix. We denote by Ω the

cone of positive definite Hermitian matrices

of order r .
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Wishart

If σ ∈ Ω and if

p ∈ Λ = {f, 2f, . . . , (r − 1)f} ∪ ((r − 1)f,∞)

the Wishart distribution γp,σ(dx) is the distri-

bution on Ω whose Laplace transform is∫
Ω

e− tr (θx)γp,σ(dx) = det(Ir + σ1/2θσ1/2)−p

Of course, for d = 1, 2 the Laplace transform

can be given the simpler form∫
Ω

e− tr (θx)γp,σ(dx) = det(Ir + θσ)−p.

When p > (r − 1)f then γp,σ(dx) is :

1

ΓΩ(p)
e− tr (σ−1x)(det x)p−1−(r−1)f(det σ)−p1Ω(x)dx,

where

ΓΩ(p) = C
r∏

j=1

Γ(p− (j − 1)f). (1)

The numerical constant C does not depend

on p but only on d and r.
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If p = kf with k = 1, 2 . . . , r − 1 then γp,σ is

concentrated on the elements of Ω with rank

k and is a singular distribution. Λ is called

the Gyndikin set, since Gyndikin has shown in

1975 that the above Laplace transform is not

the Laplace transform of a positive measure

if p /∈ Λ but a Schwartz distribution.
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Beta

Proposition 1. If U and V are independent

rv with respective distributions γp,σ and γq,σ

where p and q are in Λ and are such that

p + q > (r − 1)f then

1. S = U + V is invertible.

2. Z = S−1/2US−1/2 is independent of S

3. The distribution of Z does not depend on

σ.

4. The distribution of Z is invariant by the

action of Kr defined by z 7→ uzu∗.

5. If p > (r−1)f and q > (r−1)f then Z has

a density concentrated on Ω ∩ (Ir − Ω) :

C(det z)p−1−(r−1)f(det(Ir− z))q−1−(r−1)f

with C = ΓΩ(p+q)
ΓΩ(p)

The distribution of such a Z is called the

beta distribution Bp,q with parameters p, q.
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Some linear algebra : We equip Vr with the
inner product 〈a, b〉 = tr (ab). Thus Vr be-
comes Euclidean. Since Vr is Euclidean, spea-
king of symmetric linear operators acting on
Vr makes sense. By definition such a symme-
tric operator ϕ : Vr 7→ Vr must satisfy for all
a, b ∈ Vr

tr (aϕ(b)) = tr (ϕ(a)b).

Denote by S(Vr) the linear space of these
symmetric operators ϕ on Vr. Here are two
important examples of elements of S(Vr)

Example 1 : the operator P(z). If z ∈ Vr

and a ∈ Vr denote P(z)(a) = zaz. Thus for
fixed z ∈ Vr the map P(z) defined by a 7→ zaz
is linear. Furthermore it is symmetric since
tr (aP(z)(b)) = tr (P(z)(a)b) or tr (azbz) =
tr (zazb) by commutativity of traces.

Example 2 : the operator z ⊗ z. If z ∈ Vr

and a ∈ Vr define (z ⊗ z)(a) = z tr (za). Thus
a 7→ (z ⊗ z)(a) is linear from Vr to Vr and it
defines a symmetric operator on Vr since

tr ((z⊗z)(a)b) = tr (za) tr (zb) = tr (a(z⊗z)(b)).
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The magic operator Ψ. We want to avoid

calculations (actually hidden in the proof of

next proposition). The magic operator Ψ is a

special linear map of S(Vr) into itself which

has the property that Ψ(z ⊗ z) = P(z) for all

z ∈ Vr. Since this is for all z ∈ Vr and since

the elements of rank one z ⊗ z in S(Vr) are

actually numerous enough to generate S(Vr)

itself this is not surprising that Ψ(z⊗z) = P(z)

defines at most one Ψ.

Proposition 2 There exists one and only one

endomorphism Ψ of S(Vr) such that for all z

Ψ(z ⊗ z) = P(z)

Furthermore (recall that f = d/2) :

Ψ(P(z)) = fz ⊗ z + (1 − f)P(z).
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It is not advisable to represent the operator Ψ

by a matrix : dimS(Vr) = (r+d)(r+d+1)/2.

Suppose that d = r = 2 : then dimS(V2) =

10 and after having chosen a basis of S(V2)

you have still to find the representative matrix

of Ψ corresponding to this basis. A colleague

became convinced of the usefulness of Ψ af-

ter he had completely written the hundred

entries of such a matrix..
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The Olkin and Rubin Lemma. For simplicity,

for u in Kr denote ku(z) = uzu∗ for all z ∈
Vr. Since Vr is Euclidean, when k is a linear

operator on Vr, it makes sense to define the

adjoint operator k∗ by tr (ak(b)) = tr (k∗(a)b)

for all a and b in Vr. In particular (ku)∗ = ku∗.

We denote by K the image of Kr by u 7→ ku.
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The lemma looks for all the elements f of

S(Vr) such that for all k ∈ K one has f =

kfk∗. An example of such an f is Ir ⊗ Ir : If

k = ku let us compute f(z) and kfk∗(z) for

all z ∈ Vr. Thus f(z) = Ir tr (z) and

kfk∗(z) = kf(u∗zu) = k(Ir tr (u∗zu)) = k(Ir tr (z))

= tr (z)k(Ir) = tr (z)uIru
∗ = tr (z)Ir.

An other example of f such that f = kfk∗ is

simply the identity on Vr : if f = idVr then

f(z) = z and kfk∗(z) = uu∗zuu∗ = z since

uu∗ = Ir. The lemma says that these two

examples are essentially the only ones. More

specifically

Lemma . Let f ∈ S(Vr). Then f = kfk∗ for

all k ∈ K if and only if there exists two real

numbers λ and µ such that

f = λidVr + µIr ⊗ Ir.
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First and second moments of Wishart

Proposition 3. Let U ∼ γp,σ where p ∈ Λ and
σ ∈ Ω. Then E(U) = pσ and

E(U ⊗ U) = p2σ ⊗ σ + pP(σ)

E(P(U)) = pfσ ⊗ σ + (p2 + p(1 − f))P(σ)

which means

E( tr (Ua) tr (Ub)) = p2 tr (σa) tr (σb) + p tr (aσbσ)

E( tr (aUbU)) = pf tr (σa) tr (σb)

+(p2 + p(1 − f)) tr (aσbσ)

Proof of Proposition 3. The computations
of E(U) and of E(U⊗U) are directly obtained
from the Laplace transform. The computa-
tion of E(P(U)) is an application of Proposi-
tion 2 : apply Ψ-the-Magic to both sides of
(9). We get by linearity

E(P(U)) = E(Ψ(U ⊗ U)) = p2Ψ(σ ⊗ σ) + pΨ(P(σ))

= p2P(σ) + pfσ ⊗ σ

+p(1 − f)P(σ)
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First and second moments of beta

Proposition 4. Let Z ∼ Bp,q where p, q ∈ Λ

and p + q > (r−1)f. Then E(Z) = p
p+qIr and

E(Z ⊗ Z) = λ1idVr + µ1Ir ⊗ Ir (2)

E(P(Z)) = λ2idVr + µ2Ir ⊗ Ir (3)

where

λ1 =
p

p + q
×

q

(p + q)2 + (p + q)(1 − f) − f

µ1 =
p

p + q
×

p(p + q + 1 − f) − f

(p + q)2 + (p + q)(1 − f) − f

and λ2 = (1 − f)λ1 + µ1 and µ2 = fλ1.

(Note the simplicity of formulas in the com-

plex case f = 1).
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Proof. We use Proposition 1 and write Z =

S−1/2US−1/2 with S = U + V and U ∼ γp,σ

V ∼ γq,σ independent. Since the distribution

of Z is invariant by K thus m = E(Z) is in-

variant by K, that means umu∗ = m for all

u ∈ Kr : this implies that there exists a real

number λ such that m = λIr (just diagona-

lize m to verify this fact). For computing λ

we write λIr = E(Z|S) since Z and S are in-

dependent. This implies by applying P(S1/2)

to both sides

λS = P(S1/2)(E(Z|S)) = E(P(S1/2)(Z)|S) = E(U |S)

Now we take the expectation of both sides :

λE(S) = E(U) which leads from Proposition 3

to λ(p+q)σ = pσ (recall that S ∼ γp+q,σ from

the Laplace transform). Finally E(Z) = p
p+qIr

as desired.
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For the second moments, we use the Olkin

and Rubin lemma above. Since the distribu-

tion of Z is invariant by K, then f = E(Z⊗Z)

must satisfy f = kfk∗ for all k ∈ K and there

exists two numbers λ and µ such that

E(Z ⊗ Z) = λidVr + µIr ⊗ Ir.

We translate this into

E( tr (aZ) tr (bZ)) = λ tr (ab) + µ tr (a) tr (b).
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To determine λ and µ we use the representa-

tion Z = S−1/2US−1/2 as usual with Z and S

independent. We take a and b as functions of

S : a = P(S1/2)(A) and b = P(S1/2)(B) where

A and B are constant elements of Vr. Thus

λ tr (ASBS) + µ tr (AS) tr (BS)

= E( tr (P(S1/2)(A)Z) tr (P(S1/2)(B)Z)|S)

= E( tr (AU) tr (BU))|S)

Taking the expectations of both sides we get

λE( tr (ASBS))+µE( tr (AS) tr (BS)) = E( tr (AU) tr (BU))

that one may rather write as

λE(P(S)) + µE(S ⊗ S) = E(U ⊗ U)

Now we use Proposition 3 to rewrite this as

λ[(p + q)fσ ⊗ σ + ((p + q)2 + (p + q)(1 − f))P(σ)]

+µ[(p + q)2σ ⊗ σ + (p + q)P(σ)]

= p2σ ⊗ σ + pP(σ)
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Now we identify (since r ≥ 2) the coefficients

of σ ⊗ σ and P(σ) on both sides :

λ(p + q)f + µ(p + q)2 = p2

λ[(p + q)2 + (p + q)(1 − f)] + µ(p + q) = p

Solving this linear system we get λ = λ1 and

µ = µ1 and (2) is proven. To prove (3) we

apply Ψ to (2) and we get since idVr = P(Ir)

and by using Proposition 2

E(P(Z)) = E(Ψ(Z ⊗ Z)) = λ1Ψ(P(Ir)) + µ1Ψ(Ir ⊗ Ir)

= λ1(fIr ⊗ Ir + (1 − f)idVr) + µ1idV r

= (λ1(1 − f) + µ1)idVr + λ1fIr ⊗ Ir

= λ2idVr + µ2Ir ⊗ Ir
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Invariant moments of the beta distributions.

Let Z be Bp,q distributed, for d = 1, 2 or 4.

We explain how to compute the invariant mo-

ments of Z namely E(Q(Z)) where Q(z) is

a real polynomial with respect to the n =

r + fr(r − 1) real entries of the matrix z ∈ E

with the following invariance property : for

each u ∈ Kr we have

Q(uzu∗) = Q(z).

Such a polynomial Q is called an invariant po-

lynomial. Examples are Q(z) = tr (zk) for all

non negative integers k. Actually Q is inva-

riant if and only if Q(z) depends only on the

eigenvalues (λ1, . . . , λr) of z, more specifically

being a symmetric polynomial in (λ1, . . . , λr).

For instance tr (zk) = λk
1 + · · · + λk

r .
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The set of invariant polynomials is obviously

an algebra (we mean that it is closed by linear

combination and multiplication). The alge-

bra of invariant polynomials is linearly gene-

rated by the family of spherical polynomials

Φ = {Φm ; m ∈ M} that we are going to

describe. Furthermore Φ is a basis. By this

we mean that for any invariant polynomial Q

there exists a unique set (λm(Q))m∈M of real

numbers such that

Q =
∑

m∈M

λm(Q)Φm.

Of course, in this compact expression only a

finite number of λm(Q) are not zero.
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The basis Φ of spherical polynomials is not

the only remarkable basis of the set of sphe-

rical polynomials and the book by Macdonald

(1999) describes several of them. However Φ

is important for our purposes here since we

are able in Proposition 6 below to compute

E[Φm(Z)] explicitly, as well as E[Φm(Z−1)]

when it exists. From this proposition we can

to compute the expectation of Q(Z) or Q(Z−1)

for any invariant polynomial Q if we are able

to compute (λm(Q))m∈M .

Consider a Hermitian matrix x = (xij)1≤i,j≤r

of order r. For 1 ≤ k ≤ r we denote ∆k(x) =

det(xij)1≤i,j≤k. Consider a sequence of inte-

gers m = (m1, . . . , mr) such that m1 ≥ m2 ≥
· · · ≥ mr ≥ 0. We denote |m| = m1 + m2 +

· · · + mr. Let

∆m(x) = (∆1(x))m1−m2(∆2(x))m2−m3 · · ·
(∆r−1(x))mr−1−mr(∆r(x))mr.
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The spherical polynomial Φm(x) of parame-

ter m is defined by the following integral on

the group Kr endowed with the Haar measure

du (normalized in order to have total mass

one) :

Φm(x) =
∫
Kr

∆m(u−1xu)du.

We have obviously Φm(Ir) = 1. The spherical

polynomial Φm(x) is a homogeneous polyno-

mial of degree |m| with respect to the entries

xij of the Hermitian matrix x. An other im-

portant remark is that for any v in Kr we

have

Φm(x) = Φm(vxv∗). (4)

A consequence of (4) is that actually, Φm(x)

depends only on the eigenvalues of x. They

are sometimes the perfect analogue of powers

in one dimension, as shown by the following

proposition :
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Proposition 5. Let A and X be independent

random variables valued in Mr and Vr respec-

tively such that X ∼ uUu∗ for all u ∈ Kr. Then

for all m ∈ M we have

E(Φm(AXA∗)) = E(Φm(AA∗))E(Φm(X))

Proof. It relies on the following important

formula, proved for instance in Faraut and

Koranyi (1994), Corollary XI.3.2 : for x ∈ Vr

and a ∈ Mr∫
Kr

Φm(auxu∗a∗)du = Φm(aa∗)Φm(x) (5)

Since uXu∗ ∼ X we are allowed to write

E(Φm(AXA∗)) =
∫
Kr

E(Φm(AX∗A∗))du

=
∫
Kr

E(Φm(AuXu∗A∗))du

= E
(∫

Kr

Φm(AuXu∗A∗)du

)
= E(Φm(AA∗)Φm(X))

= E(Φm(AA∗))E(Φm(X)).
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We introduce the symbols

(p)m =

∏r
j=1 Γ(mj + jf + p)∏r

j=1 Γ(jf + p)
(6)

(q∗)m =

∏r
j=1 Γ(−mj + jf + q)∏r

j=1 Γ(jf + q)
(7)

Proposition 6. Let Z be Bp,q distributed, for

d = 1, 2 or 4. Then for m ∈ M we have

E[Φm(Z)] =
(p)m

(p + q)m
.

Furthermore if p > (r − 1)f we have

E[Φm(Z−1)] =
((p− rf)∗)m

((p + q − rf)∗)m
.
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Proof. As usual we write Z = S−1/2US−1/2

with S = U + V where U and V are inde-

pendent rv such that U ∼ γp,Ir and V ∼ γq,Ir

with p + q > (r − 1)f. Now we apply Propo-

sition 5 to X = Z and to A = S1/2. Since Z

and S are independent we have

E(Φm(U)) = E(Φm(S1/2ZS1/2))

= E(Φm(S))E(Φm(Z)).

We then use the fact that

E(Φm(U)) = (p)mΦm(σ)

and that E(Φm(S)) = (p + q)mΦm(σ) to get

the result. The second part has a similar proof

based on the fact that

E(Φm(U−1)) = ((p− rf)∗)mΦm(σ−1).
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In the complex case (d=2) there is a third

and very complete way to investigate the mo-

ments of the beta distributions : see the very

complete paper by Mireille Capitaine and Mu-

riel Casalis, Indiana University Mathematics

Journal, 53 (2004) 397 -431

Asymptotic Freeness by Generalized

moments for Gaussian and Wishart

Matrices. Application to Beta Random

Matrices
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A first application : the Thomae formula for

hypergeometric functions on Hermitian ma-

trices. We now use Proposition 6 for exten-

ding the following Thomae formula

3F2(a, b, c; d, e; 1)
Γ(d + e− b− c)Γ(d + e− a− c)Γ(c)

Γ(d)Γ(e)Γ(d + e− a− b− c)
=

3F2(d−c, e−c, d+e−a−b−c; d+e−a−c, d+e−b−c; 1)

to hypergeometric functions defined on Vr.

Some definitions are in order. Let us intro-

duce first the zonal polynomials (Cm(x))m∈M .

They are mere multiples of the spherical po-

lynomials :

Cm(x) = CmΦm(x)

where the complicated constant Cm is

Cm =
|m|!

(1 − f + rf)m
dm

where dm is the dimension of the linear space

Pm generated by the set of polynomials in

x ∈ Vr :

{∆m(axa∗) ; a ∈ Mr}.
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We said before that the spherical polynomials

Φm(x) are sometimes the perfect analogue of

the powers xm in one dimension. This is not

always true : the zonal polynomials Cm(x) can

be better analogues since they replace powers

in the extension to Vr of many one variable

classical formulas. One of them is

det(Ik − x)−p =
∑

m∈M

(p)m
|m|!

Cm(x) (8)

We now define for the integer q ≥ 0

q+1Fq(a0, a1, . . . , aq; b1, . . . , bq; x)

=
∑

m∈M

(a0)m(a1)m . . . (aq)m
|m|!(b1)m . . . (bq)m

Cm(x).
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Before stating the Thomae formulae for these

hypergeometric functions in Proposition 8,

let us use them for giving the distribution of

U1/2V U1/2 when U and V are independent

Beta matrix variables. In the proof we shall

use the notation n = r + r(r − 1)f for the

dimension of Vr.

Proposition 7. If U ∼ Ba,b and V ∼ Bc,d are

independent then the distribution of X = Ir−
U1/2V U1/2 is

ΓΩ(a + b)ΓΩ(c + d)

ΓΩ(a)ΓΩ(b + c + d)
2F1(b, c+d−a; b+d; x)βb+d,c(dx)

(We skip the long but standard proof : the

major ingredient is the Gauss formula for the

Jordan algebra Vr).
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Here is the Thomae Formula :

Proposition 8.

3F2(a, b, c; d, e; Ir)

×
ΓΩ(d + e− b− c)ΓΩ(d + e− a− c)ΓΩ(c)

ΓΩ(d)ΓΩ(e)ΓΩ(d + e− a− b− c)
=

3F2(d−c, e−c, d+e−a−b−c; d+e−a−c, d+e−b−c; Ir)

Proof. The trick is to compute in two ways

E((det X)−p) when X is defined in Proposi-

tion 7. The first way uses the distribution of

X as computed in Proposition 7.
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E((det X)p) is∫
(Ir−Ω)∩Ω

(det x)pΓΩ(a + b)ΓΩ(c + d)

ΓΩ(a)ΓΩ(b + c + d)

2F1(b, c + d− a; b + d; x)βb+d,c(dx)

=
ΓΩ(a + b)ΓΩ(c + d)

ΓΩ(a)ΓΩ(b + c + d)∑
m∈M

(b)m(c + d− a)m
|m|!(b + d)m

∫
Cm(x)(det x)pβb+d,c(dx)

=
ΓΩ(a + b)ΓΩ(c + d)ΓΩ(b + d + p)

ΓΩ(a)ΓΩ(b + d)ΓΩ(b + c + d + p)∑
m∈M

(b)m(c + d− a)m
|m|!(b + d)m

∫
Cm(x)βb+d+p,c(dx)
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Since from Proposition 6 we have∫
Cm(x)βb+d+p,c(dx) =

(b + d + p)m
(b + c + d + p)m

Cm

we can claim that E((det X)p) is

ΓΩ(a + b)ΓΩ(c + d)ΓΩ(b + d + p)

ΓΩ(a)ΓΩ(b + d)ΓΩ(b + c + d + p)
× 3F2(b, c + d− a, b + d + p ; b + c + d + p, b + d; Ir)

The second way is simpler and uses first Pro-
positions 5 and 6 for writing

E(Cm(U1/2V U1/2)) = CmE(Φm(U))E(Φm(V ))

=
(a)m(c)m

(a + b)m(c + d)m
Cm

We then use (8) applied to x = U1/2V U1/2

for writing

E((det X)p) = E((det(Ir − U1/2V U1/2))p)

=
∑

m∈M

(−p)m
|m|!

E(Cm(U1/2V U1/2))

=
∑

m∈M

(−p)m(a)m(c)m
|m|!(a + b)m(c + d)m

Cm

= 3F2(−p, a, c ; a + b, c + d; Ir)
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A second application : expectation of

(X + Y )−1X2(X + Y )−1

when X, Y are independent Wishart. We need

first the result

Proposition 9. If p > (r − 1)f + 1 and if

X ∼ γp,σ then

E[ tr (aX) tr (bX−1)]

=
p

p− 1 − (r − 1)f
tr (aσ) tr (bσ−1)

−
1

p− 1 − (r − 1)f
tr (ab)

In particular

E[X tr (bX−1)]

=
p

p− 1 − (r − 1)f
σ tr (bσ−1) −

1

p− 1 − (r − 1)f
b

E[X−1 tr (aX)]

=
p

p− 1 − (r − 1)f
σ−1 tr (aσ) −

1

p− 1 − (r − 1)f
a
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Proof. Stokes’ formula says that if f vanishes

on the boundary of Ω and vanishes sufficiently

fast at infinity then
∫
Ω f ′(x)(h)dx = 0. We

apply this to f(x) = 1
ΓΩ(p)(det x)qe− tr (θx) for

q = p− 1 − (r − 1)f and θ ∈ Ω. In this case

f ′(x)(h) = f(x)(q tr (x−1h) − tr (θh)).

Thus∫
Ω

tr (x−1h)f(x)dx =
1

q
tr (θh)

∫
Ω

f(x)dx.

Now we differentiate this last equality with

respect to θ :

−
∫

Ω
tr (x−1h) tr (xk)f(x)dx

=
1

q
tr (kh)

∫
Ω

f(x)dx−
1

q
tr (θh)

∫
Ω

tr (xk)f(x)dx.

Now we do h = −b, k = a and θ = σ−1 and we

use E(X) = pσ -and therefore E( tr (aX)) =

p tr (aσ) and we get the desired result.
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Let X and Y be independent random va-

riables such that X ∼ γp,σ and Y ∼ γq,σ. We

assume that p + q > 1 + (r − 1)f. We de-

note S = X + Y and U = S−1X2S−1 and

we are willing to compute a = E(U). For this

we introduce Z = S−1/2XS−1/2 which is in-

dependent of S and beta distributed and we

write U = S−1/2ZSZS−1/2. This implies

E(U) = E(E(U |S)) = E[S−1/2E(ZSZ|S)S−1/2].

Now we use Proposition 4 : by applying E(P(Z))

to S we are able to compute E(ZSZ|S) =

λ2S + µ2Ir tr S. Thus

E(U) = λ2Ir + µ2E(S−1 tr S).
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Now we apply Proposition 9 to S ∼ γp+q,σ

and to a = Ir for finally getting E(U) = αI2 +

βσ−1 tr (σ) where the coefficients α and β are

given by the following formula :

Proposition 10 Let X ∼ γp,σ and Y ∼ γp,σ

be two independent Wishart random variables

and let S = X +Y and U = S−1X2S−1. Then

E(U) = λ2Ir + µ2[
p + q

p + q − 1 − (r − 1)f
σ−1 tr (σ)

−
1

p + q − 1 − (r − 1)f
Ir]
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We now use the preceeding calculations and

tools for comments on the Bryc-Bożejko pro-

blem.

If X, Y are iid random matrices of Ω and if

S = X + Y and Z = S−1/2XS−1/2 are in-

dependent then X is Wishart distributed :

this has been proved by Olkin and Rubin in

1962 for d = 1 under the hypothesis of inva-

riance by the orthogonal group Z ∼ uZu∗ for

all u ∈ O(n) and under the only assumption

of a C2 density by Bobecka and Weso lowski

in 2002. Bryc and Bożejko have raised the

following question : what is the distribution

of X when rather S and U = S−1X2S−1 are

independent ? As we are going to see, X can-

not be Wishart except in the trivial case r =

1. There are trivial solutions : suppose that

n1+· · ·+nk = n, that X is diagonal, that X =

diag(X1In1, . . . , XkInk) and that X1, . . . , Xr are

real independent with Xj ∼ γλj,aj
. Considering

even X ′ = uXu∗ with u ∈ Kr provides an ar-

tificial generality.
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The basic differential system

Our first step is to translate the problem of

finding all possible distributions of X in a sys-

tem of differential equations.

Proposition 11. Let X and Y be iid ran-

dom variables valued in the cone V +
d of po-

sitive definite elements of Vr. One assumes

that E(e〈θ,x〉) = ek(θ) exists in a non empty

open convex set Θ. Let S = X + Y and

U = S−1X2S−1 and a = E(U). If S and U

are independent then for all θ ∈ Θ one has

Ψ(k′′(θ))(a−
1

2
Ir) + k′(θ)(2a−

1

2
Ir)k′(θ) = 0

(9)
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Proof. We observe first that E(Xe〈θ,X〉) =

k′(θ)ek(θ) and that

E((X ⊗X)e〈θ,X〉) = [k′′(θ) + k′(θ)⊗ k′(θ)]ek(θ)

Applying Ψ to the last equality gives the equa-

lity in the space Ls(Vr)

E(P(X)e〈θ,X〉) = [Ψ(k′′(θ)) + P(k′(θ))]ek(θ).

(10)

Now we compute E(X2e〈θ,X〉) from the in-

dependence hypothesis : a = E(U) = E(U |S)

implies

SaS = SE(U |S)S = E(SUS|S) = E(X2|S)

SaSe〈θ,S〉 =E(X2|S)e〈θ,S〉 = E(X2e〈θ,S〉|S)
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We now take expectations :

E(SaSe〈θ,S〉) = E(XaXe〈θ,S〉) + E(Y aY e〈θ,S〉)

+E(XaY e〈θ,S〉) + E(Y aXe〈θ,S〉)

= 2E(XaXe〈θ,X〉)ek(θ) + 2k′(θ)ak′(θ)e2k(θ).

Similarly

E(E(X2|S)e〈θ,S〉) = E(X2e〈θ,X〉)ek(θ).

Equating we get

E(P(X)(a−
1

2
Ir)e〈θ,X〉) + k′(θ)ak′(θ)ek(θ) = 0

Therefore if we apply 10 to a− 1
2Ir we get 9.
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Let us mention an important corollary :

Corollary. If a = αIr with α 6= 1
2 denote c =

2α−1/2
−α+1/2 and f(θ) = eck(θ). Then

Ψ(f ′′(θ))(Ir) = 0.

Proof. From the proposition we have Ψ(k′′)(Ir) =
ck′2 and

f ′ = −cfk′, f ′′ = c2fk′ ⊗ k′ − cfk′′.

Thus Ψ(f ′′)(Ir) =

c2fP(k′)(Ir) − cfΨ(k′′) = cf [ck′2 − ck′2] = 0.

Note that if a = αIr and if α = 1
2 implies

that X is Dirac by Proposition 1. Furthermore
since

E(S−1(X − Y )2S−1) = 4a− Ir

is semi positive definite- use

Ir = E(S−1(X + Y )2S−1),

we have α ≥ 1/4. Thus c and 1
2 − α have the

same sign.
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Why Wishart distributions do not fit. When

X is Wishart, Proposition 10 has shown that

a = αIr + βσ−1 tr (σ) where the numbers α

and β have been computed. Denote κ(θ) =

−p log det(−θ). Then if X is Wishart with shape

parameter p we have k(θ) = κ(θ +θ0)−κ(θ0).

For simplification denote σ = −(θ + θ0)−1.

Then standard calculation shows that

k′(θ) = pσ, k′′(θ) = pP(σ).

We use

Ψ(P(y)) =
d

2
y ⊗ y + (1 −

d

2
)P(y)

for claiming that if X is Wishart as above

then

Ψ(k′′(θ)) =
p

2
((2 − d)P(σ) + dσ ⊗ σ).
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We carry this is in Proposition 11 and we get

p

2
[σ(a−

1

2
Ir)σ+σ tr (σ(a−

1

2
Ir))]+p2σ(2a−

1

2
Ir)σ = 0

which is clearly impossible if n > 1 since it

leads to an equality of type

Aσ2 + Bσ tr (σ) = 0

where the real coefficients A and B can be

computed and satisfy A + rB 6= 0. Thus Wi-

shart distributions cannot be a solution.
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Solutions invariant by Kr

We are now concentrating on the search of
distributions of X fulfilling independence of S
and U such that the distribution of X is inva-
riant by the transformations X 7→ uXu∗ where
u ∈ Kr. In this case a = E(U) has the form αIr

since the distribution of U is also invariant by
Kr and finding the possible distributions of X
is solving the 4 problems

1. Find all real analytic functions f defined
on some open subset of the space Vr such
that Ψ(f ′′)(Ir) = 0 which are furthermore
invariant by θ 7→ uθu∗ for all orthogonal
(correspondingly, unitary) matrices.

2. Among these f find the ones such that
θ 7→ f(θ)−1/c is the Laplace transform of
some probability P on Sr

3. Find the corresponding probabilities P .

4. Among them, decide which P ’s are such
that X and Y iid with distribution P satisfy
U independent of X + Y with

U = (X + Y )−1X2(X + Y )−1
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Problem 1 involves the finding of functions

f such that Ψ(f ′′)(Ir) = 0 and which are in-

variant by Kr, which means that x 7→ f(x)

depends only on the eigenvalues of x. Howe-

ver, instead of writing f(x) = g(λ1, . . . , λr)

computations will be simpler by introducing

the elementary symmmetric functions σ1 =

λ1 + · · ·+λr, σ2 = λ1λ2 +λ1λ3 + · · ·+λr−1λr,

σr = λ1 · · ·λr and by writing

f(x) = g(σ1, . . . , σr).

A very long calculation now leads to the

following partial differential equations

(PDE) system. Note that it is

1. linear homogeneous

2. of the second order

3. with non constant coefficients which are

polynomials of degree one with respect to

the variables σ1, . . . , σr. 45



For stating the PDE system we introduce n

symmetric matrices P1, . . . , Pr of order r. For

r = 2 they are

P1 =

[
1 0
0 −σ2

]
, P2 =

[
0 1
1 σ1

]
,

For r = 3 they are

P1 =

 1 0 0
0 −σ2 −σ3
0 −σ3 0

 , P2 =

 0 1 0
1 σ1 0
0 0 −σ3

 ,

P3 =

 0 0 1
0 1 σ1
1 σ1 σ2

 ,
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For r = 4 they are

P1 =


1 0 0 0
0 −σ2 −σ3 −σ4
0 −σ3 −σ4 0
0 −σ4 0 0

 , P2 =


0 1 0 0
1 σ1 0 0
0 0 −σ3 −σ4
0 0 −σ4 0

 ,

P3 =


0 0 1 0
0 1 σ1 0
1 σ1 σ2 0
0 0 0 −σ4

 , P4 =


0 0 0 1
0 0 1 σ1
0 1 σ1 σ2
1 σ1 σ2 σ3


The general structure of Pj for general r is

Pj(k, s) =
σk+s−1−j if max{k, s} ≤ j ≤ k + s− 1 ≤ r;

−σk+s−1−j if 1 ≤ j < min{k, s} and ≤ k + s− 1 ≤ r;

0 otherwise.

47



P1 =



1 0 0 0 0 0 . . . 0
0 −σ2 −σ3 −σ4 −σ5 . . . −σr

0 −σ3 −σ4 −σ5 . . . −σr 0
0 −σ4 −σ5 0 0
0 −σ5

... ... ...
0
... ... −σr 0 . . . ...
0 −σr 0 0 . . . . . . 0


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P2 =



0 1 0 0 0 0 · · · 0
1 σ1 0 0 0 · · · · · · 0
0 0 −σ3 −σ4 −σ5 · · · −σr

0 0 −σ4 −σ5 0
0 0 −σ5

...
0 ... ...
... ...
0 0 −σr 0 · · · · · · 0



P5 =



0 0 0 0 1 0 · · · 0
0 0 0 1 σ1 0 · · · 0
0 0 1 σ1 σ2 0 · · · 0
0 1 σ1 σ2 σ3 0 · · · 0
1 σ1 σ2 σ3 σ4 0 · · · 0
0 0 0 0 0 −σ6 −σr
... ... ... ...
0 0 0 0 0 −σr · · · 0


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Pr−1 =



0 0 · · · · · · 0 1 0
0 0 · · · · · · 0 1 σ1 0
... ... σ1 σ2 0

... σ2 σ3 0
... 0 ... ...
0 1 σ1 σ2

... 0
1 σ1 σ2 σ3 · · · σr−2 0
0 0 0 0 · · · 0 0 −σr



Pr =



0 0 · · · · · · 0 0 1
0 0 · · · · · · 0 0 1 σ1
... ... 1 σ1 σ2

... σ1 σ2 σ3
... 0 ...
0 0 1 σ1 σr−3
0 1 σ1 σ2 σr−3 σr−2
1 σ1 σ2 σ3 · · · σr−3 σr−2 σr−1


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Here is our main theorem with W. Bryc :

Theorem Let f : Vr → R such that f inva-

riant by Kr, and denote f(x) = g(σ1, . . . , σr).

We denote gi = ∂g
∂σi

and gij = ∂2g
∂σi∂σj

. Then

Ψ(f ′′)(Ir) = 0 if and only if g is the solution

of the following PDE system :

−(r − j)fgj+1 +
r∑

m=1

r∑
i=1

Pj(m, i)gmi = 0

for j = 1, 2, . . . , r.

We remark that this becomes
n∑

m=1

r∑
i=1

Pr(m, i)gmi = 0

in the exceptional case j = r. Note also that

the system can be written as

tr (Pjg
′′) = (r − j)fgj+1

for j = 1, 2, . . . , r. The matrix Pj does not

depend on d but the second member does.
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For instance we have the following solutions

g = σ1,

g = (σ2 −
σ2

1

4
)(1−(r−1)d)/2

for (r, d) 6= (2, 1) and

g = log(σ2 −
σ2

1

4
)

for (r, d) = (2, 1).

For r = 2 the general solution of the system

can be made explicit :

g = C1+C2σ1+C3(σ2+
d

4
σ2

1)+C4(σ2−
σ2

1

4
)(1−d)/2

for d > 1 and

g = C1+C2σ1+C3(σ2+
1

4
σ2

1)+C4 log(σ2−
σ2

1

4
)

for d = 1.
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For r = 3 Alban Quadrat has proved that the

dimension of the space of solutions is 8 and

one can conjecture that the dimension of the

space of solutions for arbitrary r is 2r. For

r = 3 I know only of a space of dimension 5

g = C1 + C2σ1 + C3(σ2 +
d

2
σ2

1)

+C4(σ3 +
d

4
σ1σ2 +

d2

24
σ3

1)

+C5(σ2 −
σ2

1

4
)(1−2d)/2

while the three other independent solutions

whose existence has been shown by Alban

Quadrat are not known explicitely. In gene-

ral one observes that we have r + 1 inde-

pendent polynomial solutions of weight ≤ r,

plus the universal one (σ2 −
σ2

1
4 )(1−(r−1)d)/2

and the 2r − r + 2 other ones unknown.

53



We get at least a lot of non trivial solutions

for the Laplace transform of X :

E(e tr (θX))

=
1

[1 + C2σ1 + C3(σ2 + d
4σ2

1)]p

=
1

[1 + C2 tr θ + C3
2 ((1 + d

4)( tr θ)2 − tr (θ2)]p

The denominator involves a quadratic poly-

nomial in θ and therefore the density can be

made explicit. It exists under a proper choice

of the constants C2 and C3. (See Letac and

Weso lowski, TAMS 2008.) The distribution

is concentrated on the cone

{x ∈ Vr; (1 + f)( tr x)2 − tr (x2) > 0}.
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