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#### Abstract

We prove that if $\Gamma$ is a lattice in a classical simple Lie group $G$, then the symmetric space of $G$ is $\Gamma$-equivariantly homotopy equivalent to a proper cocompact $\Gamma$-CW complex of dimension the virtual cohomological dimension of $\Gamma$.


## 1. Introduction

Let $\Gamma$ be an infinite discrete group. A $\Gamma$-CW-complex $X$ is said to be a model for $\underline{E} \Gamma$, or a classifying space for proper actions, if the stabilizers of the action of $\Gamma$ on $X$ are finite and for every finite subgroup $H$ of $\Gamma$, the fixed point space $X^{H}$ is contractible. Note that any two models for $\underline{E} \Gamma$ are $\Gamma$-equivariantly homotopy equivalent to each other (see [25, Def. $1.6 \&$ Th. 1.9]). A model $X$ is called cocompact if the orbit space $\Gamma \backslash X$ is compact. The proper geometric dimension $\operatorname{gd}(\Gamma)$ of $\Gamma$ is by definition the smallest possible dimension of a model of $\underline{E} \Gamma$. We refer the reader to the survey paper [25] for more details and terminology about these spaces.

The aim of this paper is to compare the geometric dimension $\operatorname{gd}(\Gamma)$ of certain virtually torsion-free groups $\Gamma$ with their virtual cohomological dimension $\operatorname{vcd}(\Gamma)$. Recall that $\operatorname{vcd}(\Gamma)$ is the cohomological dimension of a torsion-free finite index subgroup of $\Gamma$. Due to a result by Serre, this definition does not depend of the choice of finite index subgroup (see [10, Ch. VIII. Sec. 3]). In general one has

$$
\operatorname{vcd}(\Gamma) \leq \underline{\operatorname{gd}}(\Gamma)
$$

but this inequality may be strict. Indeed, in [22] Leary and Nucinkis constructed examples of groups $\Gamma$ for which $\operatorname{gd}(\Gamma)$ is finite but strictly greater than $\operatorname{vcd}(\Gamma)$. In fact, they show that the gap can be arbitrarily large. Recently, Leary and Petrosyan [21] were able to construct examples of virtually torsion-free groups $\Gamma$ that admit a cocompact model for $\underline{E} \Gamma$ such that $\operatorname{vcd}(\Gamma)<\underline{\operatorname{gd}}(\Gamma)$. Other examples of this nature were subsequently also given in [12].

On the other hand, one has $\operatorname{vcd}(\Gamma)=\operatorname{gd}(\Gamma)$ for many important classes of virtually torsion-free groups. For instance, equality holds for elementary amenable groups of type $\mathrm{FP}_{\infty}[19], \mathrm{SL}(n, \mathbb{Z})$ [2, 25], mapping class groups [1], outer automorphism groups of free groups [25,31] and for groups that
act properly and chamber transitively on a building, such as Coxeter groups and graph products of finite groups [11]. In this paper, we will add lattices in classical simple Lie groups to this list. The classical simple Lie groups are the complex Lie groups

$$
\mathrm{SL}(n, \mathbb{C}), \mathrm{SO}(n, \mathbb{C}), \operatorname{Sp}(n, \mathbb{C})
$$

and their real forms

$$
\mathrm{SL}(n, \mathbb{R}), \mathrm{SL}(n, \mathbb{H}), \mathrm{SO}(p, q), \mathrm{SU}(p, q), \mathrm{Sp}(p, q), \mathrm{Sp}(2 n, \mathbb{R}), \mathrm{SO}^{*}(2 n)
$$

with conditions on $n$ and $p+q$ to ensure simplicity (see Section 4). Our main result is the following.

Main Theorem. If $\Gamma$ is a lattice in a classical simple Lie group, then $\underline{\operatorname{gd}}(\Gamma)=\operatorname{vcd}(\Gamma)$.

Note that if $\Gamma$ is a lattice in a simple Lie group $G$, and if $K \subset G$ is a maximal compact subgroup, then the corresponding symmetric space $S=G / K$ is a CAT(0) space on which $\Gamma$ acts discretely by isometries. In particular, $S$ is a model for $\underline{E} \Gamma$. However, in general this space has larger dimension than the desired $\operatorname{vcd}(\Gamma)$. In fact, $\operatorname{dim}(S)=\operatorname{vcd}(\Gamma)$ if and only if $\Gamma$ is a uniform lattice. In some rare cases such as $\Gamma=\mathrm{SL}(n, \mathbb{Z})$ (see [2]) or $\Gamma$ a lattice in a group of real rank 1 (see Proposition 2.6), the associated symmetric space $S$ admits a $\Gamma$-equivariant cocompact deformation retract $X$ with $\operatorname{dim}(X)=\operatorname{vcd}(\Gamma)$. Such an $X$ is consequently also a cocompact model for $\underline{E} \Gamma$. We do not know if such $\Gamma$-equivariant minimal dimensional cocompact deformation retracts of the symmetric space exist in the generality of the Main Theorem. However, the Main Theorem entails the following weaker statement.

Corollary 1.1. If $\Gamma$ is a lattice in a classical simple Lie group $G$, then the symmetric space $S$ of $G$ is $\Gamma$-equivariantly homotopy equivalent to a proper cocompact $\Gamma-C W$ complex of dimension $\operatorname{vcd}(\Gamma)$.

We comment now briefly on the strategy of the proof of the Main Theorem, providing at the same time a section-by-section summary of the paper. Bredon cohomology, introduced by Bredon in [9] to develop an obstruction theory for equivariant extension of maps is an important algebraic tool to study classifying spaces for proper actions. In fact, if $\Gamma$ is a discrete group, then the Bredon cohomological dimension $\underline{\operatorname{cd}(~} \Gamma$ ) should be thought of as the algebraic counterpart of $\operatorname{gd}(\Gamma)$. Indeed, it is shown in [26] that

$$
\underline{\operatorname{cd}}(\Gamma)=\underline{\operatorname{gd}}(\Gamma)
$$

except possibly if $\underline{\operatorname{cd}}(\Gamma)=2$ and $\underline{\operatorname{gd}}(\Gamma)=3$. It follows in particular that, with the possible exception we just mentioned and which is not going to be relevant in this paper, to prove that $\operatorname{gd}(\Gamma)=\operatorname{vcd}(\Gamma)$ it suffices to show that $\underline{\mathrm{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for lattices $\Gamma$ in classical simple Lie groups $G$.

Before going any further recall that Borel and Serre [7] constructed a $\Gamma$-invariant bordification $X$ of the symmetric space $S$ associated to $G$; in
fact, the Borel-Serre bordification $X$ is a cocompact model for $\underline{E} \Gamma$. In section 2 we recall a few properties of the Borel-Serre bordification, together with the needed terminology about algebraic groups, arithmetic groups and symmetric spaces.

Armed with such a cocompact model $X$ for $\underline{E} \Gamma$ as the Borel-Serre bordification, we can compute the virtual cohomological dimension of $\Gamma$ as

$$
\operatorname{vcd}(\Gamma)=\max \left\{n \in \mathbb{N} \mid \mathrm{H}_{c}^{n}(X) \neq 0\right\}
$$

where $\mathrm{H}_{c}^{n}(X)$ denotes the compactly supported cohomology of $X$ (see [10, Cor VIII.7.6]). In [11], a version of this result was proven for $\underline{c d}(\Gamma)$; we will be using a slight modification of this version. More concretely, denote by $\mathcal{F}$ the family of finite subgroups of $\Gamma$ containing the kernel of the action $\Gamma \curvearrowright X$, by $X^{K}$ the fixed point set of some $K \in \mathcal{F}$, and by $X_{\text {sing }}^{K}$ the subcomplex of $X^{K}$ consisting of those cells that are fixed by a finite subgroup of $\Gamma$ that strictly contains $K$. We then have

$$
\underline{\operatorname{cd}}(\Gamma)=\max \left\{n \in \mathbb{N} \mid \exists K \in \mathcal{F} \text { s.t. } \mathrm{H}_{c}^{n}\left(X^{K}, X_{\text {sing }}^{K}\right) \neq 0\right\}
$$

In section 3 we remind the reader of the definition of the Bredon cohomological dimension $\underline{\operatorname{cd}}(\Gamma)$ and derive some criteria implying $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$ for lattices $\Gamma$ in connected simple Lie groups $G$ satisfying appropriate conditions. These conditions are stated in terms of properties of the set $X_{\text {sing }}$ of points in the Borel-Serre bordification $X$ fixed by some non-central element of $\Gamma$.

After these preparatory results we recall what the classical simple Lie groups are in section 4. For each of these groups $G$ we give a lower bound for the virtual cohomological dimension of a lattice in $G$. This bound is key because the simplest version of the estimates in section 3 asserts that if $\operatorname{dim}\left(X_{\operatorname{sing}}\right)<\operatorname{vcd}(\Gamma)$ then $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}}(\Gamma)$. To estimate the dimensions of fixed point sets we need a few facts on centralizers in compact groups such as $\mathrm{SO}_{n}, \mathrm{SU}_{n}$ and $\mathrm{Sp}_{n}$. We discuss these facts in section 5 .

Once this is done we can deal with lattices in most classical groups: $\mathrm{SL}(n, \mathbb{C}), \mathrm{SO}(n, \mathbb{C}), \mathrm{Sp}(2 n, \mathbb{C}), \mathrm{SL}(n, \mathbb{H}), \mathrm{SU}(p, q), \mathrm{Sp}(p, q), \mathrm{Sp}(2 n, \mathbb{R})$ and $\mathrm{SO}^{*}(2 n)$. As we will see in section 6 , in these cases we have that $\operatorname{dim}\left(X_{\text {sing }}\right)<$ $\operatorname{vcd}(\Gamma)$ for any lattice $\Gamma$.

The cases of $\mathrm{SL}(n, \mathbb{R})$ and $\mathrm{SO}(p, q)$ are special because they contain lattices with $\operatorname{dim}\left(X_{\text {sing }}\right)=\operatorname{vcd}(\Gamma)$. In these cases, to obtain that $\underline{\operatorname{cd}}(\Gamma)=$ $\operatorname{vcd}(\Gamma)$ we need to prove that the map $H_{c}^{\operatorname{vcd}(\Gamma)}(X) \rightarrow H_{c}^{\mathrm{vcd}(\Gamma)}\left(X_{\text {sing }}\right)$ is surjective. We do so by constructing explicit cohomology classes. We treat the case of lattices in $\mathrm{SL}(n, \mathbb{R})$ in section 7 and that of lattices in $\mathrm{SO}(p, q)$ in section 8.

The proof of the main theorem and Corollary 1.1 will be finalized in Section 9.
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## 2. Preliminaries

In this section we recall some basic facts and definitions concerning algebraic groups, Lie groups, arithmetic groups and symmetric spaces.
2.1. Algebraic groups. An algebraic group is a subgroup $\mathbb{G}$ of the special linear group $\mathrm{SL}(N, \mathbb{C})$ determined by a collection of polynomials. The algebraic group $\mathbb{G}$ is defined over a subfield $k$ of $\mathbb{C}$ if the polynomials in question can be chosen to have coefficients in $k$. We will be interested in the cases $k=\mathbb{Q}$ and $k=\mathbb{R}$. If $\mathbb{G}$ is an algebraic group and $R \subseteq \mathbb{C}$ is a ring we denote by $\mathbb{G}_{R}$ the set of those elements of $\mathbb{G}$ with entries in $R$. It is well-known that for any algebraic group $\mathbb{G}$ defined over $\mathbb{R}$ the groups $\mathbb{G}_{\mathbb{R}}$ and $\mathbb{G}_{\mathbb{C}}$ are Lie groups with finitely many connected components. In fact, $\mathbb{G}$ is (Zariski) connected if and only if $\mathbb{G}_{\mathbb{C}}$ is a connected Lie group. On the other hand, the group of real points of a connected algebraic group defined over $\mathbb{R}$ need not be connected. A non-abelian algebraic group $\mathbb{G}$ is simple if it has no non-trivial, connected normal subgroups. If $\mathbb{G}$ does not have non-trivial, connected, abelian normal subgroups then $\mathbb{G}$ is semisimple. Note that if $\mathbb{G}$ is semisimple and defined over $k=\mathbb{R}$ or $\mathbb{C}$ then $\mathbb{G}_{k}$ is semisimple as a Lie group. The center $Z_{\mathbb{G}}$ of a semisimple algebraic group $\mathbb{G}$ is finite and the quotient $\mathbb{G} / Z_{\mathbb{G}}$ is again an algebraic group. Moreover, if the former is defined over $k$ then so is the latter.

An algebraic group $\mathbb{T}$ is a torus if it is isomorphic as an algebraic group to a product $\mathbb{C}^{*} \times \cdots \times \mathbb{C}^{*}$. Equivalently, a connected algebraic group $\mathbb{T} \subset$ $\mathrm{SL}(N, \mathbb{C})$ is a torus if and only if it is diagonalizable, meaning that there is an $A \in \operatorname{SL}(N, \mathbb{C})$ such that every element in $A \mathbb{T} A^{-1}$ is diagonal. If $\mathbb{T}$ is defined over $k$ then it is said to be $k$-split if the conjugating element $A$ can be chosen in $\operatorname{SL}(N, k)$.

A torus in an algebraic group $\mathbb{G}$ is an algebraic subgroup that is a torus. A maximal torus of $\mathbb{G}$ is a torus which is not properly contained in any other other torus. Note that any two maximal tori are conjugate in $\mathbb{G}$. Also, if $\mathbb{G}$ is defined over $k$ then any two maximal $k$-split tori are conjugate by an element in $\mathbb{G}_{k}$. The $k$-rank of $\mathbb{G}$, denoted $\operatorname{rank}_{k} \mathbb{G}$, is the dimension of some, and hence any, maximal $k$-split torus in $\mathbb{G}$.

We refer to $[5,6]$ and to [18] for basic facts about algebraic groups and Lie groups respectively.
2.2. Symmetric spaces. Continuing with the same notation as above, suppose that $\mathbb{G}$ is a connected semisimple algebraic group defined over $\mathbb{R}$ and let $G=\mathbb{G}_{\mathbb{R}}$ be the group of real points. The Lie group $G$ has a maximal
compact subgroup $K \subseteq G$. Recall that any two such maximal compact subgroups are conjugate, and that $K$ is self-normalizing. It follows that we can identify the smooth manifold

$$
S=G / K
$$

with the set of all maximal compact subgroups of $G$. Under this identification, left multiplication by $G$ becomes the left action by conjugation on the set of maximal compact subgroups.

Note that $S$ is contractible because the inclusion of $K$ into $G$ is a homotopy equivalence. In fact, as $S$ admits a $G$-invariant symmetric Riemannian metric of non-positive curvature, it follows that $S$ is diffeomorphic to Euclidean space. From now on we will consider $S$ to be endowed with such a symmetric metric. The space $S$ is called the symmetric space of $G$.

Recall that two Lie groups are isogenous if they are locally isomorphic, meaning that their identity components have isomorphic universal covers. Observe that isogenous groups have isometric associated symmetric spaces.

A flat $F$ in the symmetric space $S$ is a totally geodesic submanifold isometric to $\mathbb{R}^{d}$ for some $d$. A maximal flat is a flat which is not properly contained in any other flat. It is well-known that the identity component $G^{0}$ of the Lie group $G$ acts transitively on the set of maximal flats.

Flats and tori are intimately linked to each other: if $\mathbb{T} \subseteq \mathbb{G}$ is a $\mathbb{R}$ split torus with group of real points $T=\mathbb{T}_{\mathbb{R}}$, then the action of $T$ on the symmetric space $S$ leaves invariant a flat $F_{T}$ of $\operatorname{dimension} \operatorname{dim} F_{T}=\operatorname{dim} T$. Actually, this yields a 1-to-1 correspondence between maximal flats in $F$ and maximal $\mathbb{R}$-split tori in $G$, and we have the following metric characterization of the real rank: If $\mathbb{G}$ is a semisimple algebraic group defined over $\mathbb{R}, G$ is the group of real points and $K \subseteq G$ is a maximal compact subgroup, then $\operatorname{rank}_{\mathbb{R}} \mathbb{G}$ is equal to the maximal dimension of a flat in $G / K$. Note that this implies that if $\operatorname{rank}_{\mathbb{R}} \mathbb{G} \geq 2$ then the sectional curvature of $S$ cannot be negative. In fact, it is well-known that both statements are equivalent: $S$ is negatively curved if and only if $\operatorname{rank}_{\mathbb{R}}(\mathbb{G})=1$.

Most of our work will rely on computations of dimensions of fixed point sets

$$
S^{H}=\{x \in S \mid h x=x \text { for all } h \in H\}
$$

of finite subgroups $H \subset K$. There is an identification

$$
C_{G}(H) / C_{K}(H) \rightarrow S^{H}, \quad g C_{K}(H) \mapsto g K
$$

between the symmetric space $C_{G}(H) / C_{K}(G)$ and the fixed point set $S^{H}$, where $C_{K}(H)$ and $C_{G}(H)$ are the centralizers of $H$ in $K$ and $G$ respectively. We state here for further reference the following consequence of this fact.

Proposition 2.1. Let $\mathbb{G}$ be a semisimple algebraic group defined over $\mathbb{R}$, $G$ the group of real points, $K \subset G$ a maximal compact subgroup and $S=G / K$ the associated symmetric space. For any subgroup $H \subset K$ we have

$$
\operatorname{dim} S^{H}=\operatorname{dim} C_{G}(H)-\operatorname{dim} C_{K}(H)
$$

where $C_{K}(H)$ and $C_{G}(H)$ are the centralizers of $H$ in $K$ and $G$ respectively.
With the same notation as in Proposition 2.1 we note that in fact $C_{K}(H)$ is a maximal compact subgroup of $C_{G}(H)$. This implies the following.

Corollary 2.2. Let $G=\mathbb{G}_{\mathbb{C}}$ be the group of complex points of a semisimple algebraic group $\mathbb{G}, K \subset G$ be maximal compact, and $S=G / K$. For any subgroup $H \subset K$ we have $\operatorname{dim} S^{H}=\operatorname{dim} C_{K}(H)$.

Proof. The group $C_{G}(H)$ is the group of complex points of a reductive algebraic group. In particular, it is the complexification of its maximal compact subgroup $C_{K}(H)$, so the dimension of $C_{G}(H)$ is twice that of $C_{K}(H)$.

We refer to $[28,15,13]$ for facts about symmetric spaces and to [3] for the geometry of manifolds of non-positive curvature.
2.3. Arithmetic groups. Recall that a connected semisimple algebraic group $\mathbb{G}$ is defined over $\mathbb{Q}$ if and only if the closure of the group $\mathbb{G}_{\mathbb{Q}}$ of rational points contains the identity component $\mathbb{G}_{\mathbb{R}}^{0}$ of the Lie group $\mathbb{G}_{\mathbb{R}}$ of real points $[32$, Proposition 5.8$]$. For any such $\mathbb{G}$, the group $\mathbb{G}_{\mathbb{Z}}$ is a discrete subgroup of $\mathbb{G}_{\mathbb{R}}$. In fact, $\mathbb{G}_{\mathbb{Z}}$ is a lattice, meaning that $\mathbb{G}_{\mathbb{Z}} \backslash \mathbb{G}_{\mathbb{R}}$ has finite Haar measure. A lattice is uniform if it is cocompact and non-uniform otherwise.

Although the group $\mathbb{G}_{\mathbb{Z}}$ is the paradigm of an arithmetic group, the definition is slightly more general. Since we are going to be mostly concerned with non-uniform lattices in simple Lie groups, we shall only define arithmetic groups in that restrictive setting. Let $G$ be a non-compact simple Lie group and $\Gamma \subset G$ a non-uniform lattice. The lattice $\Gamma$ is arithmetic if there is a connected algebraic group $\mathbb{G}$ defined over $\mathbb{Q}$, a finite normal subgroup $Z \subset G$ and a Lie group isomorphism

$$
\phi: G / Z \rightarrow \mathbb{G}_{\mathbb{R}}^{0}
$$

where $\mathbb{G}_{\mathbb{R}}^{0}$ is the identity component of the group of real points of $\mathbb{G}$ such that $\phi(\Gamma)$ is commensurable to $\mathbb{G}_{\mathbb{Z}}$. After referring the reader to for instance [32] for a definition of arithmetic groups in all generality, we note that by moding out the center we may assume without loss of generality that the algebraic group $\mathbb{G}$ is center-free. This implies that the commensurator of $\mathbb{G}_{\mathbb{Z}}$ in $\mathbb{G}$ is $\mathbb{G}_{\mathbb{Q}}$ and hence that $\phi(\Gamma) \subset \mathbb{G}_{\mathbb{Q}}$.

The content of the Margulis's arithmeticity theorem is that under certain mild assumptions, every lattice is arithmetic. We state it only in the restricted setting we will be working in.

Arithmeticity theorem (Margulis). Let $G$ be the group of real points of a simple algebraic group defined over $\mathbb{R}$. If $G$ is not isogenous to $\mathrm{SO}(1, n)$ or to $\mathrm{SU}(1, n)$, then every lattice in $G$ is arithmetic.

Observe also that both $\mathrm{SO}(1, n)$ and $\mathrm{SU}(1, n)$ have real rank 1. In particular, the arithmeticity theorem applies to every lattice in a group with $\operatorname{rank}_{\mathbb{R}} \geq 2$.

Before moving on, we note that with the same notation as above, both groups $\Gamma$ and $\phi(\Gamma)$ have the same virtual cohomological and proper geometric dimensions. This follows from the following general fact:

Lemma 2.3. Suppose $\Gamma$ is a virtually torsion-free subgroup and $F \subset \Gamma$ is a normal finite subgroup. Then $\operatorname{vcd}(\Gamma)=\operatorname{vcd}(\Gamma / F)$ and $\underline{\operatorname{gd}}(\Gamma)=\underline{\operatorname{gd}}(\Gamma / F)$.

Proof. Both groups have the same virtual cohomological dimension because they contain isomorphic torsion-free finite index subgroups. To prove the second claim suppose that $X=\underline{E} \Gamma$ is a model for $\Gamma$. The fixed point set $X^{F}$ admits a $\Gamma / F$-action and is in fact a model for $\underline{E}(\Gamma / F)$. On the other hand, if $Y=\underline{E}(\Gamma / F)$ is a model for $\Gamma$, then it is also a model for $\Gamma$ via the action induced by the projection $\Gamma \rightarrow \Gamma / F$.

We refer to $[32,27,16,17]$ and mostly to the beautiful book [4] for facts and definitions on arithmetic groups.
2.4. Rational flats. Continuing with the same notation as in the preceding paragraphs, let $G$ be the Lie group of real points of a connected semisimple algebraic group $\mathbb{G}$ defined over $\mathbb{Q}, K \subset G$ a maximal compact subgroup and $S=G / K$ the associated symmetric space. A flat $F$ in $S$ is rational if the $\operatorname{map} F \rightarrow \mathbb{G}_{\mathbb{Z}} \backslash S$ is proper. A maximal rational flat is then a rational flat which is not contained in any other rational flat. Maximal rational flats arise as orbits of maximal $\mathbb{Q}$-split tori and in fact we have the following geometric interpretation of the rational rank: If $\mathbb{G}$ is a semisimple algebraic group defined over $\mathbb{Q}, G=\mathbb{G}_{\mathbb{R}}$ is the group of real points, $K \subset G$ is a maximal compact subgroup and $S=G / K$ is the associated symmetric space, then $\operatorname{rank}_{\mathbb{Q}} \mathbb{G}$ is equal to the dimension of a maximal rational flat.

Note that $\operatorname{rank}_{\mathbb{Q}} \mathbb{G}=0$ if and only if $\mathbb{G}_{\mathbb{Z}} \backslash S$ is compact, meaning that $\mathbb{G}_{\mathbb{Z}}$ has no non-trivial unipotent element. Similarly, $\operatorname{rank}_{\mathbb{Q}} \mathbb{G}=1$ if and only if non-trivial unipotent elements in $\mathbb{G}_{\mathbb{Z}}$ are contained in unique maximal unipotent subgroups. For higher $\mathbb{Q}$-rank there is no such simple characterization but one has however the following useful fact.

Proposition 2.4. [32, Prop. 9.15] Assume that $G=\mathbb{G}_{\mathbb{R}}$ is the group of real points of a connected simple algebraic group defined over $\mathbb{Q}$. If $\operatorname{rank}_{\mathbb{Q}} \mathbb{G} \geq 2$, then $\mathbb{G}_{\mathbb{Z}}$ contains a subgroup commensurable to either $\mathrm{SL}(3, \mathbb{Z})=\mathrm{SL}(3, \mathbb{C})_{\mathbb{Z}}$ or to $\mathrm{SO}(2,3)_{\mathbb{Z}}$.

We note at this point that $\operatorname{SO}(2,3)$ is isogenous to $\operatorname{Sp}(4, \mathbb{R})$.
Before moving on we add a comment which will come handy later on. Suppose that $\mathbb{G}$ is a semisimple algebraic group defined over $\mathbb{Q}$, let $G=\mathbb{G}_{\mathbb{R}}$ be the group of real points and $S=G / K$ the corresponding symmetric space. Recall that $\mathbb{G}_{\mathbb{Q}}$ is dense in the identity component $G^{0}$ of $G$ and that $G^{0}$ acts transitively on the set of maximal flats. It follows that the $\mathbb{G}_{\mathbb{Q}^{-}}$-orbit of any maximal flat is dense in the set of all maximal flats. In particular we get that if there is a maximal flat which is rational, then the set of all
rational maximal flats is dense in the set of all maximal flats. We record this fact in the following lemma.
Lemma 2.5. Let $\mathbb{G}$ be a semisimple algebraic group defined over $\mathbb{Q}$, let $G=\mathbb{G}_{\mathbb{R}}$ be the group of real points, $K \subset G$ a maximal compact subgroup, $S=G / K$ the corresponding symmetric space and $F \subset S$ a maximal flat. If $\operatorname{rank}_{\mathbb{Q}}(\mathbb{G})=\operatorname{rank}_{\mathbb{R}}(\mathbb{G})$ and if $U \subset G^{0}$ is open and non-empty, then there is $g \in U$ such that $g F$ is a maximal rational flat.
2.5. Models for $\underline{E} \Gamma$ if $\operatorname{rank}_{\mathbb{R}} \mathbb{G}=1$. Continuing with the same notation as above suppose that $G=\mathbb{G}_{\mathbb{R}}$ is the group of real points of a semisimple algebraic group $\mathbb{G}, K \subset G$ is a maximal compact subgroup, $S=G / K$ is the associated symmetric space and $\Gamma \subset G$ is a lattice. Being a simply connected complete manifold of non-positive curvature, the symmetric space $S$ is a CAT(0)-space. This implies that $S$ is a model for $\underline{E} \Gamma$ that, in general, is not cocompact. Our next aim is to explain the existence of cocompact models. Assume that $\operatorname{rank}_{\mathbb{R}}(\mathbb{G})=1$ and recall that this means that the symmetric space $S$ is negatively curved. Now, it follows from the Margulis Lemma, or equivalently from the existence of the thin-thick decomposition, that if $\Gamma \subset G$ is a lattice then there is a $\Gamma$-invariant set $\mathcal{B} \subset S$ whose connected components are open horoballs and such that $X=S \backslash \mathcal{B}$ is a smooth manifold with boundary on which $\Gamma$ acts cocompactly. Moreover, the convexity of the distance function on $S$ easily implies that $X$ is also a model for $\underline{E} \Gamma$. At this point we note that one can extract from $X$ an even smaller model for $\underline{E} \Gamma$, namely the 'cut locus from the boundary', i.e. the set $\hat{X}$ of those points $\bar{x} \in X$ for which there are at least 2 minimizing geodesics to $\partial X$. This is an analytic subset with empty interior to which $X$ retracts in a $\Gamma$-equivariant way. In other words, $\hat{X}$ is a model for $\underline{E} \Gamma$ of one dimension less than $X$. Summarizing, we have the following well-known result.
Proposition 2.6. Let $\mathbb{G}$ be an algebraic group defined over $\mathbb{R}$ with $\operatorname{rank}_{\mathbb{R}} \mathbb{G}=$ 1 , let $G \subset \mathbb{G}$ be the group of real points, $K \subset G$ a maximal compact subgroup and $S=G / K$ the associated symmetric space. Suppose that $\Gamma \subset G$ is lattice. If $\Gamma$ is not cocompact, then there are cocompact models $X, \hat{X}$ for $\underline{E} \Gamma$ such that

- $X$ is a manifold of dimension $\operatorname{dim} X=\operatorname{dim} S$, and
- $\hat{X}$ is a $C W$-complex of dimension $\operatorname{dim} \hat{X}=\operatorname{dim} S-1$.

Remark. Note that Proposition 2.6 admits the following generalization: Suppose that $\Gamma \curvearrowright M$ is a smooth isometric action on a complete Riemannian manifold such that $M$ is an $\underline{E} \Gamma$. If $\Gamma \backslash M$ is not compact, then $\underline{\operatorname{gd}(\Gamma) \leq}$ $\operatorname{dim} M-1$. Indeed, since $\Gamma \backslash M$ is not compact one can find a $\Gamma$-invariant set $Z \subset M$ such that
(1) each component of $Z$ is a geodesic ray,
(2) the distance between points in any two components is at least 1 ,
(3) the set $Z$ is maximal in the sense that there is no minimizing geodesic ray $\gamma$ such that $t \mapsto d(Z, \gamma(t))$ tends to $\infty$.

By removing an appropriate $\Gamma$-invariant regular neighborhood of $Z$ from $M$, one obtains a manifold $X$ with boundary of the same dimension as $M$ that is still a model for $\underline{E} \Gamma$. Then we proceed as above by taking the cut-locus to the boundary in $\bar{X}$ to obtain a model $\hat{X}$ for $\underline{E} \Gamma$ of one dimension less.

Continuing with the same notation as above Proposition 2.6, observe that $\partial X$ is either empty or the disjoint union of infinitely many horospheres. Since horospheres are contractible we conclude from Poincaré-Lefschetz duality that $H_{c}^{k}(X)=0$ unless $k=\operatorname{dim} X$ and $\partial X=\emptyset$, or $k=\operatorname{dim} X-1$ and $\partial X \neq \emptyset$. Taking into account that

$$
\operatorname{vcd}(\Gamma)=\max \left\{n \in \mathbb{N} \mid \mathrm{H}_{c}^{n}(X) \neq 0\right\}
$$

we obtain the following.
Proposition 2.7. Let $\mathbb{G}$ be an algebraic group defined over $\mathbb{R}$ with $\operatorname{rank}_{\mathbb{R}} \mathbb{G}=$ 1 , let $G \subset \mathbb{G}$ be the group of real points, $K \subset G$ a maximal compact subgroup and $S=G / K$ the associated symmetric space. Suppose that $\Gamma \subset G$ is a lattice. If $\Gamma$ is cocompact, then $\operatorname{vcd} \Gamma=\operatorname{dim} X$. Otherwise we have $\operatorname{vcd} \Gamma=\operatorname{dim} X-1$.

Combining Proposition 2.6 and Proposition 2.7, and recalling that $\operatorname{vcd}(\Gamma)$ is always a lower bound for $\underline{\operatorname{gd}}(\Gamma)$, we get the following.
Corollary 2.8. Let $\mathbb{G}$ be an algebraic group defined over $\mathbb{R}$ and let $\Gamma \subset \mathbb{G}_{\mathbb{R}}$ be a lattice in the group of real points of $\mathbb{G}$. If $\operatorname{rank}_{\mathbb{R}} \mathbb{G}=1$ then $\operatorname{gd}(\Gamma)=$ $\operatorname{vcd}(\Gamma)$.

We refer to [3] for a discussion of the Margulis Lemma and its consequences.
2.6. Models for $\underline{E} \Gamma$ if $\operatorname{rank}_{\mathbb{R}} \mathbb{G} \geq 2$. Suppose now that $G$ is a simple Lie group with $\operatorname{rank}_{\mathbb{R}} \mathbb{G} \geq 2$ and let $\Gamma \subset G$ be a non-uniform lattice, which is arithmetic by Margulis's theorem. Recall that this means that there is a connected algebraic group $\mathbb{G}$ defined over $\mathbb{Q}$, a finite normal subgroup $Z \subset G$ and a Lie group isomorphism

$$
\phi: G / Z \rightarrow \mathbb{G}_{\mathbb{R}}^{0}
$$

where $\mathbb{G}_{\mathbb{R}}^{0}$ is the identity component of the group of real points of $\mathbb{G}$ such that $\phi(\Gamma) \subset \mathbb{G}_{\mathbb{Q}}$ is commensurable to $\mathbb{G}_{\mathbb{Z}}$. Suppose that $K$ is a maximal compact subgroup of $G$ and note that also $\phi(K)$ is a maximal compact subgroup of $\mathbb{G}_{\mathbb{R}}^{0}$. In particular, the symmetric spaces $S=G / K$ and $\mathbb{G}_{\mathbb{R}}^{0} / \phi(K)$ are identical.

Borel and Serre [7] constructed an analogue of the manifold $X$ above called Borel-Serre bordification of $S$ associated to the rational structure of $\mathbb{G}$, or just simpler Borel-Serre bordification of $S$ (see also [14, 17, 20]). The manifold $X$ is a bordification of the symmetric space $S$, invariant under $\mathbb{G}_{\mathbb{Q}}$, and on which $\mathbb{G}_{\mathbb{Z}}$, and hence $\phi(\Gamma)$ acts cocompactly. Moreover, since the construction of $X$ behaves well with respect to subgroups one has that $X$ is a cocompact model for $\underline{E} \Gamma$.

Theorem 2.9 (Borel-Serre). Let $G$ be a simple Lie group with $\operatorname{rank}_{\mathbb{R}} \mathbb{G} \geq 2$, $K \subset G$ a maximal compact subgroup, $S=G / K$ the associated symmetric space and $\Gamma \subset G$ a non-uniform lattice.

The Borel-Serre bordification $X$ of $S$ is a cocompact model for $\underline{E} \Gamma$. Moreover, if $H \subset \Gamma$ is a finite group then the fixed point set $X^{H}$ is $C_{\Gamma}(H)$ equivariantly homeomorphic to the Borel-Serre bordification of $S^{H}$, meaning in particular that $X^{H}$ is a model for for $\underline{E}\left(C_{\Gamma}(H)\right)$.

Recall that each boundary component of the manifold provided by Proposition 2.6 is contractible. In general, this is not true for the Borel-Serre bordification $X$. In fact, $\partial X$ is homotopy equivalent to the spherical building associated to the group $\mathbb{G}_{\mathbb{Q}}$ and hence to a wedge $\bigvee_{i \in I} S^{\text {rank }}(\mathbb{G})-1$ of spheres of dimension $\operatorname{rank}_{\mathbb{Q}}(\mathbb{G})-1$. This implies that

$$
\begin{equation*}
\mathrm{H}_{\mathrm{rank}_{\mathbb{Q}}(\mathbb{G})}(X, \partial X) \cong \bigoplus_{i \in I} \mathbb{Z} \tag{2.1}
\end{equation*}
$$

and hence the following (see [7]).
Theorem 2.10 (Borel-Serre). Let $G$ be a simple Lie group with $\operatorname{rank}_{\mathbb{R}} G \geq$ 2 , $K \subset G$ a maximal compact subgroup, $S=G / K$ the associated symmetric space and $\Gamma \subset G$ a non-uniform lattice. If $\mathbb{G}$ is a simple algebraic group defined over $\mathbb{Q}$ such that there is a finite group $Z \subset G$ and an isomorphism $\phi: G / Z \rightarrow \mathbb{G}_{\mathbb{R}}^{0}$ with $\phi(\Gamma)$ commensurable to $\mathbb{G}_{\mathbb{Z}}$, then $\operatorname{vcd} \Gamma=\operatorname{dim} S-$ $\operatorname{rank}_{\mathbb{Q}} \mathbb{G}$.

Before moving on recall that the $\mathbb{Q}$-rank of $\mathbb{G}$ is bounded above by the $\mathbb{R}$-rank. In particular we get the following lemma from Theorem 2.10.

Lemma 2.11. Let $G$ be a simple Lie group with $\operatorname{rank}_{\mathbb{R}} G \geq 2, K \subset G a$ maximal compact subgroup, $S=G / K$ the associated symmetric space and $\Gamma \subset G$ a non-uniform lattice. If $\mathbb{G}$ is a simple algebraic group defined over $\mathbb{Q}$ such that there are a finite group $Z \subset G$ and an isomorphism $\phi: G / Z \rightarrow \mathbb{G}_{\mathbb{R}}^{0}$ with $\phi(\Gamma)$ commensurable to $\mathbb{G}_{\mathbb{Z}}$, then

$$
\operatorname{vcd}(\Gamma) \geq \operatorname{dim} G / K-\operatorname{rank}_{\mathbb{R}} G
$$

with equality if and only of $\operatorname{rank}_{\mathbb{Q}}(\mathbb{G})=\operatorname{rank}_{\mathbb{R}}(\mathbb{G})$.
The appeal of Lemma 2.11 is that the rational rank of a group defined over $\mathbb{Q}$ depends on something as complicated as its isomorphism type over $\mathbb{Q}$ while on the other hand, the real rank only depends on the type over $\mathbb{R}$, something which is much simpler to deal with.

Before moving on we wish to add a comment related to the isomorphism (2.1). Sticking to the notation above, suppose that $F \simeq \mathbb{R}^{\text {rank }_{Q}(\mathbb{G})}$ is a maximal rational flat and let $\partial F \subset \partial X$ be its sphere at infinity, which is homologically essential in $\partial X$. We conclude the following.

Proposition 2.12. Let $\mathbb{G}$ be a simple algebraic group defined over $\mathbb{Q}$, let $G \subset \mathbb{G}$ be the group of real points, $K \subset G$ a maximal compact subgroup,
$S=G / K$ the associated symmetric space, $X$ the Borel-Serre bordification of $S$ and $F$ a maximal rational flat in $S$. The inclusion of $F$ into $S$ extends to map

$$
(F, \partial F) \rightarrow(X, \partial X)
$$

such that the induced map on homology

$$
\mathbb{Z} \cong \mathrm{H}_{\mathrm{rank}_{\mathbb{Q}}(\mathbb{G})}(F, \partial F) \rightarrow \mathrm{H}_{\mathrm{rank}_{\mathbb{Q}}(\mathbb{G})}(X, \partial X)
$$

takes a generator of $\mathrm{H}_{\mathrm{rank}_{\mathbb{Q}}(\mathbb{G})}(F, \partial F)$ to a generator of an infinite cyclic summand of $\mathrm{H}_{\mathrm{rank}_{\mathbb{Q}}(\mathbb{G})}(X, \partial X)$.

## 3. Cohomological tools

In this section we recall the definition of the Bredon cohomological dimension $\underline{c d}(\Gamma)$ of a discrete group $\Gamma$ and derive some criteria implying $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$ for certain lattices $\Gamma$ in simple Lie groups.

Let $\Gamma$ be a discrete group and let $\mathcal{F}$ be a family of subgroups of $\Gamma$ that is closed under conjugation and intersections. The orbit category $\mathcal{O}_{\mathcal{F}} \Gamma$ is the category whose objects are left coset spaces $\Gamma / H$ with $H \in \mathcal{F}$ and where the morphisms are all $\Gamma$-equivariant maps between the objects. An $\mathcal{O}_{\mathcal{F}} \Gamma$-module is a contravariant functor

$$
M: \mathcal{O}_{\mathcal{F}} \Gamma \rightarrow \mathbb{Z} \text {-mod. }
$$

The category of $\mathcal{O}_{\mathcal{F}} \Gamma$-modules, denoted by $\operatorname{Mod}-\mathcal{O}_{\mathcal{F}} \Gamma$, has all the Mod- $\mathcal{O}_{\mathcal{F}} \Gamma$ modules as objects and all the natural transformations between these objects as morphisms. One can show that $\operatorname{Mod}-\mathcal{O}_{\mathcal{F}} \Gamma$ is an abelian category that contains enough projective modules to construct projective resolutions. Hence, one can construct functors $\operatorname{Ext}_{\mathcal{O}_{\mathcal{F}} \Gamma}^{n}(-, M)$ that have all the usual properties. The $n$-th Bredon cohomology of $\Gamma$ with coefficients $M \in \operatorname{Mod}-\mathcal{O}_{\mathcal{F}} \Gamma$ is by definition

$$
\mathrm{H}_{\mathcal{F}}^{n}(\Gamma, M)=\operatorname{Ext}_{\mathcal{O}_{\mathcal{F}} \Gamma}^{n}(\underline{\mathbb{Z}}, M)
$$

where $\underline{\mathbb{Z}}$ is the functor that maps all objects to $\mathbb{Z}$ and all morphisms to the identity map. For more details, we refer the reader to [23, Section 9].

The Bredon cohomological dimension of $\Gamma$ for proper actions, denoted by cd $(\Gamma)$ is defined as

$$
\underline{\operatorname{cd}}(\Gamma)=\sup \left\{n \in \mathbb{N} \mid \exists M \in \operatorname{Mod}-\mathcal{O}_{\mathcal{F I N}} \Gamma: \mathrm{H}_{\mathcal{F} \mathcal{I N}}^{n}(\Gamma, M) \neq 0\right\}
$$

where $\mathcal{F I N}$ is the family of all finite subgroups of $\Gamma$. As mentioned in the introduction, the invariant $\underline{\mathrm{cd}}(\Gamma)$ should the viewed as the algebraic counterpart of $\operatorname{gd}(\Gamma)$. Indeed, it is known that these two notions of dimension coincide (see $[2 \overline{6}, 0.1]$ ), except for the possibility that one could have $\underline{\mathrm{cd}}(\Gamma)=$ 2 but $\underline{\operatorname{gd}}(\Gamma)=3$ (see [8]).

Theorem 3.1 (Lück-Meintrup). If $\Gamma$ be a discrete group with $\underline{\mathrm{cd}}(\Gamma) \geq 3$, then $\underline{\operatorname{gd}}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$.

As we mentioned in the introduction, if $\Gamma$ is virtually torsion-free, then $\operatorname{vcd}(\Gamma) \leq \underline{\operatorname{cd}}(\Gamma)$ but equality does not hold in general. Recall also that if $X$ is any cocompact model for $\underline{E} \Gamma$, then $\operatorname{vcd}(\Gamma)=\max \left\{n \in \mathbb{N} \mid \mathrm{H}_{c}^{n}(X) \neq 0\right\}$, where $\mathrm{H}_{c}^{n}(X)$ denotes the compactly supported cohomology of $X$ (see [10, Cor. 7.6]). There is an analogue of this result for $\underline{\mathrm{cd}}(\Gamma)$.

Theorem 3.2. [11, Th. 1.1] Let $\Gamma$ be a group that admits a cocompact model $X$ for $\underline{E} \Gamma$. Then

$$
\underline{\operatorname{cd}}(\Gamma)=\max \left\{n \in \mathbb{N} \mid \exists K \in \mathcal{F} \text { s.t. } \mathrm{H}_{c}^{n}\left(X^{K}, X_{\text {sing }}^{K}\right) \neq 0\right\}
$$

where $\mathcal{F}$ is the family of finite subgroups of $\Gamma$ containing the kernel of the action $\Gamma \curvearrowright X$, and where $X_{\text {sing }}^{K}$ is the subcomplex of $X^{K}$ consisting of those cells that are fixed by a finite subgroup of $G$ that strictly contains $K$.

Remark. In [11], this theorem is stated in such a way that $\mathcal{F}$ is the family of all finite subgroups of $\Gamma$. Both formulations are easily seen to be equivalent (compare with Lemma 2.3).

Before moving on we introduce some notation which we will use throughout the paper. If $X$ is a model for $\underline{E} \Gamma$ then $X_{\text {sing }}$ is the subspace of $X$ consisting of points whose stabilizer is strictly larger than the kernel of the action $\Gamma \curvearrowright X$.

After these general reminders we focus in the concrete situation we are interested in, namely that of lattices in simple Lie groups of higher rank. Recall that such lattices are arithmetic by Margulis's theorem. Notation will be as in section 2.6 :

- $G=\mathbb{G}_{\mathbb{R}}$ is the group of real points of a connected simple algebraic group with $\operatorname{rank}_{\mathbb{R}} \mathbb{G} \geq 2$.
- $\Gamma \subset G$ is a non-uniform lattice.
- $K \subset G$ is a maximal compact subgroup.
- $S=G / K$ is the associated symmetric space.
- $X$ is the Borel-Serre bordification of $S$.

Recall that the Borel-Serre bordification $X$ of $S$ is a model for $\underline{E} \Gamma$ by Theorem 2.9 and that we have $\operatorname{dim}\left(S^{H}\right)=\operatorname{dim}\left(X^{H}\right)$ for any finite subgroup $H$ of $\Gamma$. Moreover, the kernel of the action $\Gamma \curvearrowright X$ is exactly the center of $\Gamma$ so $S^{H}=S$ if and only if $H$ is central. This implies that, with the notation introduced above, $\mathcal{F}$ is the family of finite subgroups of $\Gamma$ lying over the center and $X_{\text {sing }}$ is the subspace of $X$ consisting of points that are fixed by a non-central finite order element of $\Gamma$. We denote by
$\mathcal{S}=\left\{X^{H} \mid H \in \mathcal{F}\right.$ non-central and $\nexists H^{\prime} \in \mathcal{F}$ non-central with $\left.X^{H} \subsetneq X^{H^{\prime}}\right\}$ the set of fixed point sets of non central elements $H \in \mathcal{F}$ which are maximal. Note that

$$
X_{\text {sing }}=\bigcup_{X^{H} \in \mathcal{S}} X^{H}
$$

Also, every fixed point set of $\mathcal{S}$ is actually of the form $X^{A}$, where $A$ is a non-central finite order group element of $\Gamma$. We are now ready to prove the first criterion ensuring that $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}}(\Gamma)$.

## Proposition 3.3. If

(1) $\operatorname{dim}\left(X^{A}\right) \leq \operatorname{vcd}(\Gamma)$ for every $X^{A} \in \mathcal{S}$, and
(2) the homomorphism $\mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}(X) \rightarrow \mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X_{\text {sing }}\right)$ is surjective
then $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$.
Proof. First recall that in general one has $\operatorname{vcd}(\Gamma) \leq \underline{c d}(\Gamma)$. The long exact sequence for the pair ( $X, X_{\text {sing }}$ ) and the fact that $\mathrm{H}_{c}^{n}\left(X_{\text {sing }}\right)$ equals zero for $n>\operatorname{vcd}(\Gamma)$ because of $(1)$, imply that $H_{c}^{n+1}\left(X, X_{\text {sing }}\right)=0$ for all $n>\operatorname{vcd}(\Gamma)$ and entails the exact sequence

$$
\mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}(X) \rightarrow \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X_{\text {sing }}\right) \rightarrow \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)+1}\left(X, X_{\text {sing }}\right) \rightarrow 0 .
$$

Since $\mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}(X) \rightarrow \mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X_{\text {sing }}\right)$ is surjective by assumption we get that

$$
\mathrm{H}_{c}^{n}\left(X, X_{\text {sing }}\right)=0
$$

for all $n>\operatorname{vcd}(\Gamma)$. Since $\operatorname{dim}\left(X^{H}\right) \leq \operatorname{vcd}(\Gamma)$ for all non-central $H \in \mathcal{F}$, it follows from Theorem 3.2 that $\underline{\mathrm{cd}}(\Gamma) \leq \operatorname{vcd}(\Gamma)$, proving the proposition.

Since $\operatorname{dim}\left(S^{H}\right)=\operatorname{dim}\left(X^{H}\right)$ for any finite subgroup $H$ of $\Gamma$, the following corollary is immediate.

Corollary 3.4. If $\operatorname{dim} S^{A}<\operatorname{vcd}(\Gamma)$ for every non-central finite order element $A \in \Gamma$, then $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$.

The simple criterion in Corollary 3.4 is actually going to deal with a lot of the cases in the main result, but not with all. In certain situations we will have $\operatorname{dim} X^{A}=\operatorname{vcd}(\Gamma)$ for certain $X^{A} \in \mathcal{S}$, in which case we will have to prove that condition (2) of Proposition 3.3 is satisfied. The following proposition will help us do that.

Proposition 3.5. Fix an integer $d \geq 2$. If

$$
\operatorname{dim}\left(X^{A} \cap X^{B}\right) \leq d-2
$$

for any two distinct $X^{A}, X^{B} \in \mathcal{S}$, then the homomorphism

$$
\mathrm{H}_{c}^{d}(X) \rightarrow \mathrm{H}_{c}^{d}\left(X_{\text {sing }}\right)
$$

is surjective if for any finite subset $\left\{X^{A_{1}}, \ldots, X^{A_{n}}\right\}$ of $\mathcal{S}$, the homomorphism

$$
\mathrm{H}_{c}^{d}(X) \rightarrow \mathrm{H}_{c}^{d}\left(X^{A_{1}}\right) \oplus \cdots \oplus \mathrm{H}_{c}^{d}\left(X^{A_{n}}\right)
$$

is surjective.
Proposition 3.5 will follow easily from the following observation.

Lemma 3.6. Let $Y$ be a $C W$-complex with a covering $Y=\cup_{\alpha \in \Lambda} Y_{\alpha}$ by subcomplexes. Let $Z \subseteq Y$ be a subcomplex and assume that whenever $\alpha \neq$ $\beta \in \Lambda, Y_{\alpha} \cap Y_{\beta} \subseteq Z$. Then there is an isomorphism of compactly supported cochain complexes

$$
\mathcal{C}_{c}^{*}(Y, Z) \stackrel{\cong}{\neq} \bigoplus_{\alpha \in \Lambda} \mathcal{C}_{c}^{*}\left(Y_{\alpha}, Z \cap Y_{\alpha}\right)
$$

Proof. As each $Y_{\alpha}$ is a subcomplex of $Y$ we have restriction maps

$$
\mathcal{C}_{c}^{*}(Y, Z) \rightarrow \mathcal{C}_{c}^{*}\left(Y_{\alpha}, Z \cap Y_{\alpha}\right)
$$

For each $f \in \mathcal{C}_{c}^{*}(Y, Z)$, any $\sigma$ in the support of $f$ belongs to just one of the sets $Y_{\alpha}$ and since we are working with compactly supported cochains, we deduce that $f$ vanishes when restricted to almost all $Y_{\alpha}$ 's, so we get

$$
\phi: \mathcal{C}_{c}^{*}(Y, Z) \rightarrow \bigoplus_{\alpha \in \Lambda} \mathcal{C}_{c}^{*}\left(Y_{\alpha}, Z \cap Y_{\alpha}\right)
$$

We will construct an inverse to this map. Let

$$
\oplus_{\alpha \in \Lambda} f_{\alpha} \in \bigoplus_{\alpha \in \Lambda} C_{c}^{*}\left(Y_{\alpha}, Z \cap Y_{\alpha}\right)
$$

be a sum of compactly supported cochain maps and define

$$
\psi\left(\oplus_{\alpha \in \Lambda} f_{\alpha}\right)(\sigma)=\left\{\begin{array}{l}
f_{\alpha}(\sigma), \text { if there is a unique } \alpha \in \Lambda \text { so that } \sigma \in Y_{\alpha} \\
0 \quad \text { otherwise }
\end{array}\right.
$$

It is not difficult to verify that this gives a well-defined chain map $\psi$, and that $\psi$ and $\phi$ are inverses of each other.

Proof of Proposition 3.5. Letting

$$
Z=\bigcup_{X^{A} \neq X^{B} \in \mathcal{S}}\left(X^{A} \cap X^{B}\right)
$$

the chain isomorphism of Lemma 3.6 implies that

$$
\mathrm{H}_{c}^{*}\left(X_{\text {sing }}, Z\right)=\bigoplus_{X^{A} \in \mathcal{S}} \mathrm{H}_{c}^{*}\left(X^{A}, Z \cap X^{A}\right)
$$

Now, the long exact sequence

$$
\ldots \rightarrow \mathrm{H}_{c}^{d-1}(Z) \rightarrow \mathrm{H}_{c}^{d}\left(X_{\text {sing }}, Z\right) \rightarrow \mathrm{H}_{c}^{d}\left(X_{\text {sing }}\right) \rightarrow \mathrm{H}_{c}^{d}(Z) \rightarrow \ldots
$$

of the pair $\left(X_{\operatorname{sing}}, Z\right)$, together with the fact that $\operatorname{dim} Z \leq d-2$, imply that $\mathrm{H}_{c}^{d}\left(X_{\text {sing }}, Z\right)=\mathrm{H}_{c}^{d}\left(X_{\text {sing }}\right)$. By exactly the same reason we have $\mathrm{H}_{c}^{d}\left(X^{A}, Z \cap\right.$ $\left.X^{A}\right)=\mathrm{H}_{c}^{d}\left(X^{A}\right)$ for any $X^{A} \in \mathcal{S}$. We conclude that the inclusions $X^{A} \rightarrow X$, for $X^{A} \in \mathcal{S}$, induce an isomorphism

$$
\mathrm{H}_{c}^{d}\left(X_{\text {sing }}\right) \stackrel{\cong}{\bigoplus} \bigoplus_{X^{A} \in \mathcal{S}} \mathrm{H}_{c}^{d}\left(X^{A}\right)
$$

which implies the proposition.

In almost all cases of interest where Corollary 3.4 does not apply, we will be able to use the following corollary.

Corollary 3.7. With the same notation as above, suppose that
(1) $\operatorname{dim}\left(S^{A}\right) \leq \operatorname{vcd}(\Gamma)$ for every non-central finite order element $A \in \Gamma$,
(2) $\operatorname{dim}\left(S^{A} \cap S^{B}\right) \leq \operatorname{vcd}(\Gamma)-2$ for any two distinct $S^{A}, S^{B} \in \mathcal{S}$, and
(3) for any finite set of non-central finite order elements $A_{1}, \ldots, A_{r} \in \Gamma$ with $S^{A_{i}} \neq S^{A_{j}}$ for $i \neq j, \operatorname{dim}\left(S^{A_{i}}\right)=\operatorname{vcd}(\Gamma)$, and such that $C_{\Gamma}\left(A_{i}\right)$ is a cocompact lattice in $C_{G}\left(A_{i}\right)$, there exists a rational flat $F$ in $S$ that intersects $S^{A_{1}}$ in exactly one point and is disjoint from $S^{A_{i}}$ for $i \in\{2, \ldots, r\}$.
Then $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}}(\Gamma)$.
Proof. By Propositions 3.3 and 3.5 , it suffices to show that for any finite set of pairwise distinct elements $X^{A_{1}}, \ldots, X^{A_{r}} \in \mathcal{S}$, the map

$$
\mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}(X) \rightarrow \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{1}}\right) \oplus \cdots \oplus \mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X^{A_{r}}\right)
$$

is surjective. Since $\operatorname{vcd}\left(C_{\Gamma}\left(A_{i}\right)\right)=\operatorname{dim}\left(S^{A_{i}}\right)-\operatorname{rank}_{\mathbb{Q}}\left(C_{\Gamma}\left(A_{i}\right)\right) \leq \operatorname{vcd}(\Gamma)$ and $\operatorname{dim}\left(S^{A_{i}}\right) \leq \operatorname{vcd}(\Gamma)$, the fact that $H_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{1}}\right) \neq 0$ implies that $\operatorname{dim}\left(X^{A_{i}}\right)=$ $\operatorname{vcd}(\Gamma)$ and $\operatorname{rank}_{\mathbb{Q}}\left(C_{\Gamma}\left(A_{i}\right)\right)=0$; in particular, $C_{\Gamma}\left(A_{i}\right)$ is a cocompact lattice in $C_{G}\left(A_{i}\right)$. Therefore it suffices to show that for any finite set of pairwise distinct elements $X^{A_{1}}, \ldots, X^{A_{r}} \in \mathcal{S}$ such that $\operatorname{dim}\left(X^{A_{i}}\right)=\operatorname{vcd}(\Gamma)$ and $C_{\Gamma}\left(A_{i}\right)$ is a cocompact lattice in $C_{G}\left(A_{i}\right)$, the map

$$
\begin{equation*}
\mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}(X) \rightarrow \mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X^{A_{1}}\right) \oplus \cdots \oplus \mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X^{A_{r}}\right) \tag{3.1}
\end{equation*}
$$

is surjective. Let $X^{A_{1}}, \ldots, X^{A_{r}} \in \mathcal{S}$ be such a collection of elements and note that $\mathrm{H}_{c}^{\mathrm{vcd}(\Gamma)}\left(X^{A_{i}}\right) \cong \mathbb{Z}$ for every $i \in\{1, \ldots, r\}$ by Poincaré duality. So it is enough to show that

$$
(1,0, \ldots, 0) \in \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{1}}\right) \oplus \cdots \oplus \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{r}}\right)
$$

lies in the image of the map (3.1). To this end, let $F$ be a rational flat in $X$ that intersects $X^{A_{1}}$ in exactly one point and is disjoint from $X^{A_{i}}$ for $i \in\{2, \ldots, r\}$. Letting $q$ equal the $\mathbb{Q}$-rank of $\Gamma$ (i.e. $\operatorname{rank}_{\mathbb{Q}}(\mathbb{G})$ ), one checks using Proposition 2.12 and Poincaré-Lefschetz duality that

$$
\begin{aligned}
\mathbb{Z} & \cong \mathrm{H}_{q}(F, \partial F) \rightarrow \mathrm{H}_{q}(X, \partial X) \cong \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}(X) \rightarrow \\
& \rightarrow \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{1}}\right) \oplus \cdots \oplus \mathrm{H}_{c}^{\operatorname{vcd}(\Gamma)}\left(X^{A_{r}}\right) \cong \mathbb{Z}^{r}
\end{aligned}
$$

sends 1 to $(1,0, \ldots, 0)$, finishing the proof.
Corollary 3.4 and Corollary 3.7 will suffice to prove that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma$ in one of the Lie groups $G$ considered in the main theorem other than $G=\mathrm{SL}_{3} \mathbb{R}$. The proof in this particular case will rely on the following proposition.

Proposition 3.8. With the same notation as above, assume that for every finite subgroup $H$ of $\Gamma$ that properly contains the center of $\Gamma$, one has

$$
\mathrm{H}_{c}^{n}\left(X^{H}, X_{\text {sing }}^{H}\right)=0
$$

for every $n \geq \operatorname{vcd}(\Gamma)$. Then $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$.
Proof. Recall that $\mathcal{F}$ is the collection of finite subgroups of $\Gamma$ that contain the center of $\Gamma$. Define the length $l(H)$ of a finite subgroup $H$ of $\Gamma$ to be the largest integer $m>0$ such that there is a strictly ascending chain of subgroups

$$
Z(\Gamma)=H_{0} \subsetneq H_{1} \subsetneq \ldots \subsetneq H_{m}=H
$$

where $Z(\Gamma)$ is the center of $\Gamma$. Note that since $\Gamma$ is virtually torsion-free, there is a uniform bound on the length of finite subgroups of $\Gamma$. Hence, the number

$$
l=\max \{l(H) \mid H \in \mathcal{F}\}
$$

is finite. We use the notion of length to filter $X_{\text {sing }}$ as follows. For each $i \in\{0, \ldots, l\}$, define

$$
X_{i}=\bigcup_{\substack{H \in \mathcal{F} \text { s.t. } \\ l(H)=i}} X^{H}
$$

Note that since $X^{L} \subseteq X^{H}$ whenever $H$ is a subgroup of $L$, we have $X_{1}=X_{\text {sing }}$ and

$$
X_{l} \subseteq X_{l-1} \subseteq \ldots \subseteq X_{i+1} \subseteq X_{i} \subseteq \ldots \subseteq X_{1} \subseteq X_{0}=X
$$

If $H_{1}$ and $H_{2}$ are two distinct finite subgroups of $\Gamma$ of maximal length $l$, then $X^{H_{1}} \cap X^{H_{2}}=X^{\left\langle H_{1}, H_{2}\right\rangle}=\emptyset$, since $\left\langle H_{1}, H_{2}\right\rangle$ must be an infinite group. Therefore $X_{l}$ is a disjoint union of spaces of the form $X^{H}$ with $l(H)=l$. Since $X_{\text {sing }}^{H}$ is empty when $l(H)=l$ we obtain

$$
\begin{equation*}
H_{c}^{n}\left(X_{l}\right)=\bigoplus_{l(H)=l} H_{c}^{n}\left(X^{H}\right)=\bigoplus_{l(H)=l} H_{c}^{n}\left(X^{H}, X_{\text {sing }}^{H}\right)=0 \tag{3.2}
\end{equation*}
$$

for every $n \geq \operatorname{vcd}(\Gamma)$. Since for any $i \in\{1, \ldots, l\}$ and each finite subgroup $H \in \mathcal{F}$ of length $l(H)=i-1$

$$
X^{H} \cap X_{i}=X_{\text {sing }}^{H}
$$

Lemma 3.6 implies that

$$
\begin{equation*}
H_{c}^{*}\left(X_{i-1}, X_{i}\right)=\bigoplus_{l(H)=i-1} H_{c}^{*}\left(X^{H}, X_{\mathrm{sing}}^{H}\right) \tag{3.3}
\end{equation*}
$$

We claim that for any $i \in\{1, \ldots, l\}$ and $n \geq \operatorname{vcd} \Gamma$, we have $H_{c}^{n+1}\left(X, X_{i}\right)=$ 0 . To prove this claim, we argue by induction starting at $X_{l}$ and going down. The long exact sequence of the pair $\left(X_{l}, X\right)$ together with (3.2) implies that $H_{c}^{n+1}\left(X, X_{l}\right)=0$. Proceeding inductively, assume that $H^{n+1}\left(X, X_{i}\right)=0$. Now the long exact sequence of the triple $\left(X, X_{i-1}, X_{i}\right)$ together with (3.3) implies that $H_{c}^{n+1}\left(X, X_{i-1}\right)=0$, proving the claim. Since $X_{1}=X_{\text {sing }}$ we
have $H_{c}^{n+1}\left(X, X_{\text {sing }}\right)=0$ for all $n \geq \operatorname{vcd}(\Gamma)$. The proposition now follows from Theorem 3.2.

## 4. Classical Lie groups

In this section we recall the definitions of the classical Lie groups and discuss a few well-known facts about their maximal compact subgroups and ranks. There are many references for this material, see for example [18].

We begin by introducing some notation which we will keep using throughout the whole paper. We denote the transpose of a matrix $A$ by $A^{t}$. If $A$ is a complex (resp. quaternionic) matrix, we denote by $A^{*}$ its conjugate transpose. Accordingly, we sometimes denote the transpose $A^{t}$ of a real matrix $A$ by $A^{*}$. Now consider the block matrices

$$
\operatorname{Id}_{n}=\left(\begin{array}{ccc}
1 & & \\
& \ddots & \\
& & 1
\end{array}\right), \quad J_{n}=\left(\begin{array}{cc} 
& \operatorname{Id}_{n} \\
-\mathrm{Id}_{n} &
\end{array}\right), \quad Q_{p, q}=\left(\begin{array}{cc}
-\mathrm{Id}_{p} & \\
& \mathrm{Id}_{q}
\end{array}\right)
$$

where the empty blocks are zero. If the dimensions are understood, then we will drop them from our notations. The following groups are known as the classical (non-compact) simple Lie groups

\[

\]

be the set of elements with unit determinant. However, it is important to know what 'det' means because the real determinant of a matrix $A \in$ $M_{n}(\mathbb{C}) \subset M_{2 n}(\mathbb{R})$ is the square of the norm of the complex determinant. For instance, every unitary matrix has determinant 1 when considered as a matrix with real coefficients: $\mathrm{U}_{n} \subset \mathrm{SL}(2 n, \mathbb{R})$. The reader might also wonder what is meant by $\operatorname{SL}(n, \mathbb{H})$ because a quaternionic endomorphism has no canonical determinant with values in $\mathbb{H}$. Whenever we write $\operatorname{det} A$ for $A \in M_{n}(\mathbb{H})$ we consider the complex determinant of the image of $A$ under
the embedding $M_{n}(\mathbb{H}) \subset M_{2 n}(\mathbb{C})$ obtained through the identification of $\mathbb{H}$ with the following subalgebra of $M_{2}(\mathbb{C})$

$$
\mathbb{H}=\left\{\left.\left(\begin{array}{cc}
z_{1} & -\bar{z}_{2} \\
z_{2} & \bar{z}_{1}
\end{array}\right) \right\rvert\, z_{1}, z_{2} \in \mathbb{C}\right\} .
$$

When doing so, we get an identification between $\operatorname{SL}(n, \mathbb{H})$ and the group

$$
\mathrm{SU}^{*}(2 n)=\left\{\left(\begin{array}{cc}
Z_{1} & -\bar{Z}_{2} \\
Z_{2} & \bar{Z}_{1}
\end{array}\right) \in \mathrm{SL}(2 n, \mathbb{C})\right\}
$$

Besides the classical (non-compact) Lie groups listed above, the compact ones are also going to play a key role here. Each of the classical Lie groups $G$ has a unique maximal compact group $K$ up to conjugacy. They are all basically constructed out of the following individual groups

$$
\begin{array}{ll}
\mathrm{SO}_{n}=\left\{A \in \mathrm{SL}(n, \mathbb{R}) \mid A^{*} A=\mathrm{Id}\right\} & \mathrm{O}_{n}=\left\{A \in \mathrm{GL}(n, \mathbb{R}) \mid A^{*} A=\mathrm{Id}\right\} \\
\mathrm{SU}_{n}=\left\{A \in \mathrm{SL}(n, \mathbb{C}) \mid A^{*} A=\mathrm{Id}\right\} & \mathrm{U}_{n}=\left\{A \in \mathrm{GL}(n, \mathbb{C}) \mid A^{*} A=\mathrm{Id}\right\} \\
\mathrm{Sp}_{n}=\left\{A \in \mathrm{GL}(n, \mathbb{H}) \mid A^{*} A=\mathrm{Id}\right\} &
\end{array}
$$

Note that subindices will be used exclusively for compact groups. For later use we record here the dimensions of these groups as real Lie groups

$$
\operatorname{dim} \mathrm{SO}_{n}=\frac{n(n-1)}{2}, \operatorname{dim} \mathrm{SU}_{n}=n^{2}-1, \operatorname{dim} \mathrm{Sp}_{n}=2 n^{2}+n
$$

The dimensions of the other compact groups which appear can be computed easily from these numbers.

Later on we will be interested in the dimensions of classical Lie groups, their maximal compact subgroups, the dimensions of the associated symmetric space $G / K$ and the real rank of $G$. We organize this data in the following two tables.

Table 1. Classical Lie groups $G$, maximal compact subgroups $K$ and dimensions as real Lie groups.

| $G$ | $K$ | $\operatorname{dim}(G)$ | $\operatorname{dim}(K)$ |
| :---: | :---: | :---: | :---: |
| $\mathrm{SL}(n, \mathbb{C})$ | $\mathrm{SU}_{n}$ | $2\left(n^{2}-1\right)$ | $n^{2}-1$ |
| $\mathrm{SO}(n, \mathbb{C})$ | $\mathrm{SO}_{n}$ | $n(n-1)$ | $\frac{n(n-1)}{2}$ |
| $\mathrm{Sp}(2 n, \mathbb{C})$ | $\mathrm{Sp}_{n}$ | $2 n(2 n+1)$ | $n(2 n+1)$ |
| $\mathrm{SL}(n, \mathbb{R})$ | $\mathrm{SO}_{n}$ | $n^{2}-1$ | $\frac{n(n-1)}{2}$ |
| $\mathrm{SL}(n, \mathbb{H})$ | $\mathrm{Sp}_{n}$ | $4 n^{2}-1$ | $n(2 n+1)$ |
| $\mathrm{SO}(p, q)(p \leq q)$ | $S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$ | $\frac{(p+q)(p+q-1)}{2}$ | $\frac{p^{2}+q^{2}-p-q}{2}$ |
| $\mathrm{SU}(p, q)(p \leq q)$ | $S\left(\mathrm{U}_{p} \times \mathrm{U}_{q}\right)$ | $(p+q)^{2}-1$ | $p^{2}+q^{2}-1$ |
| $\mathrm{Sp}(p, q)(p \leq q)$ | $\mathrm{Sp}_{q} \times \mathrm{Sp}_{q}$ | $(p+q)(2 p+2 q+1)$ | $2 p^{2}+2 q^{2}+p+q$ |
| $\operatorname{Sp}(2 n, \mathbb{R})$ | $\mathrm{U}_{n}$ | $2 n^{2}+n$ | $n^{2}$ |
| $\mathrm{SO}^{*}(2 n)$ | $\mathrm{U}_{n}$ | $2 n^{2}-n$ | $n^{2}$ |

Table 2. Classical groups $G$, the dimensions of symmetric space $G / K$ and the real rank of $G$. Here and in the sequel $[x]$ stands for the integer part of $x$.

| $G$ | $\operatorname{dim}(G / K)$ | $\operatorname{rank}_{\mathbb{R}}(G)$ |
| :---: | :---: | :---: |
| $\mathrm{SL}(n, \mathbb{C})$ | $n^{2}-1$ | $n-1$ |
| $\mathrm{SO}(n, \mathbb{C})$ | $\frac{n(n-1)}{2}$ | $\left[\frac{n}{2}\right]$ |
| $\operatorname{Sp}(2 n, \mathbb{C})$ | $n(2 n+1)$ | $n$ |
| $\mathrm{SL}(n, \mathbb{R})$ | $\frac{n(n-1)}{2}+n-1$ | $n-1$ |
| $\mathrm{SL}(n, \mathbb{H})$ | $2 n^{2}-n-1$ | $n-1$ |
| $\mathrm{SO}(p, q)(p \leq q)$ | $p q$ | $p$ |
| $\mathrm{SU}(p, q)(p \leq q)$ | $2 p q$ | $p$ |
| $\operatorname{Sp}(p, q)(p \leq q)$ | $4 p q$ | $p$ |
| $\operatorname{Sp}(2 n, \mathbb{R})$ | $n^{2}+n$ | $n$ |
| $\mathrm{SO}^{*}(2 n)$ | $n^{2}-n$ | $\left[\frac{n}{2}\right]$ |

Armed with the data from Table 2 we get from Lemma 2.11 some lower bounds for the virtual cohomological dimension of lattices in classical groups.

Proposition 4.1. Let $\Gamma \subset G$ be a lattice.

- If $G=\mathrm{SL}(n, \mathbb{C})$, then $\operatorname{vcd}(\Gamma) \geq n^{2}-n$.
- If $G=\operatorname{SO}(n, \mathbb{C})$, then $\operatorname{vcd}(\Gamma) \geq \frac{n(n-1)}{2}-\left[\frac{n}{2}\right]$.
- If $G=\operatorname{Sp}(2 n, \mathbb{C})$, then $\operatorname{vcd}(\Gamma) \geq 2 n^{2}$.
- If $G=\mathrm{SL}(n, \mathbb{R})$, then $\operatorname{vcd}(\Gamma) \geq \frac{n(n-1)}{2}$.
- If $G=\mathrm{SL}(n, \mathbb{H})$, then $\operatorname{vcd}(\Gamma) \geq 2 n^{2}-2 n$.
- If $G=\mathrm{SO}(p, q)$ with $p \leq q$, then $\operatorname{vcd}(\Gamma) \geq p q-p$.
- If $G=\mathrm{SU}(p, q)$ with $p \leq q$, then $\operatorname{vcd}(\Gamma) \geq 2 p q-p$.
- If $G=\operatorname{Sp}(p, q)$ with $p \leq q$, then $\operatorname{vcd}(\Gamma) \geq 4 p q-p$.
- If $G=\operatorname{Sp}(2 n, \mathbb{R})$, then $\operatorname{vcd}(\Gamma) \geq n^{2}$.
- If $G=\mathrm{SO}^{*}(2 n)$, then $\operatorname{vcd}(\Gamma) \geq n^{2}-n-\left[\frac{n}{2}\right]$.

In all cases equality happens if and only if $\operatorname{rank}_{\mathbb{Q}}(\Gamma)=\operatorname{rank}_{\mathbb{R}}(G)$.
Also, recall that by Corollary 2.8 we have $\operatorname{vcd}(\Gamma)=\operatorname{gd}(\Gamma)$ for every lattice $\Gamma$ in a group with real rank 1 . Hence, we obtain the following.
Corollary 4.2. If $\Gamma$ is a lattice in

- $\mathrm{SO}(1, q)$, $\mathrm{SU}(1, q)$ or $\mathrm{Sp}(1, q)$ for some $q$, or in
- $\mathrm{SL}(2, \mathbb{C}), \mathrm{SO}(3, \mathbb{C}), \mathrm{Sp}(2, \mathbb{C}), \mathrm{SL}(2, \mathbb{R}), \mathrm{SL}(2, \mathbb{H}), \mathrm{Sp}(2, \mathbb{R}), \mathrm{SO}^{*}(4)$, $\mathrm{SO}^{*}(6)$,
then $\underline{\operatorname{gd}}(\Gamma)=\operatorname{vcd}(\Gamma)$.


## 5. Centralizers in compact groups

In this section we recall how the centralizers of elements in the compact groups $\mathrm{SO}_{n}, \mathrm{SU}_{n}$ and $\mathrm{Sp}_{n}$ look like.
5.1. Unitary groups. The diagonal subgroup

$$
T=\left\{\left.\left(\begin{array}{ccc}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{n}
\end{array}\right) \right\rvert\, \lambda_{i} \in \mathbb{S}^{1}\right\}
$$

is a maximal torus in $\mathrm{U}_{n}$. Since $\mathrm{U}_{n}$ is connected, every element $A \in \mathrm{U}_{n}$ is contained in a maximal torus, and since any two maximal tori are conjugate, it follows that any $A \in \mathrm{U}_{n}$ can be conjugated to some $A^{\prime} \in T$ and that $C_{\mathrm{U}_{n}}(A)$ and $C_{\mathrm{U}_{n}}\left(A^{\prime}\right)$ are also conjugate.

Given $A \in T$, let $\lambda$ be an eigenvalue and $E_{\lambda}^{A}$ the associated eigenspace. Note that $E_{\lambda}^{A}$ and $E_{\mu}^{A}$ are orthogonal for any two distinct $\lambda \neq \mu$. Observe also that each of the eigenspaces $E_{\lambda}^{A}$ is invariant under any element in $\mathrm{U}_{n}$ which commutes with $A$. On the other hand, every element in $\mathrm{U}_{n}$ which preserves the eigenspaces $E_{\lambda}^{A}$ commutes with $A$. Altogether we get that the centralizer $C_{\mathrm{U}_{n}}(A)$ of $A$ consists precisely of those elements in $\mathrm{U}_{n}$ which preserve the eigenspaces $E_{\lambda}^{A}$. If the said eigenspaces are $E_{\lambda_{1}}^{A}, \ldots, E_{\lambda_{r}}^{A}$ and $\operatorname{dim} E_{\lambda_{i}}^{A}=d_{i}$, then again up to conjugation in $\mathrm{U}_{n}$ we can assume that $E_{\lambda_{i}}^{A}$ is spanned by the vectors $e_{j}$ in the standard basis with $j \in\left\{1+\sum_{k<i} d_{k}, \ldots, \sum_{k \leq i} d_{k}\right\}$. This just means that any element centralizing $A$ has a block form

$$
\left(\begin{array}{ccc}
O_{1} & & \\
& \ddots & \\
& & O_{r}
\end{array}\right)
$$

with $O_{i}$ a $d_{i}$-square matrix. Altogether we have the following well-known fact that we state as a lemma for future reference.

Lemma 5.1. The centralizer $C_{\mathrm{U}_{n}}(A)$ of any element $A \in \mathrm{U}_{n}$ is conjugate within $\mathrm{U}_{n}$ to the group $\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}}$ where the numbers $d_{1}, \ldots, d_{r}$ are the dimensions of the different eigenspaces of $A$.

Since any two elements in $\mathrm{SU}_{n}$ which are conjugate within $\mathrm{U}_{n}$ are also conjugate within $\mathrm{SU}_{n}$, we also have the corresponding result for special unitary groups.

Lemma 5.2. The centralizer $C_{\mathrm{SU}_{n}}(A)$ of any element $A \in \mathrm{SU}_{n}$ is conjugate within $\mathrm{SU}_{n}$ to the group $S\left(\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}}\right)$ where the numbers $d_{1}, \ldots, d_{r}$ are the dimensions of the different eigenspaces of $A$.
5.2. Special orthogonal group $\mathrm{SO}_{n}$. Since the group $\mathrm{SO}_{n}$ is connected, we can again conjugate any element in $\mathrm{SO}_{n}$ into a particular maximal torus $T$ of our choosing. For $n=2 k$ the group

$$
T=\left\{\left.\left(\begin{array}{ccc}
O_{1} & & \\
& \ddots & \\
& & O_{k}
\end{array}\right) \right\rvert\, O_{i} \in \mathrm{SO}_{2}\right\}
$$

is a maximal torus of $\mathrm{SO}_{n}$. For $n=2 k+1$ a maximal torus is the group

$$
T=\left\{\left.\left(\begin{array}{cccc}
O_{1} & & & \\
& \ddots & & \\
& & O_{k} & \\
& & & 1
\end{array}\right) \right\rvert\, O_{i} \in \mathrm{SO}_{2}\right\}
$$

In all cases we get that any element in $\mathrm{SO}_{n}$ is conjugate to an element of the form

$$
A=\left(\begin{array}{lllll}
A_{1} & & & & \\
& \ddots & & & \\
& & A_{r} & & \\
& & & \mathrm{Id}_{s} & \\
& & & & -\mathrm{Id}_{t}
\end{array}\right)
$$

where each $A_{i}$ is a $2 d_{i}$-square matrix

$$
A_{i}=\left(\begin{array}{ccc}
O_{i} & & \\
& \ddots & \\
& & O_{i}
\end{array}\right)
$$

with $O_{i} \in \mathrm{SO}_{2}$ but $O_{i} \neq \pm \mathrm{Id}$ and such that $O_{i} \neq O_{j}$ for $i \neq j$. Any element in $\mathrm{O}_{n}$ which commutes with $A$ preserves these blocks, meaning that

$$
C_{\mathrm{O}_{n}}(A)=C_{\mathrm{O}_{2 d_{1}}}\left(A_{1}\right) \times \cdots \times C_{\mathrm{O}_{2 d_{r}}}\left(A_{r}\right) \times \mathrm{O}_{s} \times \mathrm{O}_{t}
$$

Observing that the element $A_{i} \in \mathrm{SO}_{2 d_{i}}$ preserves an (essentially unique) complex structure on $\mathbb{R}^{2 d_{i}}$, one deduces that every element which commutes with it has to also preserve it. This means that in fact, if we take the usual identification between $\mathbb{C}^{d_{i}}$ and $\mathbb{R}^{2 d_{i}}$ we have that $C_{\mathrm{O}_{2 d_{i}}}\left(A_{i}\right)=\mathrm{U}_{d_{i}}$. Altogether we have the following.

Lemma 5.3. The centralizer $C_{\mathrm{SO}_{n}}(A)$ of any element $A \in \mathrm{SO}_{n}$ is conjugate within $\mathrm{SO}_{n}$ to the group $S\left(\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}} \times \mathrm{O}_{s} \times \mathrm{O}_{t}\right)$ where $s$ and $t$ are respectively the dimensions of the $\pm 1$-eigenspaces and where $n=2 d_{1}+\cdots+$ $2 d_{r}+s+t$.
5.3. Compact symplectic groups $\mathrm{Sp}_{n}$. The matrix

$$
\hat{J}_{n}=\left(\begin{array}{ccc}
J_{1} & & \\
& \ddots & \\
& & J_{1}
\end{array}\right)=\left(\begin{array}{ccccc}
0 & 1 & & & \\
-1 & 0 & & & \\
& & \ddots & & \\
& & & 0 & 1 \\
& & & -1 & 0
\end{array}\right)
$$

is conjugate within $\mathrm{U}_{2 n}$ to $J_{n}$ by a matrix with real values. In particular, we obtain that the compact symplectic group $\operatorname{Sp}_{n}=\operatorname{Sp}(2 n, \mathbb{C}) \cap \mathrm{U}_{2 n}$ is conjugate within $\mathrm{U}_{2 n}$ to the group

$$
\widehat{\mathrm{Sp}}_{n}=\left\{A \in \mathrm{U}_{2 n} \mid A^{t} \hat{J}_{n} A=\hat{J}_{n}\right\}
$$

This later incarnation of the compact symplectic group has some advantages. For instance, it is easier to see it as a subgroup of the group of automorphisms of $n$-dimensional quaternionic space $\mathbb{H}^{n}$ (where we multiply scalars in $\mathbb{H}^{n}$ from the right). Indeed, recalling the standard identification of the quaternions $\mathbb{H}$ with the following subalgebra of $M_{2}(\mathbb{C})$

$$
\mathbb{H}=\left\{\left.\left(\begin{array}{cc}
z & -\bar{w} \\
w & \bar{z}
\end{array}\right) \right\rvert\, z, w \in \mathbb{C}\right\}
$$

we get an identification

$$
\mathrm{GL}(n, \mathbb{H})=\left\{\left.\left(\begin{array}{ccc}
q_{1,1} & \cdots & q_{1, n} \\
\vdots & \ddots & \vdots \\
q_{n, 1} & \cdots & q_{n, n}
\end{array}\right) \in \mathrm{GL}(2 n, \mathbb{C}) \right\rvert\, q_{i, j} \in \mathbb{H}\right\}
$$

Noting that $\mathbb{H}$ consists exactly of those elements $A \in M_{2} \mathbb{C}$ with $J_{1} A=\bar{A} J_{1}$, and taking into account that for every $A \in \widehat{\mathrm{Sp}}_{2 n}$ we have at the same time that $A^{*}=A^{-1}$ and that $A^{t} \hat{J}_{n} A=\hat{J}_{n}$, one gets that $\widehat{\mathrm{Sp}}_{n} \subset \mathrm{GL}_{n} \mathbb{H}$. Hoping that no confusion will occur, we will from now on denote both versions, $\widehat{\mathrm{Sp}}_{n}$ and $\mathrm{Sp}_{n}$, of the compact symplectic group by the same symbol $\mathrm{Sp}_{n}$.

After these preliminary remarks we proceed as above. As in the previous cases, the connectedness of $\mathrm{Sp}_{n}$ implies that every element in $\mathrm{Sp}_{n}$ can be conjugated into any maximal torus. In this case a maximal torus is given by the group

$$
T=\left\{\left.\left(\begin{array}{ccccc}
\lambda_{1} & 0 & & & \\
0 & \bar{\lambda}_{1} & & & \\
& & \ddots & & \\
& & & \lambda_{n} & 0 \\
& & & 0 & \bar{\lambda}_{n}
\end{array}\right) \right\rvert\, \lambda_{i} \in \mathbb{C} \text { with }\left|\lambda_{i}\right|=1\right\}
$$

This implies in particular that if $\lambda$ is an eigenvalue of $A$, then $\bar{\lambda}$ is also an eigenvalue. For any eigenvalue $\lambda$ let

$$
\begin{equation*}
V_{\lambda}=E_{\lambda}+E_{\bar{\lambda}} \tag{5.1}
\end{equation*}
$$

be the sum of the eigenspaces corresponding to $\lambda, \bar{\lambda}$. This is a direct sum unless $\lambda= \pm 1$. We recall a few properties of the spaces $V_{\lambda}$.

- $V_{\lambda}$ is a quaternionic subspace of $\mathbb{H}^{n}$.
- For $\lambda \neq \mu, \bar{\mu}$, the spaces $V_{\lambda}$ and $V_{\mu}$ are orthogonal with respect to the standard unitary scalar product of $\mathbb{C}^{2 n}$.
- The symplectic form $(v, w) \mapsto v^{t} J_{n} w\left(\right.$ resp. $\left.(v, w) \mapsto v^{t} \hat{J}_{n} w\right)$ on $\mathbb{C}^{2 n}$ restricts to a non-degenerate symplectic form on each $V_{\lambda}$.

In particular, every element in $\operatorname{Sp}_{n}$ which centralizes $A$ restricts to an element in $\operatorname{Sp}\left(V_{\lambda}\right)$ for each eigenvalue $\lambda$. It follows that if denote the eigenvalues of $A$ by $\lambda_{1}, \ldots, \lambda_{r}$, let $2 d_{i}=\operatorname{dim} V_{\lambda_{i}}$ and set

$$
\Lambda_{i}=\left(\begin{array}{ccccc}
\lambda_{i} & 0 & & &  \tag{5.2}\\
0 & \bar{\lambda}_{i} & & & \\
& & \ddots & & \\
& & & \lambda_{i} & 0 \\
& & & 0 & \bar{\lambda}_{i}
\end{array}\right) \in \operatorname{Sp}_{d_{i}}
$$

we get that the centralizer of $A$ in $\mathrm{Sp}_{n}$ can be conjugated within $\mathrm{Sp}_{n}$ to

$$
C_{\mathrm{Sp}_{n}}(A) \stackrel{\text { conj. }}{\simeq} C_{\mathrm{Sp}_{d_{1}}}\left(\Lambda_{1}\right) \times \cdots \times C_{\mathrm{Sp}_{d_{r}}}\left(\Lambda_{r}\right)
$$

Continuing with the same notation, suppose that $\lambda_{i}$ is not real. In this case the element $\Lambda_{i}$ is not central in $\operatorname{GL}\left(d_{i}, \mathbb{H}\right)$. In fact, its centralizer is the subgroup consisting of quaternionic matrices with coefficients in the subalgebra

$$
\mathbb{C}=\left\{\left.\left(\begin{array}{cc}
z & 0 \\
0 & \bar{z}
\end{array}\right) \right\rvert\, z \in \mathbb{C}\right\} \subset \mathbb{H}
$$

It follows that the centralizer of $\Lambda_{i}$ in $\operatorname{GL}\left(d_{i}, \mathbb{H}\right)$ is the subgroup $\operatorname{GL}\left(d_{i}, \mathbb{C}\right)$, which leads to

$$
C_{\mathrm{Sp}_{d_{i}}}\left(\Lambda_{i}\right) \simeq \mathrm{U}_{d_{i}}
$$

All this implies the following.
Lemma 5.4. The centralizer $C_{\mathrm{Sp}_{n}}(A)$ of any element $A \in \mathrm{Sp}_{n}$ is isomorphic to the group $\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}} \times \mathrm{Sp}_{s} \times \mathrm{Sp}_{t}$ where $s$ and $t$ are respectively the dimensions of the $\pm 1$-eigenspaces and where $n=d_{1}+\cdots+d_{r}+s+t$.

For later use, we remark that with the same notation as in Lemma 5.4 we also have

$$
C_{\mathrm{GL}(n, \mathbb{H})}(A) \simeq \mathrm{GL}\left(d_{1}, \mathbb{C}\right) \times \cdots \times \mathrm{GL}\left(d_{r}, \mathbb{C}\right) \times \mathrm{GL}(s, \mathbb{H}) \times \mathrm{GL}(t, \mathbb{H})
$$

## 6. EASY CASES

In this section we will prove that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for any lattice $\Gamma$ in a classical group belonging to one of the following 8 families: $\operatorname{SL}(n, \mathbb{C})$, $\mathrm{SO}(n, \mathbb{C}), \mathrm{Sp}(2 n, \mathbb{C}), \mathrm{SL}(n, \mathbb{H}), \mathrm{SU}(p, q), \mathrm{Sp}(p, q), \mathrm{Sp}(2 n, \mathbb{R}), \mathrm{SO}^{*}(2 n)$.

The cases treated here are relatively simple because in all of them we have that the dimension of the fixed point set $S^{A}$ of any non-central element $A \in \Gamma$ is smaller than the virtual cohomological dimension of $\Gamma$. This implies that the desired conclusion follows from Corollary 3.4. As before, $S$ is the symmetric space associated to the simple Lie group containing $\Gamma$.
6.1. Complex special linear group $\mathrm{SL}(n, \mathbb{C})$. Consider the symmetric space $S=\mathrm{SL}(n, \mathbb{C}) / \mathrm{SU}_{n}$ and let $A \in \mathrm{SL}(n, \mathbb{C})$ be a non-central finite order element. The matrix $A$ can be conjugated into the maximal compact subgroup $\mathrm{SU}_{n}$. Moreover, we get from Corollary 2.2 that

$$
\operatorname{dim} S^{A}=\operatorname{dim} C_{\mathrm{SU}_{n}}(A)
$$

where the dimension is that of the centralizer as a real Lie group. Now, by Lemma 5.2 we have that up to conjugation in $\mathrm{SU}_{n}$

$$
C_{\mathrm{SU}_{n}}(A)=S\left(\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}}\right)
$$

where $\sum_{i=1}^{r} d_{i}=n$ and where $r \geq 2$ as $A$ is not central. It follows that

$$
\operatorname{dim} C_{\mathrm{SU}_{n}}(A)=-1+\sum_{i} \operatorname{dim} \mathrm{U}_{d_{i}}=-1+\sum_{i} d_{i}^{2}
$$

Now, for $A$ non-central, this quantity is maximized if $r=2$ and $d_{1}=1$, meaning that

$$
\operatorname{dim} S^{A}=\operatorname{dim} C_{\mathrm{SU}_{n}}(A) \leq(n-1)^{2}
$$

Now, if $\Gamma \subset \operatorname{SL}(n, \mathbb{C})$ is a lattice we have that

$$
\operatorname{vcd}(\Gamma) \geq n^{2}-n=(n-1)^{2}+(n-1)
$$

by Proposition 4.1. Corollary 3.4 applies and we obtain the following.
Lemma 6.1. If $\Gamma$ is a lattice in $\operatorname{SL}(n, \mathbb{C})$ for $n \geq 2$, then $\underline{\operatorname{cd}} \Gamma=\operatorname{vcd}(\Gamma)$.
6.2. Complex special orthogonal groups $\mathrm{SO}(n, \mathbb{C})$. As always we denote by $S=\mathrm{SO}(n, \mathbb{C}) / \mathrm{SO}_{n}$ the relevant symmetric space. Any finite order element $A \in \mathrm{SO}(n, \mathbb{C})$ can be conjugated into the maximal compact subgroup $\mathrm{SO}_{n}$, and again we obtain from Corollary 2.2 that

$$
\operatorname{dim} S^{A}=\operatorname{dim} C_{\mathrm{SO}_{n}}(A)
$$

From Lemma 5.3 one gets that $C_{\mathrm{SO}_{n}}(A)$ is conjugate within $\mathrm{SO}_{n}$ to the group $S\left(\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}} \times \mathrm{O}_{s} \times \mathrm{O}_{t}\right)$ where $s$ and $t$ are respectively the dimensions of the $\pm 1$-eigenspaces and where $n=2 d_{1}+\cdots+2 d_{r}+s+t$. It follows that

$$
\begin{equation*}
\operatorname{dim} C_{\mathrm{SO}_{n}}(A)=\sum_{i=1}^{r} d_{i}^{2}+\frac{s(s-1)}{2}+\frac{t(t-1)}{2} \tag{6.1}
\end{equation*}
$$

It is easy to see that as long as $n \geq 5$, this quantity is maximal only if $r=0$ and either $s$ or $t$ is equal to 1 , meaning that

$$
\operatorname{dim} S^{A} \leq \frac{(n-1)(n-2)}{2}=\frac{n(n-3)}{2}+1 \text { if } n \geq 5
$$

Now, if $\Gamma \subset \operatorname{SO}(n, \mathbb{C})$ is a lattice then we have that

$$
\operatorname{vcd}(\Gamma) \geq \frac{n(n-2)}{2}
$$

by Proposition 4.1. Taken together, these two inequalities imply that, as long as $n \geq 5$, the assumption of Corollary 3.4 is satisfied.
Lemma 6.2. If $n \geq 5$ and $\Gamma \subset \operatorname{SO}(n, \mathbb{C})$ is a lattice, then $\underline{\operatorname{cd}} \Gamma=\operatorname{vcd}(\Gamma)$.
6.3. Complex symplectic group $\operatorname{Sp}(2 n, \mathbb{C})$. Once more we have that every finite order element $A \in \operatorname{Sp}(2 n, \mathbb{C})$ can be conjugated into the maximal compact group $\mathrm{Sp}_{n}$, and again we get from Corollary 2.2 that

$$
\operatorname{dim} S^{A}=\operatorname{dim} C_{\mathrm{Sp}_{n}}(A)
$$

where $S=\operatorname{Sp}(2 n, \mathbb{C}) / \operatorname{Sp}_{n}$ is the symmetric space of $\operatorname{Sp}(2 n, \mathbb{C})$. From Lemma 5.4 we get that $C_{\operatorname{Sp}_{n}}(A)$ is isomorphic to a group of the form

$$
\mathrm{U}_{d_{1}} \times \cdots \times \mathrm{U}_{d_{r}} \times \mathrm{Sp}_{s} \times \mathrm{Sp}_{t}
$$

where $s$ and $t$ are respectively the dimensions of the $\pm 1$-eigenspaces and where $n=d_{1}+\cdots+d_{r}+s+t$. Moreover, $A$ is non-central if and only if $s, t \neq n$. Computing dimensions we get that

$$
\operatorname{dim} C_{\mathrm{Sp}_{n}}(A)=\sum_{i=1}^{r} d_{i}^{2}+2 s^{2}+s+2 t^{2}+t
$$

Now, assuming that $A$ is non-central, it is not hard to check that this expression is maximal if $r=0, s=n-1$ and $t=1$, meaning that

$$
\operatorname{dim} S^{A} \leq 2 n^{2}-3 n+4
$$

From Proposition 4.1 we get the lower bound $\operatorname{vcd}(\Gamma) \geq 2 n^{2}$ for any lattice $\Gamma \in \operatorname{Sp}(2 n, \mathbb{C})$, meaning that again Corollary 3.4 applies and yields the following.

Lemma 6.3. If $n \geq 2$ and $\Gamma \subset \operatorname{Sp}(2 n, \mathbb{C})$ is a lattice, then $\operatorname{vcd}(\Gamma)=$ cd $\Gamma$.
6.4. Quaternionic special linear group $\mathrm{SL}(n, \mathbb{H})$. As always we can conjugate every finite order element $A \in \mathrm{SL}(n, \mathbb{H})$ into the maximal compact subgroup $\mathrm{Sp}_{n}$. As mentioned after Lemma 5.4 we have

$$
C_{\mathrm{GL}(n, \mathbb{H})}(A) \simeq \mathrm{GL}\left(d_{1}, \mathbb{C}\right) \times \cdots \times \mathrm{GL}\left(d_{r}, \mathbb{C}\right) \times \mathrm{GL}(s, \mathbb{H}) \times \mathrm{GL}(t, \mathbb{H})
$$

for each $A \in \mathrm{Sp}_{n}$. Note also that $A$ is non-central if and only if $s, t \neq n$. From this, Proposition 2.1 and Lemma 5.4 we obtain that

$$
\operatorname{dim} S^{A} \leq d_{1}^{2}+\cdots+d_{r}^{2}+2 s^{2}-s+2 t^{2}-t-1
$$

where $S=\mathrm{SL}(n, \mathbb{H}) / \mathrm{Sp}_{n}$ is the relevant symmetric space. This quantity is maximal if $r=0$ and $(s, t)=(1, n-1)$ or $(s, t)=(n-1,1)$, meaning that

$$
\operatorname{dim} S^{A} \leq 2 n^{2}-5 n+3
$$

On the other hand Proposition 4.1 yields the lower bound $\operatorname{vcd}(\Gamma) \geq 2 n^{2}-2 n$ for any lattice $\Gamma \in \operatorname{SL}(n, \mathbb{H})$, which means that again Corollary 3.4 implies the following

Lemma 6.4. For every lattice $\Gamma$ in $\operatorname{SL}(n, \mathbb{H})$ we have $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}} \Gamma$.
6.5. Indefinite unitary group $\operatorname{SU}(p, q)$. Any finite order element $A \in$ $\mathrm{SU}(p, q)$ can be conjugated into the maximal compact subgroup $S\left(\mathrm{U}_{p} \times \mathrm{U}_{q}\right)$, so we can assume that $A$ in contained in $S\left(\mathrm{U}_{p} \times \mathrm{U}_{q}\right)$ from the start. Note that if $\lambda$ is an eigenvalue of $A$, then for the eigenspace $E_{\lambda}$ we have

$$
E_{\lambda}=\left(E_{\lambda} \cap\left(\mathbb{C}^{p} \times\{0\}\right)\right) \oplus\left(E_{\lambda} \cap\left(\{0\} \times \mathbb{C}^{q}\right)\right) .
$$

This means that the hermitian form $(v, w) \mapsto \bar{v}^{t} Q_{p, q} w$ induces a hermitian form on $E_{\lambda}$ of signature $\left(\operatorname{dim}_{\mathbb{C}} E_{\lambda} \cap\left(\mathbb{C}^{p} \times\{0\}\right), \operatorname{dim}_{\mathbb{C}} E_{\lambda} \cap\left(\{0\} \times \mathbb{C}^{q}\right)\right.$ ). This latter form is preserved by any element in $\operatorname{SU}(p, q)$ preserving $E_{\lambda}$, and hence in particular by the centralizer of $A$. Taking all this together we deduce that, up to conjugation,

$$
\left.C_{\mathrm{SU}(p, q)}(A)=S\left(\mathrm{U}\left(p_{1}, q_{1}\right) \times \cdots \times \mathrm{U}\left(p_{r}, q_{r}\right)\right)\right) .
$$

where $p=\sum p_{i}$ and $q=\sum q_{i}$. Together with Lemma 5.2 this implies that

$$
\operatorname{dim} S^{A} \leq \sum_{i=1}^{r} 2 p_{i} q_{i}
$$

where $S=\mathrm{SU}(p, q) / S\left(\mathrm{U}_{p} \times \mathrm{U}_{q}\right)$. If $A$ is non-central we have that $r \geq 2$ and hence

$$
\operatorname{dim} S^{A} \leq 2 p(q-1)
$$

Since we have by Proposition 4.1 that $\operatorname{vcd}(\Gamma) \geq 2 p q-p$ for any lattice $\Gamma \subset \mathrm{SU}(p, q)$, we get the following from Corollary 3.4.
Lemma 6.5. Let $p \geq 2$. If $\Gamma$ is a lattice in $\operatorname{SU}(p, q)$ then $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}} \Gamma$.
6.6. Indefinite quaternionic unitary group $\mathrm{Sp}(p, q)$. Arguing as usual, note that any finite order $A \in \operatorname{Sp}(p, q) \subset \mathrm{GL}(2 p+2 q, \mathbb{C})$ can be conjugated into the maximal compact subgroup $\mathrm{Sp}_{p} \times \mathrm{Sp}_{q} \subset \mathrm{U}_{2 p} \times \mathrm{U}_{2 q}$. So we can assume that $A$ is contained in $\mathrm{Sp}_{p} \times \mathrm{Sp}_{q} \subset \mathrm{U}_{2 p} \times \mathrm{U}_{2 q}$ to begin with. As in the case of $\operatorname{SU}(p, q)$ note that if $\lambda \in \mathbb{C}$ is an eigenvalue of $A$, then for the eigenspace $V_{\lambda}$ as in (5.1) we have

$$
V_{\lambda}=\left(V_{\lambda} \cap\left(\mathbb{H}^{p} \times\{0\}\right)\right) \oplus\left(V_{\lambda} \cap\left(\{0\} \times \mathbb{H}^{q}\right)\right) .
$$

This again implies that the hermitian form $(v, w) \mapsto \bar{v}^{t} Q_{p, q} w$ induces a hermitian form on $V_{\lambda}$ of signature

$$
\left(\operatorname{dim}_{\mathbb{H}} V_{\lambda} \cap\left(\mathbb{H}^{p} \times\{0\}\right), \operatorname{dim}_{\mathbb{H}} V_{\lambda} \cap\left(\{0\} \times \mathbb{H}^{q}\right)\right) .
$$

This latter form is preserved by any element in $\operatorname{Sp}(p, q)$ preserving $V_{\lambda}$, and hence in particular by the centralizer of $A$. Taking all of this together and using the same notation as in (5.2), we have that $C_{\operatorname{Sp}(p, q)}(A)$ is conjugate to

$$
C_{\operatorname{Sp}(p, q)}(A)=C_{\operatorname{Sp}\left(p_{1}, q_{1}\right)}\left(\Lambda_{1}\right) \times \cdots \times C_{\operatorname{Sp}\left(p_{r}, q_{r}\right)}\left(\Lambda_{r}\right) \times \operatorname{Sp}\left(p_{s}, q_{s}\right) \times \operatorname{Sp}\left(p_{t}, q_{t}\right)
$$

where

- $\lambda_{1}, \bar{\lambda}_{1}, \ldots, \lambda_{r}, \bar{\lambda}_{r}$ are the complex non-real eigenvalues of $A$,
- $p=p_{s}+p_{t}+\sum p_{i}$ and $q=q_{s}+q_{t}+\sum q_{i}$.

Compare with Lemma 5.4. Taking into account that

$$
\begin{aligned}
C_{\mathrm{Sp}\left(p_{i}, q_{i}\right)}\left(\Lambda_{i}\right) & =\operatorname{Sp}\left(p_{i}, q_{i}\right) \cap C_{\mathrm{GL}\left(p_{i}+q_{i}, \mathbb{H}\right)}\left(\Lambda_{i}\right) \\
& =\operatorname{Sp}\left(p_{i}, q_{i}\right) \cap \operatorname{GL}\left(p_{i}+q_{i}, \mathbb{C}\right) \\
& =\mathrm{SU}\left(p_{i}, q_{i}\right)
\end{aligned}
$$

we have that

$$
C_{\mathrm{Sp}(p, q)}(A)=\mathrm{SU}\left(p_{1}, q_{1}\right) \times \cdots \times \mathrm{SU}\left(p_{r}, q_{r}\right) \times \operatorname{Sp}\left(p_{s}, q_{s}\right) \times \operatorname{Sp}\left(p_{t}, q_{t}\right)
$$

meaning that

$$
\operatorname{dim} S^{A} \leq 4 p_{s} q_{s}+4 p_{t} q_{t}+\sum_{i=1}^{r} 2 p_{i} q_{i}
$$

where $S=\operatorname{Sp}(p, q) / \operatorname{Sp}_{p} \times \operatorname{Sp}_{q}$. If $A$ is non-central we have that $p_{s}+q_{s} \neq p+q$ and $p_{t}+q_{t} \neq p+q$ and hence that

$$
\operatorname{dim} S^{A} \leq 4 p(q-1)
$$

Since we have by Proposition 4.1 that $\operatorname{vcd}(\Gamma) \geq 4 p q-p$ for any lattice $\Gamma \subset \operatorname{Sp}(p, q)$, we get the following from Corollary 3.4.

Lemma 6.6. Let $p \geq 2$. If $\Gamma$ is a lattice in $\operatorname{Sp}(p, q)$ then $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}} \Gamma$.
6.7. Real symplectic group $\operatorname{Sp}(2 n, \mathbb{R})$. The maximal compact subgroup of $\operatorname{Sp}(2 n, \mathbb{R})$ is $\mathrm{U}_{n}$, which arises by first identifying $\mathbb{R}^{2 n}$ with $\mathbb{C}^{n}$ and then setting

$$
\begin{equation*}
\mathrm{U}_{n}=\operatorname{Sp}(2 n, \mathbb{R}) \cap \operatorname{GL}(n, \mathbb{C}) \tag{6.2}
\end{equation*}
$$

This means that the eigenspaces of any $A \in \mathrm{U}_{n}$ are complex and hence symplectic. Any such $A$ can be conjugated to have the form

$$
A=\left(\begin{array}{ccc}
\lambda_{1} \mathrm{Id}_{d_{1}} & &  \tag{6.3}\\
& \ddots & \\
& & \lambda_{r} \mathrm{Id}_{d_{r}}
\end{array}\right)
$$

where $\operatorname{Id}_{d_{k}}$ is a $d_{k}$-by- $d_{k}$ complex identity matrix and $\lambda_{j} \neq \lambda_{k}$ for all $j \neq k$. Note that $n=\sum_{i=1}^{r} d_{i}$. From here we get that

$$
\begin{equation*}
C_{\operatorname{Sp}(2 n, \mathbb{R})}(A)=C_{\operatorname{Sp}\left(2 d_{1}, \mathbb{R}\right)}\left(\lambda_{1} \operatorname{Id}_{d_{1}}\right) \times \cdots \times C_{\operatorname{Sp}\left(2 d_{r}, \mathbb{R}\right)}\left(\lambda_{r} \operatorname{Id}_{d_{r}}\right) \tag{6.4}
\end{equation*}
$$

Now, observing that $C_{\mathrm{GL}\left(2 d_{i}, \mathbb{R}\right)}\left(\lambda_{i} \operatorname{Id}_{d_{i}}\right)=\operatorname{GL}\left(d_{i}, \mathbb{C}\right)$ whenever $\lambda_{i} \notin \mathbb{R}$ we get from (6.2) that $C_{\operatorname{Sp}\left(2 d_{i}, \mathbb{R}\right)}\left(\lambda_{i} \operatorname{Id}_{d_{i}}\right) \subset \mathrm{U}_{d_{i}}$. This means that the only non-compact factors in $C_{\operatorname{Sp}(2 n, \mathbb{R})}(A)$ correspond to the eigenvalues $\pm 1$. Altogether we have that

$$
\begin{equation*}
\operatorname{dim} S^{A}=t^{2}+t+s^{2}+s \tag{6.5}
\end{equation*}
$$

where $t$ and $s$ are the complex dimensions of the $\pm 1$-eigenspaces and where $S=\operatorname{Sp}(2 n, \mathbb{R}) / \mathrm{U}_{n}$. It follows that for any $A \in \operatorname{Sp}(2 n, \mathbb{R})$ of finite order and non-central, i.e. if both $s, t<n$, this quantity is maximized if and only if
either $s$ or $t$ is equal to $n-1$ and the other to 1 . In other words, we have that

$$
\operatorname{dim} S^{A} \leq n^{2}-n+2
$$

Since Proposition 4.1 yields $\operatorname{vcd}(\Gamma) \geq n^{2}$, we obtain the following from Corollary 3.4.

Lemma 6.7. If $n \geq 3$ and $\Gamma \subset \operatorname{Sp}(2 n, \mathbb{R})$ is a lattice, then $\operatorname{vcd}(\Gamma)=$ cd $\Gamma$.
6.8. The group $\mathrm{SO}^{*}(2 n)$. Recall that

$$
\mathrm{SO}^{*}(2 n)=\left\{A \in \mathrm{SU}(n, n) \mid A^{t} Q_{n, n} J_{n} A=Q_{n, n} J_{n}\right\}
$$

has as maximal compact subgroup

$$
\left\{\left.\left(\begin{array}{cc}
A & \\
& \bar{A}
\end{array}\right) \right\rvert\, A \in \mathrm{U}_{n}\right\} \simeq \mathrm{U}_{n}
$$

Similar considerations as before imply that if $A \in \mathrm{U}_{n}$ has complex non-real eigenvalues $\lambda_{1}, \bar{\lambda}_{1}, \ldots, \lambda_{r}, \bar{\lambda}_{r}$ then

$$
C_{\mathrm{SO}^{*}(2 n)}(A) \simeq \mathrm{SO}^{*}\left(2 d_{1}\right) \times \cdots \times \mathrm{SO}^{*}\left(2 d_{r}\right) \times \mathrm{SO}^{*}(s) \times \mathrm{SO}^{*}(t)
$$

where $d_{i}=\operatorname{dim}_{\mathbb{C}} E_{\lambda_{i}}$ is the complex dimension of the eigenspace corresponding to the eigenvalue $\lambda_{i}$ and where $s$ (resp. $t$ ) is the dimension of the eigenspaces corresponding to the eigenvalue 1 (resp. -1 ). This means that

$$
\operatorname{dim} S^{A}=-n+\frac{s^{2}}{4}+\frac{t^{2}}{4}+\sum_{i=1}^{r} d_{i}^{2}
$$

where this time $S=\mathrm{SO}^{*}(2 n) / \mathrm{U}_{n}$. As usual this is maximized (for noncentral $A$ ) by a sum with as few factors as possible, meaning that

$$
\operatorname{dim} S^{A} \leq 1+(n-1)^{2}-n=n^{2}-n-2(n-1)
$$

Since $n \geq 2$ by assumption, and since Proposition 4.1 yields $\operatorname{vcd}(\Gamma) \geq n^{2}-$ $n-\frac{n}{2}$, we get the following from Corollary 3.4.
Lemma 6.8. For every lattice $\Gamma$ in $\mathrm{SO}^{*}(2 n)$ we have $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}} \Gamma$.

## 7. Real special linear group $\operatorname{SL}(n, \mathbb{R})$

After the results in the previous section there are two families of classical groups to be dealt with: $\mathrm{SL}(n, \mathbb{R})$ and $\mathrm{SO}(p, q)$. Since the discussion is longer for these two classes of groups, we treat them in different sections. We prove now that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for any lattice $\Gamma$ in $\operatorname{SL}(n, \mathbb{R})$ for $n \geq 3$. Note that all these lattices are arithmetic because $\operatorname{rank}_{\mathbb{R}} \geq 2$.

We start in the same way that we did in each of the particular cases in Section 6. Every $A \in \operatorname{SL}(n, \mathbb{R})$ that is non-central and has finite order can be conjugated into the maximal compact group $\mathrm{SO}_{n}$. Now, the same
considerations as earlier yield that there are $d_{t}, d_{s}, d_{1}, \ldots, d_{r}$ with $d_{t}+d_{s}+$ $2 d_{1}+\cdots+2 d_{r}=n$ such that

$$
C_{\mathrm{SL}(n, \mathbb{R})}(A)=S\left(\mathrm{GL}\left(d_{t}, \mathbb{R}\right) \times \mathrm{GL}\left(d_{s}, \mathbb{R}\right) \times \prod_{i=1}^{r} \mathrm{GL}\left(d_{i}, \mathbb{C}\right)\right)
$$

where $d_{ \pm}$is the dimension of the eigenspace of $A$ associated to the eigenvalue $\pm 1$; compare with Lemma 5.3. From here we get that

$$
\begin{equation*}
\operatorname{dim} S^{A}=-1+\frac{d_{t}\left(d_{t}-1\right)}{2}+d_{t}+\frac{d_{s}\left(d_{s}-1\right)}{2}+d_{s}+\sum_{i=1}^{r} d_{i}^{2} \tag{7.1}
\end{equation*}
$$

where $S=\mathrm{SL}(n, \mathbb{R}) / \mathrm{SO}_{n}$ is the relevant symmetric space. Moreover, since $A$ is non-central we have that $d_{t}, d_{s} \neq n$. This means that this formula takes its maximal values if $d_{t}=n-1, d_{s}=1$ and $r=0$. We have thus that

$$
\begin{equation*}
\operatorname{dim} S^{A} \leq \frac{(n-1)(n-2)}{2}+n-1=\frac{n(n-1)}{2} \tag{7.2}
\end{equation*}
$$

with equality if and only if $A$ is conjugate to

$$
A \stackrel{\text { conj }}{\simeq}\left(\begin{array}{cc}
-\operatorname{Id}_{n-1} & \\
& 1
\end{array}\right)=Q_{n-1,1}
$$

We deduce the following.
Lemma 7.1. Let $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ be a lattice such that either $\Gamma$ does not contain any element conjugate to $Q_{n-1,1}$ or $\operatorname{vcd}(\Gamma)>\frac{n(n-1)}{2}$. Then $\underline{\mathrm{cd}} \Gamma=$ $\operatorname{vcd}(\Gamma)$.
Proof. From (7.2) we get that $\operatorname{dim} S^{A} \leq \frac{n(n-1)}{2}$ for every $A \in \Gamma$ non-central. Moreover the inequality is strict if $A$ is not conjugate to $Q_{n-1,1}$. As for any lattice $\Gamma$ we have $\operatorname{vcd}(\Gamma) \geq \frac{n(n-1)}{2}$ by Proposition 4.1, we get under either condition in Lemma 7.1 that $\operatorname{dim} S^{A}<\operatorname{vcd}(\Gamma)$ for all $A \in \Gamma$ non-central and of finite order. The claim then follows from Corollary 3.4.

We will apply Corollary 3.7 to deal with the case that $\operatorname{vcd}(\Gamma)=\frac{n(n-1)}{2}$, but first we need some preparatory work. As a first step, we bound the dimension of the intersection of distinct fixed point sets. Our aim is to check that the hypothesis of Corollary 3.7 hold true so we only have to consider fixed point subsets in
$\mathcal{S}=\left\{S^{H} \mid H \in \mathcal{F}\right.$ non-central and $\nexists H^{\prime} \in \mathcal{F}$ non-central with $\left.S^{H} \subsetneq S^{H^{\prime}}\right\}$.
Observe that for any $S^{H} \in \mathcal{S}$ we have $S^{H}=S^{A}$ for some non-central finite order element $A$ and that if we have distinct $S^{A}, S^{B} \in \mathcal{S}$ then $S^{A} \nsubseteq S^{B}$ and $S^{B} \nsubseteq S^{A}$.
Lemma 7.2. Suppose that $n \geq 4$. If $S^{A}, S^{B}$ are distinct elements in $\mathcal{S}$, then

$$
\operatorname{dim} S^{\langle A, B\rangle}=\operatorname{dim}\left(S^{A} \cap S^{B}\right) \leq \frac{n(n-1)}{2}-2
$$

where $\langle A, B\rangle$ is the subgroup of $\mathrm{SO}_{n}$ generated by $A$ and $B$.

Proof. Assume first that both $A$ and $B$ are conjugate to $Q_{n-1,1}$. Consider then the direct sum decompositions $\mathbb{R}^{n}=V \oplus L$ and $\mathbb{R}^{n}=V^{\prime} \oplus L^{\prime}$ whose factors are the eigenspaces of $A$ and $B$ respectively, so that $\operatorname{dim} L=\operatorname{dim} L^{\prime}=$ 1. Note that, as long as $S^{A} \cap S^{B} \neq \emptyset$, we have $L \neq L^{\prime}$ and $V \neq V^{\prime}$ because $A \neq B$. Any matrix which commutes with $A$ and with $B$ has to preserve the direct sum decomposition

$$
\mathbb{R}^{n}=\left(V \cap V^{\prime}\right) \oplus L \oplus L^{\prime}
$$

which means that the common centralizer $C_{\mathrm{SL}(n, \mathbb{R})}(\langle A, B\rangle)$ of $A$ and $B$ is conjugate to $S\left(\operatorname{GL}(n-2, \mathbb{R}) \times \mathbb{R}^{*} \times \mathbb{R}^{*}\right)$. This implies that

$$
\operatorname{dim} S^{\langle A, B\rangle}=\frac{n(n-1)}{2}+2-n \leq \frac{n(n-1)}{2}-2
$$

as we claimed.
Assume now that $A$ is not conjugate to $Q_{n-1,1}$. Then we get from (7.1) that

$$
\operatorname{dim} S^{A} \leq \frac{n(n-1)}{2}-1
$$

As $S^{A} \nsubseteq S^{B}, S^{\langle A, B\rangle}=S^{A} \cap S^{B} \subsetneq S^{A}$. Then the fact that $S^{\langle A, B\rangle}$ is a closed submanifold of the connected manifold $S^{A}$ implies that

$$
\operatorname{dim} S^{\langle A, B\rangle}<\operatorname{dim} S^{A} \leq \frac{n(n-1)}{2}-1
$$

so we are done.
We remark that the lemma above also holds for matrices in $\mathrm{O}_{n}$.

Equation (7.2) and Lemma 7.2 imply that the first two conditions in Corollary 3.7 are satisfied as long as $n \geq 4$. To be able to check the third condition we need to construct appropriate flats in the symmetric space $S=\mathrm{SL}(n, \mathbb{R}) / \mathrm{SO}_{n}$. Identify $S$ with the space of unimodular positive definite quadratic forms on $\mathbb{R}^{n}$, suppose that $A \in \operatorname{SL}(n, \mathbb{R})$ is conjugate to $Q_{n-1,1}$, and let

$$
\mathbb{R}^{n}=L \oplus V, \quad \operatorname{dim} L=1 \text { and } \operatorname{dim} V=n-1
$$

be the decomposition of $\mathbb{R}^{n}$ as direct sum of the eigenspaces of $A$. The fixed point set $S^{A}$ of $A$ consists of those unimodular scalar products on $\mathbb{R}^{n}$ with respect to which the line $L$ is orthogonal to the subspace $V$. To describe a maximal flat start with a direct sum decomposition

$$
\mathbb{R}^{n}=P_{1} \oplus \cdots \oplus P_{n}
$$

where each $P_{i}$ has dimension 1. The flat $F$ is the set of unimodular forms with respect to which the lines $P_{1}, \ldots, P_{n}$ are mutually orthogonal. Note that general position of the direct sum decompositions $L \oplus V$ and $P_{1} \oplus \cdots \oplus P_{n}$ implies that the corresponding fixed point set $S^{A}$ and flat $F$ are also in general position with respect to each other.

Proposition 7.3. Suppose that $A_{1}, \ldots, A_{r} \in \mathrm{SL}(n, \mathbb{R})$ are such that $A_{i}$ is conjugate to $Q_{n-1,1}$ for all $i$ and such that $S^{A_{i}} \neq S^{A_{1}}$ for all $i \neq 1$. Then there is a maximal flat $F \subset S$ and an open neighborhood $U$ of $\operatorname{Id} \in \operatorname{SL}(n, \mathbb{R})$ such that for all $g \in U$ we have
(1) $g F$ intersects $S^{A_{1}}$ transversely in a point, and
(2) $g F$ is disjoint from $S^{A_{i}}$ for $i \in\{2, \ldots, r\}$.

Proof. To begin with note that $F$ and $S^{A_{1}}$ have complementary dimensions. In particular, to have a single transversal intersection is stable under small perturbations. In other words, (1) is automatically satisfied by every $g F$ with $g$ in some open neighborhood of Id if it is satisfied by $F$ itself.

To find a maximal flat $F$ which, even after small perturbations, is disjoint from $S^{A_{i}}$ for $i=2, \ldots, r$ we will use the following observation.

Lemma 7.4. Suppose $V$ is a hyperplane in $\mathbb{R}^{n}$ and let $u, v_{1}, \ldots, v_{n}$ be vectors in the same component of $\mathbb{R}^{n} \backslash V$. Suppose also that $v_{1}, \ldots, v_{n}$ are linearly independent and that $u$ does not belong to the convex cone $\mathbb{R}_{+} v_{1}+\cdots+\mathbb{R}_{+} v_{n}$. Then there is no scalar product with respect to which $u$ is orthogonal to $V$ and $v_{1}, \ldots, v_{n}$ are orthogonal to each other.

Proof. Suppose that there is such a scalar product and note that up replacing the vectors by positive multiples we may assume without loss of generality that all the vectors $u, v_{1}, \ldots, v_{n}$ have unit length. Let $E$ be the hemisphere of $\mathbb{S}^{n} \backslash V$ centred at $u$. Now, each $v_{i} \in E$ and this means that $u$ belongs to the ball in $\mathbb{S}^{n}$ of radius $\frac{\pi}{2}$ centred at $v_{i}$. In other words, $u$ belongs to the spherical triangle with vertices $v_{i}$ which means exactly that $u$ belongs to the cone $\mathbb{R}_{+} v_{1}+\cdots+\mathbb{R}_{+} v_{n}$.

Continuing with the proof of Proposition 7.3 and with the notation of Lemma 7.4 , suppose that $A \in \mathrm{SL}(n, \mathbb{R})$ is conjugate to $Q_{n-1,1}$ with associated direct sum decomposition $\mathbb{R}^{n}=V \oplus \mathbb{R} u$, and let $F$ be the flat in $S$ corresponding to the direct sum decomposition $\mathbb{R} v_{1} \oplus \cdots \oplus \mathbb{R} v_{n}$. The nonexistence of a scalar product with respect to which these two direct sum decompositions are orthogonal implies that $S^{A} \cap F=\emptyset$. In fact, noting that once $V$ and $u$ are fixed, the condition in Lemma 7.4 on the vectors $v_{1}, \ldots, v_{n}$ is open, we also get that $S^{A} \cap g F=\emptyset$ for every $g \in \operatorname{SL}(n, \mathbb{R})$ near Id.

Suppose now that $A_{1}, \ldots, A_{r}$ are as in the statement of the proposition, let $\mathbb{R}^{n}=V_{i} \oplus L_{i}$ be the associated direct sum decompositions with $\operatorname{dim} L_{i}=$ 1 and let $u_{i} \in L_{i}$ be a non-trivial vector. The upshot of the preceding discussion is that Proposition 7.3 follows once we can find a basis $v_{1}, \ldots, v_{n}$ of $\mathbb{R}^{n}$ in general position with respect to $V_{i} \oplus L_{i}$ for all $i=1, \ldots, r$ such that
(i) there is a scalar product with respect to which both direct sum decompositions $\mathbb{R} v_{1} \oplus \cdots \oplus \mathbb{R} v_{n}$ and $V_{1} \oplus L_{1}$ are orthogonal, but that
(ii) for each $i=2, \ldots, r$ we have that $u_{i} \notin \epsilon_{1}^{i} \mathbb{R}_{+} v_{1}+\cdots+\epsilon_{n}^{i} \mathbb{R}_{+} v_{n}$ where $\epsilon_{j}^{i}= \pm 1$ is chosen so that $u_{i}$ and $\epsilon_{j}^{i} v_{j}$ are on the same side of $\mathbb{R}^{n} \backslash V_{i}$.

To find the desired basis consider the projection $\pi: \mathbb{R}^{n} \rightarrow V_{1}$ with kernel $L_{1}$. We choose a line $\ell \subset V_{1}$ with $\ell \neq \pi\left(L_{i}\right)$ for $i=2, \ldots, r$. Moreover, if $V_{i} \neq V_{1}$ we assume that $\ell \not \subset V_{i}$.

Up to a change of coordinates we can assume that $L_{1}$ and $V_{1}$ are orthogonal with respect to the standard scalar product $\langle\cdot, \cdot\rangle$, that $\ell$ is spanned by the first vector $e_{1}$ of the standard basis, and that $L_{1}$ is spanned by $e_{2}$. For $\lambda>0$ consider the linear map $\Phi_{\lambda}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ whose matrix with respect to the standard basis $e_{1}, \ldots, e_{n}$ is given by the diagonal matrix

$$
\Phi_{\lambda}=\left(\begin{array}{ccccc}
\lambda^{2} & & & & \\
& \lambda & & & \\
& & 1 & & \\
& & & \ddots & \\
& & & & 1
\end{array}\right)
$$

and let $\langle\cdot, \cdot\rangle_{\lambda}$ be the unique scalar product with $\Phi_{\lambda}^{*}\langle\cdot, \cdot\rangle_{\lambda}=\langle\cdot, \cdot\rangle$. Choose now an $\langle\cdot, \cdot\rangle$-orthonormal basis $v_{1}^{1}, \ldots, v_{n}^{1}$ in general position with respect to the direct sum decompositions $\mathbb{R}^{n}=V_{i} \oplus L_{i}$ for $i=1, \ldots, r$ and with

$$
\left\langle v_{j}^{1}, e_{1}\right\rangle>0 \text { for all } j=1, \ldots, n .
$$

For $\lambda>1$ sufficiently large the $\langle\cdot, \cdot\rangle_{\lambda}$-orthonormal basis $v_{1}^{\lambda}, \ldots, v_{n}^{\lambda}$ given by

$$
v_{j}^{\lambda}=\Phi_{\lambda}\left(v_{j}^{1}\right)
$$

has the desired properties. We leave the details to the reader.
We are now ready to conclude the proof that Bredon cohomological dimension equals virtual cohomological dimension for lattices in $\operatorname{SL}(n, \mathbb{R})$ as long as $n \geq 4$.

Lemma 7.5. If $n \geq 4$, then $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$.
Proof. Assume $n \geq 4$. From Lemma 7.1 we already know that the claim holds for all lattices $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$ unless possibly if

$$
d=\operatorname{vcd}(\Gamma)=\frac{n(n-1)}{2} .
$$

Suppose from now on that this is the case, and note that Proposition 4.1 implies that $\operatorname{rank}_{\mathbb{Q}}(\Gamma)=\operatorname{rank}_{\mathbb{R}}(\operatorname{SL}(n, \mathbb{R}))$, meaning that maximal rational flats are actually maximal flats.

From (7.2) and from Lemma 7.2 we get that the first two conditions in Corollary 3.7 are satisfied. We claim that also the third condition holds as well. To check that this is the case, suppose that we have $A_{1}, \ldots, A_{r} \in \Gamma$ of finite order, non-central and with $\operatorname{dim}\left(S^{A_{i}}\right)=\operatorname{vcd}(\Gamma)$ for all $i$ and with $S^{A_{i}} \neq S^{A_{j}}$ for all $i \neq j$. The discussion preceding Lemma 7.1 implies that each $A_{i}$ is conjugate in $\mathrm{SL}(n, \mathbb{R})$ to $Q_{n-1,1}$. Proposition 7.3 implies that there is a maximal flat $F$ and an open neighborhood $U$ of $\mathrm{Id} \in \mathrm{SL}_{n} \mathbb{R}$ such that for all $g \in U$ we have
(1) $g F$ intersects $S^{A_{1}}$ transversely in a point, and
(2) $g F$ is disjoint of $S^{A_{i}}$ for $i \in\{2, \ldots, r\}$.

Now, Lemma 2.5 implies that we can find $g \in U$ such that $g F$ is rational. This proves that the third condition in Corollary 3.7 is also satisfied, and thus that $\operatorname{vcd}(\Gamma)=\underline{\mathrm{cd}}(\Gamma)$.

The argument we just used does not apply to the case of lattices in $\mathrm{SL}(3, \mathbb{R})$ because there are lattices $\Gamma \subset \mathrm{SL}(3, \mathbb{R})$ which contain $A, B \in$ $\mathrm{SO}_{3} \cap \Gamma$ with $S^{A} \neq S^{B}$ and $\operatorname{dim}\left(S^{A} \cap S^{B}\right)=2$ while $\operatorname{vcd}(\Gamma)=3$. In other words, the second condition in Corollary 3.7 is not satisfied. We deal with the case of lattices in $\mathrm{SL}(3, \mathbb{R})$ now.

Lemma 7.6. If $\Gamma$ is a lattice in $\mathrm{SL}(3, \mathbb{R})$, then we have $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$.
Proof. From Lemma 7.1 we get that the claim holds true except possibly if $\operatorname{vcd}(\Gamma)=3$, which means that the $\mathbb{Q}$-rank of $\Gamma$ is 2 . From Proposition 2.4 we get that $\Gamma$ contains a subgroup commensurable to $\operatorname{SL}(3, \mathbb{Z})$ or to $\mathrm{SO}(2,3)_{\mathbb{Z}}$. In fact, we deduce from [32, Prop. 6.44 and Prop. 6.48] that $\Gamma \subset \mathrm{SL}(3, \mathbb{R})$ can be conjugated to a lattice commensurable to $\mathrm{SL}(3, \mathbb{Z})$. We may thus suppose that $\Gamma$ and $\mathrm{SL}(3, \mathbb{Z})$ were commensurable to begin with. This implies that the image of $\Gamma$ in the center free group $\operatorname{PSL}(3, \mathbb{C})$ is contained in $\operatorname{PSL}(3, \mathbb{Q})$, which amounts to saying that every element of $\Gamma$ is a real multiple of a matrix in $\mathrm{GL}(3, \mathbb{C})$ with rational entries. In particular, the direct sum decomposition $\mathbb{R}^{3}=V \oplus L$ corresponding to any element $A \in \Gamma$ conjugate to $Q_{2,1}$ is rational. This implies that the 1-parameter group $\mathbb{T}$ of $\mathrm{SL}(3, \mathbb{C})$ consisting of linear transformations which restrict to homotheties of $L \otimes_{\mathbb{R}} \mathbb{C}$ and $V \otimes_{\mathbb{R}} \mathbb{C}$ is a $\mathbb{Q}$-split torus. Since on the other hand $\mathbb{T}$ centralizes $A$, it follows that the (reductive) algebraic group $C_{\mathrm{SL}(3, \mathbb{C})}(A)$ has $\mathbb{Q}$-rank at least 1, which yields that the set of integral points $C_{\mathrm{SL}(3, \mathbb{Z})}(A)$ does not act cocompactly on $S^{A}$, where $S$ is the symmetric space of $\operatorname{SL}(3, \mathbb{R})$. Since $\Gamma$ and $\mathrm{SL}(3, \mathbb{Z})$ are commensurable we get that $C_{\Gamma}(A)$ does not act cocompactly on $S^{A}$ either. From the remark following Proposition 2.6 we deduce that gd $C_{\Gamma}(A)<\operatorname{dim} S^{A}$ and hence $\underline{\operatorname{cd}} C_{\Gamma}(A) \leq 2$ for every element $A \in \Gamma$ which is conjugate in $\operatorname{SL}(3, \mathbb{R})$ to $Q_{2,1}$. Since $\operatorname{dim} S^{A} \leq 2$ for every other finite order element $1 \neq A \in \Gamma$ we get that $\underline{\operatorname{cd}} C_{\Gamma}(A) \leq 2<\operatorname{vcd}(\Gamma)$ for every non-trivial finite order element $A$. (Note that the center of $\Gamma$ is trivial.)

Let $\mathcal{F}$ be the collection of the finite subgroups of $\Gamma$. It follows from the above that $\underline{\operatorname{cd}} C_{\Gamma}(H) \leq 2<\operatorname{vcd}(\Gamma)$ for every non-trivial $H \in \mathcal{F}$. For $H \in \mathcal{F}$ non-trivial, consider $\underline{E} C_{\Gamma}(H)=X^{H}$ and the singular set for the $C_{\Gamma}(H)$-action on $X^{H}$

$$
Y=\bigcup_{\substack{K \in \mathcal{F} \\ H \subsetneq K \subseteq C_{\Gamma}(H)}} X^{K}
$$

Since $\underline{\operatorname{cd}}\left(C_{\Gamma}(H)\right) \leq 2$, it follows from [11, Th. 1.1] that $\mathrm{H}_{c}^{n}\left(X^{H}, Y\right)=0$ for all $n \geq 3$. Now consider the singular set for the $\Gamma$-action on $X$

$$
X_{\text {sing }}^{H}=\bigcup_{\substack{K \in \mathcal{F} \\ H \subseteq K \subseteq \Gamma}} X^{K}
$$

Let $K$ be a finite subgroup of $\Gamma$ that strictly contains $H$ but not contained in $C_{\Gamma}(H)$. We claim that $\operatorname{dim} X^{K} \leq 1$. To prove this, first note that there exist two non-commuting finite order elements of $A$ and $B$ of $\Gamma$ such that $X^{K} \subseteq X^{\langle A, B\rangle}$. So it suffices to show that $\operatorname{dim} X^{\langle A, B\rangle} \leq 1$. The group $\langle A, B\rangle$ must contain a non-central finite order element that is not conjugate to $Q_{2,1}$. Indeed, if $A$ and $B$ are both conjugate to $Q_{2,1}$ then they both have order 2 . Since $A$ and $B$ do not commute, the product $A B$ is not central and cannot have order two. Hence $A B$ cannot be conjugate to $Q_{2,1}$. One checks using (7.1) that $\operatorname{dim} S^{A} \leq 1$ for any finite order non-central element $A$ that is not conjugate to $Q_{2,1}$. Hence, we have $\operatorname{dim} X^{\langle A, B\rangle} \leq \operatorname{dim} X^{A B} \leq 1$ as desired. We conclude that $X_{\text {sing }}^{H}$ can be obtained from $Y$ be adding cells of dimension at most 1. This implies that

$$
\mathrm{H}_{c}^{2}\left(X_{\text {sing }}^{H}\right) \rightarrow \mathrm{H}_{c}^{2}(Y)
$$

is injective and hence that $\mathrm{H}_{c}^{n}\left(X^{H}, X_{\text {sing }}^{H}\right)=0$ for all $n \geq 3$. Proposition 3.8 now implies that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$, as we needed to show.

## 8. Indefinite orthogonal group $\operatorname{SO}(p, q)$

Using a similar strategy as in the case of lattices in $\operatorname{SL}(n, \mathbb{R})$, we prove now that lattices $\Gamma$ in $\operatorname{SO}(p, q)$ also satisfy $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$. Since the $\mathbb{R}$-rank 1 case is taken care of by Corollary 2.8 , we will assume all the time that $p \leq q$ and $p=\operatorname{rank}_{\mathbb{R}} \mathrm{SO}(p, q) \geq 2$, meaning that all lattices in question are arithmetic. Let $S=\mathrm{SO}(p, q) / S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$ be the relevant symmetric space and $X$ its Borel-Serre compactification.

Suppose that $A \in \mathrm{SO}(p, q)$ is non-central and has finite order. As always, we may conjugate $A$ into the maximal compact group $S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$. Arguing as in the cases of $\mathrm{SU}(p, q)$ and $\mathrm{Sp}(p, q)$, and taking into account the description of centralizers in orthogonal groups provided by Lemma 5.3 we obtain the following lemma whose proof we leave to the reader.

Lemma 8.1. Suppose that $A \in S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$. Then there are non-negative integers $p_{s}, q_{s}, p_{t}, q_{t}, p_{1}, q_{1}, \ldots, p_{r}, q_{r}$ with

$$
p=p_{s}+p_{t}+2 \sum_{i=1}^{r} p_{i}, \quad q=q_{s}+q_{t}+2 \sum_{i=1}^{r} q_{i}
$$

such that the centralizer $C_{\mathrm{SO}(p, q)}(A)$ of $A$ in $\mathrm{SO}(p, q)$ is conjugate to

$$
C_{\mathrm{SO}(p, q)}(A)=S\left(\mathrm{O}\left(p_{s}, q_{s}\right) \times \mathrm{O}\left(p_{t}, q_{t}\right) \times \mathrm{U}\left(p_{1}, q_{1}\right) \times \cdots \times \mathrm{U}\left(p_{r}, q_{r}\right)\right)
$$

Moreover, if $r=0$ and $\left(p_{s}, q_{s}\right)=(0,1)$ then $A$ is conjugate within $\operatorname{SO}(p, q)$ to $Q_{n-1,1}$, where $n=p+q$. Finally, $A$ is central if and only if $r=0$ and either $p_{t}=q_{t}=0$ or $p_{s}=q_{s}=0$.

From Lemma 8.1 we get the following bound for the dimension of the fixed point set $S^{A}$

$$
\begin{equation*}
\operatorname{dim} S^{A}=p_{s} q_{s}+p_{t} q_{t}+2 \sum_{i=1}^{r} p_{i} q_{i} \tag{8.1}
\end{equation*}
$$

This formula remains true for any $A \in \mathrm{O}_{p} \times \mathrm{O}_{q}$. Moreover as long as $A$ is non-central this quantity is maximized if and only if $r=0$ and one of the following holds:
i) $\left(p_{s}, q_{s}\right)=(0,1)$,
ii) $\left(p_{s}, q_{s}\right)=(p, q-1)$,
iii) $p=q$ and $\left(p_{s}, q_{s}\right)=(1,0)$,
iv) $p=q$ and $\left(p_{s}, q_{s}\right)=(p-1, p)$.

In cases ii), iii) and iv) $A$ has determinant -1 . This means that

$$
\begin{equation*}
\operatorname{dim} S^{A} \leq p(q-1) \tag{8.2}
\end{equation*}
$$

and for $A \in S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$ there is an equality if and only if $A$ is conjugate to $Q_{n-1,1}$, where $n=p+q$. This is enough to prove the following.

Corollary 8.2. Suppose $\Gamma \subset \mathrm{SO}(p, q)$ is a lattice which either does not contain elements conjugate to $Q_{n-1,1}$ or with $\operatorname{vcd}(\Gamma)>p(q-1)$. Then $\underline{\mathrm{cd}} \Gamma=\operatorname{vcd}(\Gamma)$.

Proof. Let $A$ be a non-central finite order element of $\Gamma$. From (8.2) we get that $\operatorname{dim} S^{A} \leq p(q-1)$ where the inequality is strict if $\Gamma$ does not contain elements conjugate to $Q_{n-1,1}$. Since for any lattice $\Gamma$ we have $\operatorname{vcd}(\Gamma) \geq p(q-$ 1) by Proposition 4.1, we get that under either condition in the statement of the Corollary we have that $\operatorname{dim} S^{A}<\operatorname{vcd}(\Gamma)$. The claim now follows from Corollary 3.4.

Using Corollary 8.2, we can also deal with lattices in $\operatorname{SO}(2,2)$.
Lemma 8.3. If $\Gamma \subset \operatorname{SO}(2,2)$ is a lattice, then $\operatorname{vcd}(\Gamma) \geq 3$ and hence $\underline{\operatorname{cd}} \Gamma=$ $\operatorname{vcd} \Gamma$.

Proof. If $\operatorname{vcd}(\Gamma)<3$, Proposition 4.1 implies that $\operatorname{rank}_{\mathbb{Q}}(\Gamma)=2$. In turn, this means that $\Gamma$ contains a subgroup $\Gamma^{\prime}$ commensurable to either $\operatorname{SL}(3, \mathbb{Z})$ or to $\mathrm{SO}(2,3)_{\mathbb{Z}}$ by Proposition 2.4. In the former case this implies that $\operatorname{vcd}\left(\Gamma^{\prime}\right)=\operatorname{vcd}(\mathrm{SL}(3, \mathbb{Z}))=3$ and in the latter $\operatorname{vcd}\left(\Gamma^{\prime}\right)=\operatorname{vcd}\left(\mathrm{SO}(2,3)_{\mathbb{Z}}\right)=4$. Since on the other hand we have $\operatorname{vcd}(\Gamma) \geq \operatorname{vcd}\left(\Gamma^{\prime}\right)$, we arrive at a contraction.

From now on we assume that not only $2 \leq p \leq q$, but also that $n=$ $p+q \geq 5$. Corollary 8.2 covers many cases of lattices $\Gamma \subset \mathrm{SO}(p, q)$ but not all. We start the discussion of the remaining cases as we did for lattices in
$\mathrm{SL}(n, \mathbb{R})$, namely by bounding the dimension of intersections of fixed point sets in
$\mathcal{S}=\left\{S^{H} \mid H \in \mathcal{F}\right.$ non-central and $\nexists H^{\prime} \in \mathcal{F}$ non-central with $\left.S^{H} \subsetneq S^{H^{\prime}}\right\}$.
Lemma 8.4. Let $A, B \in S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$ be non central finite order elements with $S^{A}, S^{B} \in \mathcal{S}$ distinct. Then $\operatorname{dim} S^{\langle A, B\rangle} \leq p(q-1)-2$ where $\langle A, B\rangle$ is the group generated by $A$ and $B$.

Proof. Assume first that one of the matrices $A$ or $B$ is not conjugated to $Q_{n-1,1}$. Assume that matrix is for example $A$. Then we get from (8.1) that $\operatorname{dim} S^{A} \leq p(q-1)-1$ and hence, as $S^{\langle A, B\rangle} \subsetneq S^{A}$ is a closed submanifold of the connected manifold $S^{A}$ we have

$$
\operatorname{dim} S^{\langle A, B\rangle}<\operatorname{dim} S^{A} \leq p(q-1)-1
$$

so we get the result.
So from now on we suppose that both $A$ and $B$ are conjugated to $Q_{n-1,1}$. If the matrix $A B$ does not have order 2, then it has a non-real eigenvalue. With the same notation as above this means that for $A B, r \geq 1$ and hence we get from (8.1) that $\operatorname{dim} S^{A B} \leq p(q-2)$ and hence that $\operatorname{dim} S^{\langle A, B\rangle} \leq p(q-2)$.

If $A B$ is an involution, then $A$ and $B$ commute and can be simultaneously diagonalized. It follows that any matrix $C$ commuting with $A$ and $B$ preserves the coarsest direct sum decomposition of $\mathbb{R}^{p+q}$ with the property that each factor is contained in eigenspaces of both $A$ and $B$. Since both $A$ and $B$ are different and conjugate to $Q_{n-1,1}$, we get that any such $C$ preserves two lines and a space of dimension $n-2$. So, it follows that

$$
C_{\mathrm{SO}(p, q)}(\langle A, B\rangle)=\mathrm{SO}\left(p^{\prime}, q^{\prime}\right)
$$

where $p^{\prime}+q^{\prime}=p+q-2$ and $p^{\prime} \leq p, q^{\prime} \leq q$. This means that

$$
\begin{aligned}
\operatorname{dim} S^{\langle A, B\rangle} & \leq \max \{(p-2) q,(p-1)(q-1), p(q-2)\} \\
& =p(q-1)+\max \{-q+1,-p\} \leq p(q-1)-2
\end{aligned}
$$

as we claimed.
Equation (8.2) and Lemma 8.4 imply that that the first two conditions in Corollary 3.7 are satisfied for lattices $\Gamma \subset \mathrm{SO}(p, q)$ with $p+q \geq 5$. As was the case for lattices in $\operatorname{SL}(n, \mathbb{R})$, to check the third condition we need to be able to construct flats with certain intersection pattern.

Again, we start giving a concrete description of fixed points sets and flats in the symmetric space $S$ associated to $\mathrm{SO}(p, q)$. Denote by $\mathcal{Q}$ both the quadratic form $\mathcal{Q}(v)=v^{t} Q_{p, q} v$ and the corresponding bilinear form on $\mathbb{R}^{n}$ where $n=p+q$. Let $\operatorname{Gr}\left(p, \mathbb{R}^{n}\right)$ be the Grassmannian of $p$-dimensional subspaces of $\mathbb{R}^{n}$. The symmetric space $S=\mathrm{SO}(p, q) / S\left(\mathrm{O}_{p} \times \mathrm{O}_{q}\right)$ can be identified with the set of those $p$-dimensional planes restricted to which the form $\mathcal{Q}$ is negative definite

$$
S=\left\{W \in \operatorname{Gr}\left(p, \mathbb{R}^{n}\right):\left.\mathcal{Q}\right|_{W}<0\right\}
$$

Suppose that $A \in \mathrm{SO}(p, q)$ is conjugate to $Q_{n-1,1}$ and let

$$
\mathbb{R}^{n}=V_{A} \oplus L_{A}, \quad \operatorname{dim} V_{A}=n-1 \text { and } \operatorname{dim} L_{A}=1
$$

be the decomposition of $\mathbb{R}^{n}$ as direct sum of the eigenspaces of $A$ (note that both are orthogonal with respect to $\mathcal{Q}$ ). The fixed point set $S^{A}$ of $A$ consists of those $p$-dimensional subspaces $W \in S$ which are contained in $V_{A}$

$$
S^{A}=\left\{W \in \operatorname{Gr}\left(p, \mathbb{R}^{n}\right):\left.\mathcal{Q}\right|_{W}<0, W \subset V_{A}\right\}
$$

To describe maximal flats in $S$ notice that $\mathrm{SO}(1,1)$ is a 1 -dimensional $\mathbb{R}$ split torus. The direct product $\mathrm{SO}(1,1)^{p}$ of $p$ copies of $\mathrm{SO}(1,1)$ is then a $p$-dimensional torus. Since $\mathrm{SO}(1,1)^{p}$ is also a subgroup of $\mathrm{SO}(p, q)$ and $\mathrm{SO}(p, q)$ has real rank $p$, it is a maximal torus. For the sake of concreteness we construct an embedding of $\mathrm{SO}(1,1)^{p}$ into $\mathrm{SO}(p, q)$. Consider a $\mathcal{Q}$ orthogonal direct sum decomposition

$$
\mathbb{R}^{n}=P_{1} \oplus \cdots \oplus P_{p} \oplus P_{\text {rest }}
$$

where for $i=1, \ldots, p$ we have $\operatorname{dim} P_{i}=2$ and $\left.\mathcal{Q}\right|_{P_{i}}$ has signature $(1,1)$. Then we have that

$$
\begin{equation*}
\mathrm{SO}(1,1)^{p} \simeq \mathrm{SO}\left(\left.\mathcal{Q}\right|_{P_{1}}\right) \times \cdots \times \operatorname{SO}\left(\left.\mathcal{Q}\right|_{P_{1}}\right) \times \mathrm{Id} \tag{8.3}
\end{equation*}
$$

The maximal flat in $S$ corresponding to the maximal $\mathbb{R}$-split torus (8.3) is the set of those $p$-dimensional spaces $W \in S$ with $\operatorname{dim}\left(W \cap P_{i}\right)=1$ for $i=1, \ldots, p$. Notice that since $W \in S$ we have that $\left.\mathcal{Q}\right|_{W}<0$ and that this implies that $\left.\mathcal{Q}\right|_{W \cap P_{i}}<0$ for $i=1, \ldots, p$. We summarize all this discussion in the following lemma.

Lemma 8.5. Suppose that $A \in \mathrm{SO}(p, q)$ is conjugate to $Q_{n-1,1}$ and let

$$
\begin{equation*}
\mathbb{R}^{n}=V_{A} \oplus L_{A}, \quad \operatorname{dim} V_{A}=n-1 \text { and } \operatorname{dim} L_{A}=1 \tag{8.4}
\end{equation*}
$$

be the decomposition of $\mathbb{R}^{n}$ as direct sum of the eigenspaces of $A$. Consider also a $\mathcal{Q}$-orthogonal direct sum decomposition

$$
\begin{equation*}
\mathbb{R}^{n}=P_{1} \oplus \cdots \oplus P_{p} \oplus P_{\mathrm{rest}} \tag{8.5}
\end{equation*}
$$

with $\operatorname{dim} P_{i}=2$ and such that $\left.\mathcal{Q}\right|_{P_{i}}$ has signature $(1,1)$ for $i=1, \ldots, p$ and let

$$
F=\left\{W \in S \mid \operatorname{dim}\left(W \cap P_{i}\right)=1 \text { for } i=1, \ldots, p\right\}
$$

be the corresponding maximal flat in $X$. Then $S^{A}$ and $F$ intersect if and only for $i=1, \ldots, p$ there is $v_{i} \in P_{i} \cap V_{A}$ with $\mathcal{Q}\left(v_{i}\right)<0$.

To clarify the meaning of Lemma 8.5 , consider the following consequence.
Lemma 8.6. With the same notation as in Lemma 8.5 suppose that the restriction $\left.\mathcal{Q}\right|_{P_{1} \cap V_{A}}$ of $\mathcal{Q}$ to $P_{1} \cap V_{A}$ is positive definite. Then $F \cap S^{A}=\emptyset$.

We are now ready to prove the analogue of Proposition 7.3.

Proposition 8.7. Suppose that $A_{1}, \ldots, A_{r} \in \mathrm{SO}(p, q)$ are such that $A_{i}$ is conjugate to $Q_{n-1,1}$ for all $i$ and such that $S^{A_{i}} \neq S^{A_{j}}$ for all $i \neq j$. Then there is a maximal flat $F \subset S$ and an open neighborhood $U$ of $\operatorname{Id} \in \operatorname{SO}(p, q)$ such that for all $g \in U$ we have
(1) $g F$ intersects $S^{A_{1}}$ transversely in a point, and
(2) $g F$ is disjoint of $S^{A_{i}}$ for $i \in\{2, \ldots, r\}$.

Proof. For $i=1, \ldots, r$, let

$$
\mathbb{R}^{n}=L_{i} \oplus V_{i}, \quad \operatorname{dim} L_{i}=1
$$

be the direct sum decomposition whose factors are the eigenspaces of $A_{i}$ and observe $V_{i} \neq V_{1}$ for all $i \neq 1$ because $L_{i}$ is the $\mathcal{Q}$-orthogonal complement of $V_{i}$ and we are assuming that $A_{i} \neq A_{1}$. Noting that the light cone (i.e. the set of isotropic vectors) of $\mathcal{Q}$ on $V_{1}$ is not contained in finitely many linear subspaces we can find a non-zero vector $v_{0} \in V_{1} \backslash \cup_{i \neq 1} V_{i}$ with $\mathcal{Q}\left(v_{0}\right)=0$. Fix also a non-zero vector $w \in L_{1}$. Then for all $a, b \in \mathbb{R}$ we have

$$
\mathcal{Q}\left(a v_{0}+b w\right)=a^{2} \mathcal{Q}\left(v_{0}\right)+b^{2} \mathcal{Q}(w)=b^{2} \mathcal{Q}(w) \geq 0
$$

with equality if and only if $b=0$. This implies that for each $i \geq 2$ and each non-zero $v \in \operatorname{Span}\left(v_{0}, w\right) \cap V_{i}$ one has $\mathcal{Q}(v)>0$. It follows that the same is true for any other $v_{1} \in V_{1}$ sufficiently close to $v_{0}$. Since $v_{0}$ is in the closure of the set $\{\mathcal{Q}<0\}$ we deduce that there is $v_{1} \in V_{1}$ such that

- $\mathcal{Q}\left(v_{1}\right)<0$, and
- $\mathcal{Q}(v)>0$ for each non-zero $v \in \operatorname{Span}\left(v_{1}, w\right) \cap V_{i}$ and each $i \geq 2$.

Consider the 2-dimensional plane

$$
P_{1}=\operatorname{Span}\left(v_{1}, w\right)
$$

and choose further 2-dimensional planes $P_{2}, \ldots, P_{p}$ such that $\left.\mathcal{Q}\right|_{P_{j}}$ has signature $(1,1)$ for each $j=2, \ldots, p$, such that $P_{i}$ is $\mathcal{Q}$-orthogonal to $P_{j}$ for all $i \neq j, i, j \in\{1, \ldots, p\}$. Now choose $P_{\text {rest }}$ such that

$$
\begin{equation*}
\mathbb{R}^{n}=P_{1} \oplus \cdots \oplus P_{p} \oplus P_{\mathrm{rest}} \tag{8.6}
\end{equation*}
$$

is a $\mathcal{Q}$-orthogonal direct sum decomposition of $\mathbb{R}^{n}$. By construction

$$
P_{2}, \ldots, P_{p} \subset V_{1}
$$

and $\left.\mathcal{Q}\right|_{P_{1} \cap V_{1}}<0$. In particular, it follows from Lemma 8.5 that the flat $F$ associated to (8.6) meets $S^{A_{1}}$, i.e.

$$
F \cap S^{A_{1}} \neq \emptyset
$$

On the other hand, again by construction we have that $\left.\mathcal{Q}\right|_{P_{1} \cap V_{i}}>0$ for each $i \neq 1$. It follows hence from Lemma 8.6 that

$$
F \cap S^{A_{i}}=\emptyset \text { for all } i \neq 1
$$

All this means that the flat $F$ satisfies the two conditions in the statement of Proposition 8.7. Moreover, by construction any other flat $g F$ sufficiently close to $F$ does as well. This finishes the proof.

Remark. Lemma 8.4 and Proposition 8.7 can be extended to the case when the relevant matrices lie in $\mathrm{O}_{p} \times \mathrm{O}_{q}$ only. The proof of Lemma 8.4 needs only minor modifications to include the cases when the matrices $A$ and $B$ are of types ii), iii) and iv). Consider now Proposition 8.7. If $A_{1}$ is of type ii) we can use the same proof just interchanging the role played by the 1 and -1 eigenspaces. By the same reason cases iii) and iv) are symmetric so we may assume that $A_{1} \in \mathrm{O}_{p} \times \mathrm{O}_{q}$ corresponds to case, say, iii) and therefore that $p=q$ and $\left(p_{s}, q_{s}\right)=(1,0)$. The proof of Proposition 8.7 can be modified as follows: one checks that

$$
S^{A}=\left\{W_{A} \oplus L_{A}: W_{A} \in \operatorname{Gr}\left(p-1, \mathbb{R}^{n}\right):\left.\mathcal{Q}\right|_{W_{A}}<0, W_{A} \subset V_{A}\right\}
$$

where $\mathbb{R}^{n}=V_{A} \oplus L_{A}$ is the decomposition in eigenspaces for $A$. Take the element that was denoted $w$ in the proof of Proposition 8.7 to be in $V_{A}$ and take $P_{2}=L_{A} \oplus \operatorname{Span}\left(v_{2}\right)$ for a suitable $v_{2} \in V_{A}$. The rest of the subspaces $P_{i}$ can be taken in the same way as in the current proof.

Armed with Proposition 8.7, we come to the main result of this section.
Lemma 8.8. If $p+q \geq 5$ and $\Gamma \subset \operatorname{SO}(p, q)$ is a lattice, then $\operatorname{gd}(\Gamma)=\operatorname{vcd}(\Gamma)$.
Proof. The argument is basically the same as that to prove Lemma 7.5. From Corollary 8.2 we already know that the claim holds for all lattices $\Gamma \subset \mathrm{SO}(p, q)$, except those with

$$
d=\operatorname{vcd}(\Gamma)=p(q-1)
$$

Suppose from now on that this is the case, and note that Proposition 4.1 implies that $\operatorname{rank}_{\mathbb{Q}}(\Gamma)=\operatorname{rank}_{\mathbb{R}}(\mathrm{SO}(p, q))$, meaning that maximal rational flats are actually maximal flats. From (8.2) and from Lemma 8.4 we get that the first two conditions in Corollary 3.7 are satisfied and we claim that also the third condition holds as well. To check that this is the case, suppose that we have $A_{1}, \ldots, A_{r} \in \Gamma$ of finite order, non-central, with $\operatorname{dim}\left(S^{A_{i}}\right)=\operatorname{vcd}(\Gamma)$ for all $i$ and with $S^{A_{i}} \neq S^{A_{j}}$ for all $i \neq j$. Then (8.2) implies that each $A_{i}$ is conjugate in $\mathrm{SO}(p, q)$ to $Q_{n-1,1}$. Now Proposition 8.7 asserts that there is a maximal flat $F$ and an open neighborhood $U$ of $\operatorname{Id} \in \mathrm{SO}(p, q)$ such that for all $g \in U$ we have
(1) $g F$ intersects $S^{A_{1}}$ transversely in a point, and
(2) $g F$ is disjoint of $S^{A_{i}}$ for $i \in\{2, \ldots, r\}$.

Now, Lemma 2.5 implies that we can find $g \in U$ such that $g F$ is rational. This proves that the third condition in Corollary 3.7 is also satisfied, and thus that $\operatorname{vcd}(\Gamma)=\underline{\operatorname{cd}}(\Gamma)$.

## 9. Proof of the main theorem

We are now ready to finish proof of the Main Theorem.
Main Theorem. We have $\operatorname{gd}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma$ in a classical simple Lie group.

Proof. First recall that the claim holds true for all lattices in groups of real rank 1 by Corollary 2.8. We might thus restrict ourselves to groups of higher rank, getting hence that the involved lattices are arithmetic. For the convenience of the reader we present the list of the classical simple Lie groups with $\operatorname{rank}_{\mathbb{R}} \geq 2$

$$
\begin{array}{ll}
\mathrm{SL}(n, \mathbb{C})=\{A \in \mathrm{GL}(n, \mathbb{C}) \mid \operatorname{det} A=1\} & n \geq 3 \\
\mathrm{SO}(n, \mathbb{C})=\left\{A \in \mathrm{SL}(n, \mathbb{C}) \mid A^{t} A=\mathrm{Id}\right\} & n \geq 5 \\
\mathrm{Sp}(2 n, \mathbb{C})=\left\{A \in \mathrm{SL}(2 n, \mathbb{C}) \mid A^{t} J_{n} A=J_{n}\right\} & n \geq 2 \\
\mathrm{SL}(n, \mathbb{R})=\{A \in \mathrm{GL}(n, \mathbb{R}) \mid \operatorname{det} A=1\} & n \geq 3 \\
\mathrm{SL}(n, \mathbb{H})=\{A \in \mathrm{GL}(n, \mathbb{H}) \mid \operatorname{det} A=1\} & n \geq 3 \\
\mathrm{SO}(p, q)=\left\{A \in \mathrm{SL}(p+q, \mathbb{R}) \mid A^{*} Q_{p, q} A=Q_{p, q}\right\} & 2 \leq p \leq q \\
\mathrm{SU}(p, q)=\left\{A \in \mathrm{SL}(p+q, \mathbb{C}) \mid A^{*} Q_{p, q} A=Q_{p, q}\right\} & 2 \leq p \leq q \\
\mathrm{Sp}(p, q)=\left\{A \in \mathrm{GL}(p+q, \mathbb{H}) \mid A^{*} Q_{p, q} A=Q_{p, q}\right\} & 2 \leq p \leq q \\
\mathrm{Sp}(2 n, \mathbb{R})=\left\{A \in \mathrm{SL}(2 n, \mathbb{R}) \mid A^{t} J_{n} A=J_{n}\right\} & n \geq 2 \\
\mathrm{SO}(2 n)=\left\{A \in \mathrm{SU}(n, n) \mid A^{t} Q_{n, n} J_{n} A=Q_{n, n} J_{n}\right\} & n \geq 4
\end{array}
$$

Note now that it follows from Proposition 4.1 that if $\Gamma$ is a lattice in a higher rank classical Lie group then $\operatorname{vcd}(\Gamma) \geq 3$ with the only possible exceptions of lattices in $\mathrm{SO}(2,2)$ and $\operatorname{Sp}(4, \mathbb{R})$. In fact, every lattice in $\mathrm{SO}(2,2)$ has vcd $\geq 3$ by Lemma 8.3 and the same is true for lattices in $\operatorname{Sp}(4, \mathbb{R})$ because $\mathrm{SO}(2,2)$ and $\operatorname{Sp}(4, \mathbb{R})$ are isogenous. Since all the lattices under consideration have $\operatorname{vcd} \geq 3$, they all have $\underline{c d} \geq 3$ and hence we get from Theorem 3.1 that

$$
\underline{\operatorname{gd}}(\Gamma)=\underline{\operatorname{cd}}(\Gamma) .
$$

In particular, it suffices to prove $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice in any of the groups in the list we just gave. Basically, we have already proved that this is the case. In fact, it suffices to go through the list and collect what we already know for each one of them.

- $\operatorname{SL}(n, \mathbb{C})$ : Lemma 6.1 asserts that if $\Gamma$ is a lattice in $\operatorname{SL}(n, \mathbb{C})$ for $n \geq 2$, then $\underline{c d} \Gamma=\operatorname{vcd}(\Gamma)$.
- $\mathrm{SO}(n, \mathbb{C})$ : Lemma 6.2 asserts that if $\Gamma \subset \mathrm{SO}(n, \mathbb{C})$ is a lattice where $n \geq 5$, then $\underline{c d} \Gamma=\operatorname{vcd}(\Gamma)$.
- $\operatorname{Sp}(2 n, \mathbb{C})$ : Lemma 6.3 asserts that if $\Gamma$ is a lattice in $\operatorname{Sp}(2 n, \mathbb{C})$ for

- $\operatorname{SL}(n, \mathbb{R}):$ Lemma 7.5 asserts that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma \subset \operatorname{SL}(n, \mathbb{R})$, if $n \geq 4$. By Lemma 7.6 , the same holds true for lattices in $\operatorname{SL}(3, \mathbb{R})$.
- $\operatorname{SL}(n, \mathbb{H})$ : Lemma 6.4 asserts that for every lattice $\Gamma$ in $\operatorname{SL}(n, \mathbb{H})$ for $n \geq 3$, we have $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$.
- $\operatorname{SO}(p, q)$ : Lemma 8.8 asserts that if $p+q \geq 5$ and if $\Gamma \subset \operatorname{SO}(p, q)$ is a lattice, then $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$. We also have $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for lattices in $\mathrm{SO}(2,2)$ by Lemma 8.3.
- $\operatorname{SU}(p, q)$ : We have that $\underline{c d}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma$ in $\operatorname{SU}(p, q)$ by Lemma 6.5 .
 $\operatorname{Sp}(p, q)$ by Lemma 6.6.
- $\operatorname{Sp}(2 n, \mathbb{R}):$ Lemma 6.7 asserts that $\underline{\operatorname{cd}}(\Gamma)=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma \subset \operatorname{Sp}(2 n, \mathbb{R})$, if $n \geq 3$. Since $\operatorname{Sp}(4, \mathbb{R})$ is isogenous to $\operatorname{SO}(2,3)$, it follows from Lemma 8.3 and Lemma 2.3 that the same is true for every lattice in $\operatorname{Sp}(4, \mathbb{R})$.
- $\mathrm{SO}^{*}(2 n)$ : We get that $\underline{\operatorname{cd}(\Gamma)}=\operatorname{vcd}(\Gamma)$ for every lattice $\Gamma \subset \mathrm{SO}^{*}(2 n)$ from Lemma 6.8.
Summing up, we have proved that if $\Gamma$ is a lattice in a classical simple Lie group then $\operatorname{vcd}(\Gamma)=\underline{\operatorname{gd}}(\Gamma)$, as claimed.

We end this paper with the proof of Corollary 1.1.
Proof. The real rank one case is dealt with by Proposition 2.6 and Proposition 2.7. Now consider the higher rank case, so $d=\operatorname{vcd}(\Gamma) \geq 3$. By the main theorem, the group $\Gamma$ admits a model for $\underline{E} \Gamma$ of dimension $d$. Moreover, the Borel-Serre bordification $X$ of $S=G / K$ is a cocompact model for $\underline{E} \Gamma$. The cellular chain complexes of all fixed points set $X^{H}$ for $H \in \mathcal{F I N}$ assemble to form a finite free resolution $C_{*}\left(X^{-}\right) \rightarrow \underline{\mathbb{Z}}$ in the category of $\mathcal{O}_{\mathcal{F I N}} \Gamma$ modules. Since $\underline{c d}(\Gamma)=d$, there kernel of the map $C_{d-1}\left(X^{-}\right) \rightarrow C_{d-2}\left(X^{-}\right)$ is a projective $\mathcal{O}_{\mathcal{F I N}} \Gamma$-module $P$. Since $C_{*}\left(X^{-}\right) \rightarrow \underline{\mathbb{Z}}$ is a finite length resolution consisting of finitely generated free $\mathcal{O}_{\mathcal{F I N}} \Gamma$-modules, a standard trick in homological algebra involving Schanuel's lemma (see for example the discussion before [10, Proposition 6.5]) implies that there exists a finitely generated free $\mathcal{O}_{\mathcal{F I N}} \Gamma$-module $F$ such that $F \oplus P$ is finitely generated and free, i.e. $P$ is stably free. Hence, we have a resolution of length $d$

$$
0 \rightarrow P \oplus F \rightarrow F \oplus C_{d-1}\left(X^{-}\right) \rightarrow C_{d-2}\left(X^{-}\right) \rightarrow \ldots \rightarrow C_{0}\left(X^{-}\right) \rightarrow \underline{\mathbb{Z}} \rightarrow 0
$$

consisting of finitely generated free $\mathcal{O}_{\mathcal{F} \mathcal{I N}} \Gamma$-modules. One can now apply the procedure of [26, prop 2.5] and [23, Th. 13.19] to construct a cocompact model for $\underline{E} \Gamma$ of dimension $d$. Since all models for $\underline{E} \Gamma$ are $\Gamma$-equivariantly homotopy equivalent and the symmetric space $S=G / K$ is also a model for $\underline{E} \Gamma$, we conclude that $S$ is $\Gamma$-equivariantly homotopy equivalent to a cocompact $\Gamma$-CW-complex of dimension $\operatorname{vcd}(\Gamma)$.
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