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Abstract. During the last ten years, graph cuts had a growing impact in shape optimization.
In particular, they are commonly used in applications of shape optimization such as image
processing, computer vision and computer graphics. Their success is due to their ability to
efficiently solve (apparently) difficult shape optimization problems which typically involve the
perimeter of the shape. Nevertheless, solving problems with a large number of variables remains
computationally expensive and requires a high memory usage since underlying graphs sometimes
involve billion of nodes and even more edges. Several strategies have been proposed in the
literature to improve graph-cuts in this regards. In this paper, we give a formal statement
which expresses that a simple and local test performed on every node before its construction
permits to avoid the construction of useless nodes for the graphs typically encountered in image
processing and vision. A useless node is such that the value of the maximum flow in the graph
does not change when removing the node from the graph. Such a test therefore permits to limit
the construction of the graph to a band of useful nodes surrounding the final cut.

1. Introduction

Shape optimization is a field which has many practical applications. Among shape optimization
methods, graph-cut methods have recently received a growing interest because of their ability
to minimize pairwise Markov Random Fields of the form

E(u) =8 Z Ep(up) + Z Ep q(up, ug), g eRY, (1)
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among u € {0,1}7, for a set of pixels P C Z? and for a positive integer d. Indeed, when the
terms Ejp 4(.) are submodular, there is a way to build a graph (see [1, 2]) such that if, for any
S C P, we denote by v® € {0,1}7 the binary partition of P defined for all p € P by

S 1 ,if pes,
“p—{o Jif pés, ®
we have
valg (S) = BE(u®) + K, (3)

for some (irrelevant in the current minimization context) constant K € R and where valg (5) is
the value of the cut defined by S C P (see next section for a precise definition).



Moreover, since (2) makes a one to one correspondence between cuts and elements of {0, 1}7,
we trivially obtain from (3) that to any minimum cut (min-cut) in G corresponds a minimizer
of (1) and vice versa. Moreover, a min-cut can efficiently be computed with a maximum flow
(max-flow) algorithm such as the one described in [3, 4]. The max flow is indeed the dual of the
min-cut problem.

One drawback of graph-cuts is that the graph contains as many nodes as the number of pixels
and that its number of edges behaves like

o> #o(p) |,

peEP

where #o(p) is the number of neighbors of a pixel p € P (see Section 2 for a detailed description
of the graph). Such a memory requirement is a strong limitation when minimizing (1) for #P
large and/or for d large (#0(p) typically grows like a radius raised to the power d...)

As a consequence, many strategies have been proposed to avoid the construction of the whole
graph. We can find in the literature few methods that actually provide a global solution of the
minimization problem [5, 6, 7]. However, most of he proposed methods are heuristics who may
fail to accurately preserve thin structures [8, 9, 10, 11, 12]. The strategy developed in the current
paper aims at building a thin band surrounding the final boundary between the object and the
background. It shares this property with the other band-based methods (see [13, 10, 7, 9, 8]).

In this paper, we propose not to build any node satisfying a local test. This test is similar to
the ones in [14, 13]. The nodes that fail to comply with the test are built in the reduced graph.
The difference with the results stated in [14, 13] is that the test has been slightly modified in
order to obtain a formal statement guaranteeing that the value of the max-flow in the reduced
graph is equal to the value of the max-flow in the initial graph. As a consequence, any max-flow
in the reduced graph is also a max-flow in the initial graph and the cut defined by this flow
is a min-cut in the initial graph. In other words, despite the graph reduction, the max-flow
algorithm still permits to build a minimizer of F.

The proof of the result presented in this paper as well as experiments are provided in [15]
and will also be submitted for publication in a long version of the current paper.

2. Definition of the graph
The graph constructed in [1] has the form described below. This constitute the main motivation
for considering this graph structure.

We consider two terminal nodes s and ¢ and the set of nodes

YV =PU{s,t}.

We consider a set of directed edges € C (V x V) such that (V, ) is a simple directed graph. We
also assume that for every p € P,

(p,s) & € and (t,p) € €.

We denote the neighbors of any nodes p € V by

oe(p) ={q€V,(p,q) €€ or (¢,p) € E}.

We define the capacities as a mapping ¢ : (V x V) — R and denote the capacity of any edge

(p,q) € (VxV) by
Cpq = 0.



Notice that usually, the capacities are only defined over £. We extend their definition to (V x V)
in order to simplify notations. This extension is performed by setting

¢pq = 0, whenever (p,q) € €. (4)

We assume, without loss of generality (see [2, 1]), that capacities are such that for every
peP
Csp#0 = cptr = 0.

We therefore sum up the capacities of the edges linked to the terminal nodes and set for all
peP
Cp = Csp — Cpit-

For any S C P, we denote by valg (S) the value of the s-t cut

(SU{st, (P\S)U{t}),

ing.
We also define flows in the graph as any mapping f : (V x V) — RT satisfying both the
capacity constraints
0< fpqg<cpg ,forall (pgq)e(VxV), (5)

and the flow conservation

Z fop = Z I for all p € P. (6)
q€oe(p) q€oe(p)
As usual, the value of the flow f in G is defined by
valg (f) = ) fap- (7)
pEog(s)

Notice that we use the same notation for the value of a flow and the value of a s-t cut in G.
This abuse of notation will never be ambiguous, once in context.
We call max-flow any solution f* of the linear program

maxy valg (f),
subject to (5) and (6).

In the sequel, we also consider a subset B C Z® and assume that B and G are such that
VpeP, (oe(p)NP) C By, (8)

where
By, ={p+4q,q € B}. 9)

In practice, we typically think of B as a ball centered at the origin. In such a case, (8) means
that neighbors in the graph G are close to each other in Z%.



3. Main result of the paper
Theorem 1 Let G be a graph as defined in Section 2, let B satisfy (8) and let us assume that

p € P satisfies
{ either Vq &€ By, ¢4 > Zq’éBp Cqrq's (10)

or Vg€ By, g <= ygB, Caa

Then, there exists a max-flow f in G such that

Vq € og(p), Joa = fap = 0.
As a consequence, removing the node p from the graph G does not modify its mazx-flow value.

Algorithmically, the above theorem guarantees that we can test every node, during the graph
construction, before it is added to the graph. If the node satisfies (10), it is not useful to
the max-flow evaluation. It can therefore be removed from the graph G without modifying its
max-flow value.

Let us describe the meaning of the test corresponding to the upper line of (10). For every
node ¢ in B,

e cither ¢ is in the interior of B, in which case, for all ¢’ & B,, ¢; 4 = 0 and the test simply

becomes ¢, > 0.

e or ¢ is on the border of B), and then the test takes the form ¢, > Zq'ng,, Cqq¢ = 0 and is

generally more difficult to satisfy.

Notice also that a similar theorem with the test

{ eithel" Vq S Bp7 Cq 2 Zq’@o’g(q) CQ7q/7
or Vq & Bp, Cq S - queo'g(q) Cq/7q7

is easy to obtain. The two results should not be confused.
Let us now describe how to build the minimizer of (1), once the minimum cut

(SUfs). ((P\GD\S) ULH).

where S C (P\ {p}), has been computed in the graph from which the node p satisfying (10) has
been removed. The minimizer u* € {0,1}” of (1) is defined by

1 ,ifr=pandVge B,, ¢;> Zq/ng Caq's
u 0 ,ifr=pandVqge B,, ¢;< _qung Cq'q>
" 1 ,ifr#pandres,
0 ,ifr#pandr&S.

The proof of the above theorem as well as some experiments illustrating the situations in
which it can successfully be applied are provided in [16].
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