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Abstract

In image denoising, many researchers have tried for several years to combine wavelet-like approaches
and optimization methods (typically based on the total variation minimization). However, despite
the well-known links between image denoising and image compression when solved with wavelet-like
approaches, these hybrid image denoising methods have not found counterparts in image compression.
This is the gap that this paper aims at filling. To do so, we provide a generalization of the standard
image compression model. However, important numerical limitations still need to be addressed in
order to make such models practical.

1 Introduction

1.1 Recollections on image compression

At the core of the usual image compression standards (for instance JPEG and JPEG 2000) is a rounding
procedure. Given a basis B = (Ψi)i∈I of R

N , this rounding is applied to the coordinates of the image
u ∈ R

N , with respect to this basis. More precisely, given a quantization table1 (τi,k)i∈I,k∈Z, such that, for
all i ∈ I and k ∈ Z, τi,k < τi,k+1, and u =

∑

i∈I UiΨi, the coder only describes (ki)i∈I , where, for all i ∈ I ,
ki is such that

τi,ki
≤ Ui < τi,ki+1.

Moreover, if we assume2 τi,0 < 0 < τi,1, for all i ∈ I , one just needs to code the non-zero indexes as
well as their location. Indeed, for an image u =

∑

i∈I UiΨi ∈ R
N , denoting

J = {i ∈ I, Ui < τi,0 or τi,1 ≤ Ui},

coders usually encode (J, (kj)j∈J
). It is indeed often cheaper to encode J and the corresponding coefficients

than the sequence with the zeros.
Roughly speaking, the codelength is proportional to #J , where # denotes the cardinal of a finite set.

However, the ratio between the codelength and #J plays an important role and depends on the basis used
to compress the image. For instance, a wavelet basis allows tree coding. The ratio between the codelength
and #J is then smaller than with many other bases.

Leaving this issue aside, the goal in image compression has been to find a basis such that #J is as
small as possible. Many bases have been proposed to represent images sparsely (see, for instance, [11, 24])
or a particular image content (for example, for textures, see [7, 19]). The JPEG and JPEG 2000 standards
use a local cosine and a wavelet basis respectively (e.g., see [17]).

Bases are usually rated according to the decay of the sequence (|Ui|)i∈I , after it has been sorted in
decaying order. For arguments in favor of wavelet bases, see for example [20], where Besov semi-norms are
characterized by wavelet coefficients and [5], where the space of bounded variation is studied under the
scope of wavelet coefficients decay.

Besides basis design, which has been a very active field in the past ten years, the research in image
compression is currently following other paths. Examples can be found in [4, 18, 8, 21, 23, 10, 3].

∗LAGA/L2TI, Université Paris 13, 99 avenue Jean-Batiste Clément, 93430 Villetaneuse, France.
1If τi,k = kτi, for a sequence (τi)i∈I , the rounding process described is a quantization. We will therefore abusively use

the term ”quantization table” for the characteristics of the rounding process.
2This is not a serious restriction since ki = 0 plays a central role in image compression and ki = 0 usually corresponds to

coordinates whose modulus is small.
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Notice that all these methods define a partition of R
N : the partition is given by the equivalence classes

of the relation defined by u ∼ v if and only if u and v provide the same code. It is of course crucial that
the partition ”agrees” with the kind of information contained in images.

For image compression standards, the elements of the partition are polyhedra. They are characterized
by a sequence (ki)i∈I and are defined by

C(ki)i∈I
=

{

u =
∑

i∈I

UiΨi, ∀i ∈ I, τi,ki
≤ Ui < τi,ki+1

}

.

In their simplest form, the results of this paper aim at giving other possible characterization of C(ki)i∈I
.

This characterization is determined by solving a constrained optimization problem : the latter consists
of minimizing a function f(v) under the constraint v ∈ C(ki)i∈I

(the bar denotes the closure). In this

sense, it is a projection onto C(ki)i∈I
. In Section 2, we will show that C(ki)i∈I

is characterized by the active
constraint3 to the proposed optimization problem.

The potential interests of this characterization are the following :

• It generalizes the usual coding procedure : as shown in Section 3.2, the coding of (J, (kj)j∈J ) corre-
sponds to a particular choice for f . Other choices might provide smaller characterizations.

• There should be many other possibilities for the choice of partition defining the compression algo-
rithm. We have not investigated this aspect, but it should also lead to a significant generalization of
the usual coders.

• It separates the building of the partition (which should be built with regard to image resemblance
only) and the coding of the elements of the partition. Ideally, small codes should be reserved for
elements of the partition containing images. (Those which do not contain images should have large
codes.) This is not the case for many codes with the standard coders! For instance, an element of
R

N built with only a few non-zero random coordinates has a very small code and is very unlikely to
represent an image.

However, the method will remain of limited practical interest unless the associated optimization prob-
lems (one for compression and one for reconstruction) can be solved exactly and rapidly. In practice, an
analytical solution to the optimization problems probably needs to be available. This is of course a very
strong restriction on the choice of the partition and the function f . As far as we know, this leaves us
with partitions and functions f built with coordinates in a basis. Future development in numerical anal-
ysis might allow more complex models though (see, for instance, [9] where unexpected numerical analysis
results are exposed).

Also, it should be noted that the kinds of optimization problems that need to be solved to compress and
decompress images have been considered with respect to the restoration of compressed images (see [6, 1]).
However, we would like to stress that it is not the purpose of this paper to restore compressed images :
the proposed decompression procedure aims at providing the whole element of the partition containing the
image. Any restoration algorithm can then be used to improve the image.

1.2 Links with image denoising

In image denoising, a datum u ∈ R
N is assumed to be given in the form

u = v + b,

where b is a Gaussian noise and v is the ideal image to be recovered. (The Gaussian noise assumption
is, of course, a rough approximation to practical denoising problems.) Wavelet-like approaches to image
denoising use the fact that the noise, whatever orthonormal basis it is expressed in, remains a Gaussian
noise : it is therefore spread over many small coefficients. The goal is therefore to find a basis which

3The constraint i is called active if the solution v′ =
P

i∈I v′iΨi to the optimization problem satisfies either v′

i = τi,ki
or

v′i = τi,ki+1.

2



concentrates the content of the ideal image v over a few large coefficients. Then, when cancelling small
coefficients of u, one cancels most of the noise and keeps most of the information.

The goal is again to find a basis providing a sparse representation of images : the decay of the sorted
coordinates modulus of natural images in the basis is the key argument which guarantees the success of
the method. That is (in short) why, in the wavelet community, image compression and image denoising
are considered similar problems.

In this respect, the model we will describe for image compression is closely related to a model which
has been studied successively in [6, 14, 2, 13, 12]. (The respective contributions of these paper is detailed
in [12].) In its most general form, it consists of

{

minimizing f(v),
under the constraints, 〈H(v) − u, Ψ〉 ≤ τ, for all Ψ ∈ D,

(1)

for a finite dictionary D of elements of R
N , a linear operator H , a datum u ∈ R

N and a function f , convex
over R

N (typically, the total variation).
The link between the restoration and compression models is that they both use the same representation

of R
N ; we show in [15] that they implicitly define a parameterization of R

N . This parameterization is de-
fined through an optimization model, characterized by a pair f/D, and replaces the usual characterization
of elements of R

N as linear expansions.
Although the current paper deals with image compression, it gives a strong insight on denoising models

of the (1). It indeed suggests that the couple f/D defining (1) should be chosen so that the number of
active constraints is small when the initial datum is an image. We would like to emphasize that at present,
no theoretical or practical arguments are available to chose the pair f/D.

1.3 Organization of the paper

In Section 2, we state the optimization results which justify the proposed method; we describe the com-
pression/decompression process in Section 3 and sketch the computations that need to be achieved in order
to compress and decompress an image. We also show that the proposed process is a generalization of the
standard compression/decompression schemes in Section 3. Finally, some concluding remarks are given in
Section 4.

2 Mathematical facts

2.1 Two equivalent optimization problems

Theorem 1 Let N > 0 be an integer, f be a strictly convex function over R
N and D = (Ψi)i∈I be a finite

set of non-zero elements of R
N . Let τ = ((τi,−, τi,+))

i∈I
∈ R

2I and

C = {v ∈ R
N , ∀i ∈ I, τi,− ≤ 〈v, Ψi〉 ≤ τi,+}.

Also assume that D and τ are such that C has non-empty interior and is bounded. The problem

(P ) :

{

minimize f(v),
over, v ∈ C.

has a unique solution, Q. Writing J = {i ∈ I, 〈Q, Ψi〉 = τi,− or 〈Q, Ψi〉 = τi,+}, and τj = 〈Q, Ψj〉, for
j ∈ J , Q is also the unique solution to

(P ′) :

{

minimize f(v),
over, v ∈ C′,

with
C′ = {v ∈ R

N , ∀j ∈ J, 〈v, Ψj〉 = τj}.
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Proof.
First, (P ) obviously has a unique solution Q ∈ R

N and a Kuhn-Tucker vector λ = ((λi,−, λi,+))
i∈I

(see
[22], Th. 27.3, pp.267 and Cor 28.2.1, pp 278). Therefore (see [22], Th. 28.3, pp 281), (Q, λ) satisfies







λi,− ≥ 0, 〈Q, Ψi〉 ≥ τi,− and λi,−(〈Q, Ψi〉 − τi,−) = 0, for all i ∈ I,
λi,+ ≥ 0, 〈Q, Ψi〉 ≤ τi,+ and λi,+(〈Q, Ψi〉 − τi,+) = 0, for all i ∈ I
and 0 ∈ ∂f(Q) +

∑

i∈I(λi,+ − λi,−)Ψi.
(2)

This obviously implies that, for all i 6∈ J , λi,− = λi,+ = 0 and therefore
{

〈Q, Ψj〉 = τj , for all j ∈ J
and 0 ∈ ∂f(Q) +

∑

j∈J (λj,+ − λj,−)Ψj .
(3)

This implies that Q is a solution to (P ′) (again, using Th. 28.3 in [22], pp 281.) �

This result is illustrated by Figure 1, it means that Q can be deduced from either (P ) or (P ′). Notice that
(P ′) is described by (J, (τj)j∈J ), if we assume f and (Ψi)i∈I are known.
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Figure 1: In 2D : Left : Q achieves the minimum of f among points of the hexagon C. Right : Q achieves
the minimum of f among points of the line C ′.

2.2 Coding a set through a solution to an optimization problem

In this section, we consider a basis B = (Ψi)i∈I of elements of R
N , and a quantization table (τi,k)i∈I,k∈Z.

We also consider a partition of R
N whose elements C are defined by a sequence (ki)i∈I and are such that

the closure of C is given by

C = {v =
∑

i∈I

ViΨi, for all i ∈ I, τi,ki
≤ Vi ≤ τi,ki+1},

and its interior by
◦

C= {v =
∑

i∈I

ViΨi, for all i ∈ I, τi,ki
< Vi < τi,ki+1}.

In the remainder of the paper, we will use the word partition to describe such a partition.
Let us also isolate a necessary property of the partition in the following definition.

Definition 1 Let f be a continuously differentiable, strictly convex function over R
N . A partition is called

f -proper if, for any element C of the partition characterized by (ki)i∈I , the solution Q =
∑

i∈I qiΨi to (P )
satisfies either

τi,ki
< qi < τi,ki+1
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or
λi 6= 0

(but not both), where

∇f(Q) +
∑

i∈I

λiΨi = 0.

The property f-proper means that the active constraints of a solution to (P ) are actually active; this rules
out the possibility that qi = τi,ki

or qi = τi,ki+1 occurs by chance. As is shown in the proof of Theorem
4 in [15], the prohibited situation only occurs when 0 belongs to a set whose Lebesgue measure is zero; it
is therefore very unlikely. If this happens however, a small perturbation of the τ values should allow the
condition to be met without significantly modifying the partition.

In image compression, the refinement of the partition is an important property. In this respect, we will
say that f is homogeneous if there exists α > 0 such that, for any β > 0 and any u ∈ R

N ,

f(βu) = βαf(u).

Proposition 1 Let f be an homogeneous, continuously differentiable, strictly convex function over R
N

and let P be an f -proper partition. Consider β > 0 and the partition βP whose elements are of the form
βC, for C in P. The partition βP is f -proper.

Proof. First observe that, for any u ∈ R
N ,

∇f(βu) = βα−1∇f(u).

Therefore (see (2)), if we denote by Q the solution to (P ), βQ is a solution to
{

minimize f(v),

over, v ∈ βC.

and its Kuhn-Tucker vector is βα−1
λ, where λ is the Kuhn-Tucker vector to (P ). This guaranties that

the proposition holds. �

The next theorem states that there is a one-to-one correspondence between an element of an f -proper
partition and the solution to the optimization problem defined by (P ). Using the above notation, it is
therefore possible to code an element C of the partition by coding Q.

Theorem 2 Let f be a continuously differentiable, strictly convex function over R
N . Consider an f -proper

partition. For any element C of this partition, the solution to (P ) completely determines C.

Proof. Consider two elements C and E of the partition. We denote by (ki)i∈I the characterization of C and
by (k′

i)i∈I the characterization of E . We also write Q =
∑

i∈I qiΨi for the unique solution to

{

minimize f(v),
over, v ∈ C

(4)

and we assume that it is also the unique solution to
{

minimize f(v),
over, v ∈ E .

(5)

We need to prove that C = E .
Using the Kuhn-Tucker relation (2) for (4) and (5), we know there exist Kuhn-Tucker vectors (λi)i∈I

and (λ′

i)i∈I , for (4) and (5) respectively, such that

∇f(Q) = −
∑

i∈I

λiΨi

= −
∑

i∈I

λ′

iΨi.
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This ensures that, since (Ψi)i∈I is a basis,
λi = λ′

i,

for all i ∈ I .
Now, since the partition is assumed to be f -proper, we obtain, again using Kuhn-Tucker relations,







if λi = 0, τi,ki
< qi < τi,ki+1 and τi,k′

i
< qi < τi,k′

i
+1,

if λi > 0, qi = τi,ki+1 and qi = τi,k′

i
+1,

if λi < 0, qi = τi,ki
and qi = τi,k′

i
.

(6)

It is then easy to prove that C = E . �

Notice that the generalization of this statement to more general partitions (for instance when the
partition is defined using a dictionary instead of a basis) is a very interesting and promising question.
Answering this question is however not the purpose of this paper. Our purpose is rather to illustrate how
such a property can be used.

Returning to image compression, observe that, to perform the correspondence between Q and (ki)i∈I ,
both qi and λi need to be tested. Notice also that, for the kind of partition we are considering, λi is simply
the ith coordinates of ∇f(Q) and can therefore be computed.

3 Coding images through an optimization problem

3.1 The theoretical and numerical coding procedure

According to the results of the previous section, we can build the following coding/decoding procedure.
Given a continuously differentiable and a strictly convex function f , defined over R

N , an f -proper partition
defined by a basis B = (Ψi)i∈I and a quantization table (τi,k)i∈I,k∈Z, we can code an image u ∈ R

N using
the following steps:

1. Determine the sequence (ki)i∈I defining C, the element of the partition containing u. (This is
numerically trivial with the proposed partition, but might be more difficult for other partitions.)

2. Determine the element Q(u) =
∑N

i=1 qiΨi which solves (P ), for this C. In general, this can be
achieved by an iterative optimization algorithm. However, for computational time and convergence
issues, having an analytical solution to (P ) is necessary.

3. Determine and encode (J, (qj)j∈J ), with

J = {i ∈ I, qi = τi,ki
or qi = τi,ki+1} .

The encoding part of the process is beyond the scope of this paper. However, if the basis B (or more
generally the partition) allows tree coding, our experiments make us believe it could still be applied.

The decoding is then performed by

1. Determine Q(u) =
∑N

i=1 qiΨi which solves (P ′), for C′ defined by

C′ =

{

v =
∑

i∈I

ViΨi, ∀j ∈ J, Vj = qj

}

.

As for step 2 of the coding process, this can be achieved iteratively but should be achieved analytically.

2. Determine (ki)i∈I from Q(u). The correspondence between (ki)i∈I and Q(u) is given in (6). More-
over, in (6), for the partition which we are considering, the (λi)i∈I are the coordinates of ∇f(Q(u)),
in the basis B.
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3.2 Expressing quantization in this framework

As stated in the introduction, given a basis B = (Ψi)i∈I of R
N , a quantization table (τi,k)i∈I,k∈Z and an

image u =
∑

i∈I UiΨi, standard coders only code (J, (kj)j∈J ), where, for all i ∈ I , ki is such that

τi,ki
≤ Ui < τi,ki+1, (7)

and
J = {i ∈ I, ki 6= 0}.

(We assume again that τi,0 < 0 < τi,1, for all i ∈ I .)
The following propositions show that there is a one to one correspondence between the code (J, (kj)j∈J )

and the solution to an optimization problem of the form described in the previous section. In this sense,
the compression method proposed in this paper generalizes the usual one.

Proposition 2 Given a basis B = (Ψi)i∈I of R
N and (τi,k)i∈I,k∈Z a quantization table. We assume, for

all i ∈ I, τi,0 < 0 < τi,1, limk→∞ τi,k = − limk→−∞ τi,k = +∞ and τi,k < τi,k+1, for all k ∈ Z. For any
u =

∑

i∈I UiΨi ∈ R
N , and any i ∈ I, there is a one to one correspondence between ki (as determined by

(7)) and qi(Ui), where

qi(t) =







τi,Ki
, if Ki > 0,

0 , if Ki = 0,
τi,Ki+1 , if Ki < 0,

(8)

for the unique Ki such that
τi,Ki

≤ t < τi,Ki+1.

Proof. For any i ∈ I , equation (8) obviously provides a way to determine qi(Ui), when ki is known.
Let us assume qi(Ui) is known. Observe that, for all i ∈ I , the sequence (τi,k)k∈Z is strictly increasing.
So, using (8), for any i such that qi(Ui) 6= 0, we can determine the unique K ′

i ∈ Z such that

qi(Ui) = τi,K′

i
.

We then set

Ki(qi(Ui)) =







K ′

i , if qi(Ui) > 0,
0 , if qi(Ui) = 0,
K ′

i − 1 , if qi(Ui) < 0,

It is not difficult to see that, for all i ∈ I , Ki(qi(Ui)) = ki, where ki is uniquely defined by (7). �

Let us write

Cu =

{

v =
∑

i∈I

ViΨi ∈ R
N , for all i ∈ I, τi,ki

≤ Vi < τi,ki+1

}

,

for the set of all v ∈ R
N having the same code as u. Then

Cu =

{

v =
∑

i∈I

ViΨi ∈ R
N , for all i ∈ I, τi,ki

≤ Vi ≤ τi,ki+1

}

, (9)

where Cu denotes the closure of Cu.

Proposition 3 Let N > 0 be an integer, B = (Ψi)i∈I be a basis of R
N and a quantization table

(τi,k)i∈I,k∈Z. For any u ∈ R
N , Q(u) =

∑N

i=1 qi(Ui)Ψi (where qi(Ui) is defined in (8)) is the unique
solution to

(P1) :

{

minimize f(v) =
∑

i∈I gi (|Vi|)
under the constraints v =

∑

i∈I ViΨi ∈ Cu (see (9)),

where, for all i, gi is a non-decreasing function.
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Proof. It is easy to see that (P1) is equivalent to independently minimizing each gi(|Vi|) under the single
constraint τi,ki

≤ Vi ≤ τi,ki+1. The solution to these 1D problems are obviously provided by qi(Ui). �

Notice that if we follow the coding procedure described in the previous section, active constraints of
(P1) exactly correspond to indexes in

J = {i ∈ I, Ui < τi,0 or τi,1 ≤ Ui}.

So, according to Theorem 1 and Proposition 3, Q(u) is in fact solution to both (P1) and

(P ′

1) :

{

minimize f(v) =
∑

i∈I |Vi|
2

under the constraints v ∈ C ′

u,

where

C′

u =

{

v =
∑

i∈I

ViΨi, ∀j ∈ J, Vj = qj(Uj)

}

.

The information we propose to code is therefore (J, (qj(Uj))j∈J ). According to Proposition 2 this is
precisely the information coded by the usual code (J, (kj)j∈J ).

4 Conclusions

In this paper, we proposed a method to compress images (or more generally data living in R
N ). It gener-

alizes the current image compression standards. This generalization is made at the expense of numerical
computations. We have not investigated which are the generalizations which are numerically tractable. At
least, some functions f and partitions built with bases provide numerically feasible compression models.
We can only hope that future advances in numerical analysis allow more complex models to be tested.

If we leave numerical issues aside, we can expect improvements similar to those which have been
obtained in image denoising, when comparing wavelet (or any other basis) thresholding and the solution
to (1) (see [14, 2, 13, 12]). Indeed, in [14], a proposition similar to Proposition 3 makes a link between
soft-thresholding and optimization models. The improvements obtained with (1) come from the choice of
a better function f and the introduction of redundancy in the data fidelity term. These are exactly the
ingredients which are introduced, for image compression, in this paper :

• To transpose to the compression model under study the role of the redundant dictionary D in (1), we
can consider a partition of R

N whose elements have more complex structures than hypercubes. In
this case, the polyhedron defining the constraint in (P ) might have more faces of large codimension.
These latter being opportunities to obtain small codes.

• The function f determines the code of the elements of the partition. Heuristically, more codes
(including short ones) are available in the regions where the level sets of f are curved.

These are the reasons that make us believe such compression models might be useful.
Finally, beside the application to compression, this paper gives a new insight on the links between

bases design and optimization theory. It underlines the role that the number of active constraints can
play in the analysis of optimization models consisting in a projection onto a polyhedron (more precisely, a
polytope). In this regard, the current paper is part a bigger project which includes [15, 16]. We would like
to underline that, in [16], another link is established between the number of active constraints (or more
precisely, the dimension of the sub-space spanned by the active constraints) and sparse representation in
a dictionary.
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