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Abstract
In this paper, we study a variant of the matching pursuit named matching pursuit shrinkage. Similar to the matching pursuit it seeks for an approximation of a datum living in a Hilbert space by a sparse linear expansion in a countable set of atoms. The difference with the usual matching pursuit is that, once an atom has been selected, we do not erase all the information along the direction of this atom. Doing so, we can evolve slowly along that direction. The goal is to attenuate the negative impact of bad atom selections.

We analyze the link between the shrinkage function used by the algorithm and the fact that the result belongs to $l^2$, $l^1$ and $l^0$ space. Experimental results are also reported to show the potential application of the proposed algorithm.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Recollection on sparse approximation

Finding a sparse approximation of a datum in a Hilbert space is a recurrent problem in applied science. The problem is to approximate a datum $v \in \mathcal{H}$ ($\mathcal{H}$ is a Hilbert space of finite or infinite dimension) by a linear expansion in a dictionary of known atoms $(\psi_i)_{i \in I}$:

$$v \sim \sum_{i \in I} \lambda_i \psi_i,$$

where $(\lambda_i)_{i \in I} \in \mathbb{R}^I$. The approximation is needed because $v$ is usually corrupted by noise. It is sometimes preferable to search for an approximation which is coarser than the noise requires. By this we favor desired/expected properties of the coordinates $(\lambda_i)_{i \in I}$.

Moreover, the dictionary is usually overcomplete. This offers the freedom to select among all the possible sets of coordinates one of those agreeing with some prior knowledge or desired property of the coordinates. The property receiving most of the attention is sparsity. Heuristically, we select the set of coordinates offering the “simplest” explanation of the datum. Rigorously, for a given accuracy after reconstruction, we want

$$\|(\lambda_i)_{i \in I}\|_0 \equiv \# \{i \in I, \lambda_i \neq 0\},

$$
to be as small as possible, where $\#$ denotes the cardinality of a set.

Unfortunately, problems similar to

$$\begin{cases}
\text{minimize} \quad \|(\lambda_i)_{i \in I}\|_0 \\
\text{under the constraint} \quad \left\| \sum_{i \in I} \lambda_i \psi_i - v \right\| \leq \tau,
\end{cases}

(1)$$

where $\tau > 0$ and $\| \cdot \|$ is the norm associated with the scalar product of the considered Hilbert space, are known to be NP-Hard in general (see [9]).

As a conclusion, solving (1) is both an open and interesting problem. It receives a lot of attention and it would be a challenge to list all the contributions to its resolution. Before describing the most popular techniques, we give in the next section the algorithm studied in this paper. It will then be simpler to motivate our proposal.
1.2. The matching pursuit shrinkage

For dictionary composed of atoms with unit-length, the matching pursuit shrinkage (MPS) is very similar to the usual matching pursuit (MP) algorithm (see [27]). The main difference is that it uses a shrinkage function \( \theta : \mathbb{R} \to \mathbb{R} \). We describe the algorithm in Table 1.

Several convergence criterions might be considered and for simplicity, we always assume that the algorithm stops whenever \( s_n = 0 \).

Whenever the series are convergent, we can construct coordinates

\[
\hat{\lambda}_i = \sum_{n \in \gamma_i} s_n, \quad \forall i \in I
\]

from the result of the MPS. We also consider (if the series is convergent)

\[
u = \sum_{i \in J} \hat{\lambda}_i \psi_i = \sum_{n=0}^{+\infty} s_n \psi_{\gamma_n}.
\]

Notice that if we sum (3) for \( n = 0 \ldots N-1 \), we obtain

\[
v = \sum_{n=0}^{N-1} s_n \psi_{\gamma_n} + R^N \nu.
\]

This explains the name “residual error” for \( R^N \nu \).

1.3. Other algorithms promoting sparsity

One of the oldest and simplest algorithm for building a sparse approximation is the matching pursuit (MP) [27] or projection pursuit [13]. It corresponds to the algorithm of Table 1 when \( \theta \) is the identity (i.e. \( s_n = M_n \)).

In finite dimension (see [27]) and in infinite dimension but under restrictive conditions on the dictionary and the signal (see [19]), the MP is known to converge exponentially. When no hypotheses are made on the dictionary, we only know that the MP converges (see [27]). Some examples show that we cannot expect a “good” convergence rate in the most general settings (see [11]). Yet the MP and the best k-term approximation have a similar convergence, when the dictionary is “quasi-orthogonal” (see [33]).

There exists “fast” variants of the MP (see [17]). Indeed, a real-time implementation of the MP is available for audio signal processing (see [21]). The improved performances are obtained by carefully optimizing the structures, algorithms and their implementation. In particular, the update of \( \langle R^n \nu, \psi_i \rangle \) and the computation of \( \gamma_n \) satisfying (2) (in Table 1) are implemented in a very efficient way. Each iteration of the MP is typically of complexity \( O(\log(\#I)) \). These optimizations are possible because only one coordinate is updated. If \( K \) coordinates (as defined in (5)) are modified at each iteration, we obtain a complexity \( O(K + \log(\#I)) \). This might be less favorable when \( K \) is large. Although its approximation performances are not as good as most modern algorithms such as CoSaMP [29] and similar algorithms or \( l^1 \)

\[ \beta \sum_{i \in J} |\hat{\lambda}_i| \]

regularization, these accelerations make the MP a useful algorithm.

The accelerations described in [21] can be applied to the MPS, as described in Table 1. The potential advantage of introducing a shrinkage function \( \theta \) is to attenuate the mistakes in the selection of a coordinate \( \gamma_n \) (or more precisely, coefficient of atoms). In the inverse problem context such as compressed sensing, there is a “ground truth” representation associated to “true atoms”; the term “bad selection of atoms” is then well defined. Let us underline that avoiding wrong selection of coordinates is one of the key ingredients of modern variants of the MP such as CoSaMP [29], subspace pursuit [8] and iterative hard thresholding [11]. However, especially when the solution we are looking for is moderately sparse, those algorithms are more computationally intensive.

Let us go back in time. The most famous variant of the MP is the orthogonal matching pursuit (OMP) (see [30]). In Table 1, it replaces the update rule (3) by an orthogonal projection onto the subspace generated by the selected atoms. It is known to provide sparser solutions than the regular MP. From the computational point of view, it has two drawbacks. Firstly, although several attempts have been made to optimize it (see [26,7]), the orthogonal projection is computationally expensive and often requires too much memory. Secondly, every selected coordinate is modified. As a consequence, the adaptation of the optimization performed in [21] would only be efficient when the result is very sparse. Algorithms such as the gradient pursuit (see [2]) approximately solve the OMP at a cost more similar to the cost of the MP. However, at each iteration, they typically update all the selected coordinates. The computational cost of the gradient pursuit is therefore more important than the cost of a fast implementation of the MP, when the solution is moderately sparse.

Finally, the \( l^1 \) regularization (also named basis pursuit and basis pursuit denoising, see [5] and the papers citing it) is a very important sparsity promoting model. It consists in minimizing

\[
\frac{1}{2} \left\| v - \sum_{i \in I} \hat{\lambda}_i \psi_i \right\|^2 + \beta \sum_{i \in J} |\hat{\lambda}_i|
\]
and it is very efficient for providing sparse approximations of \( v \in \mathcal{H} \). However, its resolution remains (and will probably remain in a near future) a challenge for large scale problems. A famous (and representative) solver of the \( l^1 \) regularization problem is the iterative soft thresholding (see [10]). It updates all the coordinates at each iteration and often requires many iterations before it reaches a suitable convergence level. It is interesting to notice that, in this context, the impact of the choice of the shrinkage function is well understood (see [6]): Every proximal thresholding function corresponds to a different objective function.

Inspired by the \( l^1 \) regularization problem, a “coordinate-wise optimization algorithm” has been proposed in [12]. It performs a soft thresholding, sequentially on each coordinate. The “greedy coordinate descent” proposed in [12] performs a soft thresholding, sequentially on each coordinate. The “greedy coordinate descent” proposed in [12]. It performs a soft thresholding, sequentially on each coordinate, these algorithms can benefit from the optimization proposed in [21]. Most recently, we also have some other related works [23,24,32].

1.4. Notations

The following notations and hypotheses hold all along the paper. The datum \( v \) belongs to a Hilbert space \( \mathcal{H} \). The space \( \mathcal{H} \) might be of finite or infinite dimension. For any two elements \( u, w \in \mathcal{H} \), their scalar product is denoted by \( \langle u, w \rangle \). As usual, the norm of \( u \in \mathcal{H} \) is defined by \( \|u\|_\mathcal{H} \triangleq \sqrt{\langle u, u \rangle} \). The dictionary \( \{\psi_i\}_{i \in I} \) is made of atoms \( \psi_i \in \mathcal{H} \), such that \( \|\psi_i\| = 1 \), for all \( i \in I \). We sometimes denote the dictionary by \( D \). For simplicity, we assume that \( I \) is countable. In particular, the supremum in (2) may not be reached. In such a case, the MPS is only defined for \( x \leq 1 \). For any \( u \in \mathcal{H} \), we denote \( \|u\|_\mathcal{D} \triangleq \sup_{i \in I} |\langle u, \psi_i \rangle| \). We denote

\[
V_\mathcal{D} \triangleq \text{span}(\mathcal{D})
\]

(8)

the closed linear span of the elements of \( \mathcal{D} \). We denote \( V_\mathcal{H} \) the orthogonal complement of \( V \) in \( \mathcal{H} \). We denote the orthogonal projection onto \( V \) and \( V_\mathcal{H} \) by \( P_V \) and \( P_{V_\mathcal{H}} \), respectively.

The sequences \( \{s_n\}_{n \in \mathbb{N}}, \{c_n\}_{n \in \mathbb{N}}, \{R^n\}_{n \in \mathbb{N}} \) are always defined according to Table 1. The coordinates \( (\lambda_i)_{i \in I} \) are according to (5).

We also use the standard notations: \( \text{sgn}(t) = 1 \), if \( t \geq 0 \) and \(-1\), if \( t < 0 \); the symbol \# denotes the cardinal of a set; the floor function \( \lfloor t \rfloor \) denotes the greatest integer less than or equal to \( t \).

1.5. Overview

The sketch of the paper is as follows. In Section 2, we define shrinkage, thresholding and gap functions. We also illustrate these definitions by several examples. Sections 3–6 are then devoted to some important theoretical analysis of the MP shrinkage algorithm which integrates the general shrinkage function with MP. Precisely, in Section 3, we prove that under mild condition, the MP shrinkage algorithm converges. Indeed, as soon as \( \theta \) is a shrinkage function, the residual \( (R^n v)_{n \in \mathbb{N}} \) converges and the series \( \sum_{n \in \mathbb{N}} s_n \psi_{i_n} \) is convergent. We also prove that \( (s_n)_{n \in \mathbb{N}} \) is square summable. In Section 4, we prove that when \( \theta \) is a thresholding function, \( (s_n)_{n \in \mathbb{N}} \) is absolutely summable. This implies in particular that \( (\lambda_i)_{i \in I} \) exists and is absolutely summable. In Section 5, we prove that when \( \theta \) is a gap function, the sequence \( (s_n)_{n \in \mathbb{N}} \) is finite. Again, this implies that \( (\lambda_i)_{i \in I} \) exists and is finite. In Section 6, we evaluate \( \sum_{n \in \mathbb{N}} s_n \psi_{i_n} - P_V v \|_\mathcal{D}, \) when \( \theta \) is a general shrinkage function. In Section 7, some experimental results show that in the presence of noise, the new algorithm does not only outperform the regular MP, but also behaves better than some other classical Greedy methods and basis pursuit denoising model when used for detection. Finally, we give some concluding remarks and discussions in Section 8.

2. General shrinkage functions

2.1. Definitions

Definition 1. A function \( \theta(\cdot) : \mathbb{R} \rightarrow \mathbb{R} \) is called a general shrinkage function if and only if it satisfies:

1. \( \theta(\cdot) \) is non-decreasing, i.e.

\[
\forall t, t' \in \mathbb{R}, \quad t \leq t' \implies \theta(t) \leq \theta(t');
\]

2. \( \theta(\cdot) \) shrinks the amplitude, i.e.

\[
\forall t \in \mathbb{R}, \quad |\theta(t)| \leq |t|.
\]

Notice that this implies

\[
\theta(0) = 0,
\]

and

\[
\theta(-t) \leq 0 \leq \theta(t), \quad \forall t \geq 0.
\]

(9)

Therefore, for any general shrinkage function \( \theta(\cdot) \) and any \( t \in \mathbb{R} \), we know that

if \( t \geq 0, 0 \leq \theta(t) \leq t \) and \( 0 \leq \theta(t)(t - \theta(t)) \),

if \( t \leq 0, 0 \geq \theta(t) \geq t \) and \( 0 \leq \theta(t)(t - \theta(t)) \).

As a conclusion,

\[
\forall t \in \mathbb{R}, \quad \theta(t)(t - \theta(t)) \geq 0.
\]

(10)

The inequality (9) also guarantees that

\[
\forall t \in \mathbb{R}, \quad |t| |\theta(t)| = t \theta(t).
\]

(11)

Definition 2. Let \( \theta(\cdot) \) be a general shrinkage function, we call

- the internal threshold: \( \tau^- \triangleq \inf_{t, |t| - \theta(t) = 0} |t| \)
- the external threshold: \( \tau^+ \triangleq \sup_{t, |t| - \theta(t) = 0} |t| \).

Moreover, we say that \( \theta(\cdot) \) is a thresholding function if and only if: \( \tau^- > 0 \), i.e.

\[
\exists \tau > 0, \forall x \in \mathbb{R}, \quad |x| \leq \tau \implies \theta(x) = 0;
\]

otherwise, it will be called non-thresholding function.
Note that in the literature, the standard usage is that shrinkage and thresholding are almost interchangeable term. However, throughout our paper, there are important distinctions between general shrinkage functions and more specific thresholding/gap functions.

If \( \theta(\cdot) \) is a thresholding function, we trivially have \( 0 < \tau^{-} \leq \tau^{+} \).

The internal and external thresholds are illustrated in Fig. 1.

Since (10) holds for any general shrinkage function, the following definition is valid.

**Definition 3.** The gap of a general shrinkage function \( \theta(\cdot) \) is defined by

\[
\text{gap}(\theta) \equiv \inf_{t: \theta(t) \neq 0} \sqrt{\theta^{2}(t) + \frac{\tau^{-}}{\tau^{+}}\theta(t)}.
\]  

(13)

If \( \text{gap}(\theta) > 0 \), we call \( \theta \) a gap function and if \( \text{gap}(\theta) = 0 \), the function is called a non-gap function.

The following relation exists between the gap and the internal threshold of a general shrinkage function. It proves in particular that any gap function is a thresholding function.

**Proposition 1.** For any gap function \( \theta(\cdot) \), the following statements hold.

1. We have \( \text{gap}(\theta) \leq \tau^{-} \), where \( \tau^{-} \) is the internal threshold of \( \theta(\cdot) \).
2. We have \( \inf_{t: \theta(t) \neq 0} t\theta(t) \leq \text{gap}(\theta)^{2} \leq 2 \inf_{t: \theta(t) \neq 0} t\theta(t) \leq 2\tau^{+} \inf_{t: \theta(t) \neq 0} |\theta(t)| \).

**Proof.** The proof is given in Appendix.

For instance, when \( \theta \) is odd we have

\[
\inf_{t: \theta(t) \neq 0} \theta(t),
\]

since \( \theta \) is non-decreasing. Geometrically, \( \inf_{t: \theta(t) > 0} |\theta(t)| \) is simply the amplitude of the vertical discontinuity at the boundary of the segment \( \{ t : \theta(t) \neq 0 \} \). It is also clear from the item 2 of Proposition 1 that when the gap function is continuous at the boundary of the segment \( \{ t : \theta(t) \neq 0 \} \), the function is non-gap. These are the reasons leading to the name gap.

The motivation for considering the gap comes from its implication on the convergence of the MPS.

### 2.2. Examples

Let us illustrate the above definitions through some examples.

1. For \( \tau > 0 \), the soft thresholding function \( \rho_{\tau}(\cdot) \) defined by

\[
\rho_{\tau}(t) = \text{sgn}(t) \cdot \max(|t| - \tau, 0)
\]

is a thresholding function and it is a non-gap function, i.e. \( \text{gap}(\rho_{\tau}) = 0 \).

2. For \( \tau > 0 \), the hard thresholding function defined by

\[
h_{\tau}(t) = \begin{cases} t & \text{if } |t| > \tau, \\ 0 & \text{otherwise} \end{cases}
\]

is a thresholding function and it is a gap shrinkage function with gap \( \tau \).

3. The identity function defined as

\[
i(t) = t, \quad \forall t \in \mathbb{R}
\]

is not a thresholding function and it is a non-gap function.

4. For \( \tau > 0 \), \( p > 0 \), the general non-negative Garrote threshold function (for the case \( p=2 \), see [15,4]) defined as

\[
\delta_{\tau}(t) = t \max\left(0, \left(1 - \frac{|t|^{p}}{|\tau|^{p}}\right)\right), \quad \forall t \in \mathbb{R}
\]

(16)

is a thresholding function and it is non-gap.

5. For \( 0 < \tau_{1} < \tau_{2} \), the firm shrinkage function (see [16]) defined as

\[
\delta_{\tau_{1},\tau_{2}}(t) = \begin{cases} 0 & \text{if } |t| \leq \tau_{1}, \\ \text{sgn}(t) \frac{\tau_{2}(|t| - \tau_{1})}{\tau_{2} - \tau_{1}} & \text{if } \tau_{1} < |t| < \tau_{2}, \\ t & \text{if } |t| \geq \tau_{2} \end{cases}
\]

(17)

is a thresholding function and it is non-gap.

6. For \( p \in \mathbb{N}, \tau > 0 \), the generalized threshold function (see [36]) defined as

\[
\delta_{\tau}^{p}(t) = \begin{cases} 0 & \text{if } |t| \leq \tau, \\ \frac{\tau^{p}}{|t|^{p-1}} \text{sgn}(t) & \text{if } |t| > \tau \end{cases}
\]

(18)

is a thresholding function and it is non-gap.

### 3. Convergence of the MP shrinkage for a general shrinkage function

This section is devoted to prove that under mild condition, the MP shrinkage algorithm converges.
Proposition 2. Let \((\psi_i)_{i=1}^N\) be a normed dictionary, \(v \in \mathcal{H}\) and \(\theta(\cdot)\) be a general shrinkage function. For any \(M > 0\) and any \(v \in \mathcal{H}\), the quantities defined in Table 1 satisfy
\[
\|v\|^2 = \sum_{n=0}^{M-1} (s_n^2 + 2s_n(M_n - s_n)) + \|R^M v\|^2. \tag{19}
\]
As a consequence, we have
\[
\|v\|^2 \geq \sum_{n=0}^{M-1} s_n^2 + \|R^M v\|^2, \tag{20}
\]
\[
\sum_{n=0}^{\infty} s_n^2 < +\infty, \tag{21}
\]
\[
\sum_{n=0}^{\infty} |s_n||M_n| < +\infty. \tag{22}
\]
\((\|R^M v\|_{n=0}^M)\) is non-increasing. \tag{23}

Proof. We can deduce from
\[
R^{n+1} v = R^n v - s_n \psi_i^*,
\]
and \(\langle \psi_i^*, v \psi_i^* \rangle = 1\) that
\[
\|R^{n+1} v\|^2 = \|R^n v\|^2 - 2s_n \langle R^n v, \psi_i^* \rangle + s_n^2
\]
\[= \|R^n v\|^2 - 2s_n(M_n - s_n) - s_n^2. \]

Summing these equalities for all \(n = 0, \ldots, M-1\), we obtain after simplification
\[
\|R^M v\|^2 = \|R^n v\|^2 - \sum_{n=0}^{M-1} (s_n^2 + 2s_n(M_n - s_n)). \]

We then obtain (19) from \(R^n v = v\).

Using (10), we know that
\[s_n(M_n - s_n) = \theta(M_n)(M_n - \theta(M_n)) \geq 0.\]

Together with (19) this leads to (20).

Notice that this also provides (23). Moreover, (20) guarantees that \((\sum_{n=0}^{\infty} s_n^2)_{n=0}^M\) is a bounded increasing sequence. It converges and (21) holds. We also have
\[
2 \sum_{n=0}^{M-1} |s_n||M_n| = 2 \sum_{n=0}^{M-1} s_n M_n \quad \text{from (11)}
\]
\[= \|v\|^2 - \|R^M v\|^2 \quad \text{from (19)}
\]
\[\leq \|v\|^2 + \sum_{n=0}^{\infty} s_n^2.
\]
This ensures that (22) holds. \(\square\)

Note that Proposition 2 ensures that
\[
\sum_{n=0}^{\infty} |s_n|^2 < +\infty. \tag{24}
\]

Now we can prove the convergence of the MPS algorithm. As pointed out by one of the reviewers, it is interesting to notice that though MPS algorithm should be regarded a case of the so-called “Approximate Weak Greedy Algorithms” in [18], it seems that the convergence proofs provided there could not be directly applied to MPS.

Theorem 1. Let \((\psi_i)_{i=1}^N\) be a normed dictionary, \(v \in \mathcal{H}\) and \(\theta(\cdot)\) be a general shrinkage function. The sequences defined in (4) satisfy
\((R^n v)_{n=0}^M\) converges.

As a consequence, the limit
\[
\sum_{n=0}^{\infty} s_n \psi_i^* \quad \text{is finite.}
\]

We denote the limit of \((R^n v)_{n=0}^M\) by \(R^+ v\) and we trivially have
\[v = \sum_{n=0}^{\infty} s_n \psi_i^* + R^+ v.
\]

Proof. The proof is based on Jones’ proof for the convergence of projection pursuit regressions (see [14]) and the proof of Theorem 1 in [27].

First notice that the statement of the proposition is trivial for \(v = 0\). We further assume that \(v \neq 0\).

In order to prove the theorem, we prove that the sequence \((R^n v)_{n=0}^M\) is a Cauchy sequence. Before doing so, let us start with some preliminaries.

Notice first that for all \(w_1, w_2 \in \mathcal{H}\), we have
\[\|w_1 - w_2\|^2 = \|w_1\|^2 - 2 \langle w_2, w_1 \rangle + \|w_2\|^2 \leq \|w_1\|^2 - 2 \langle w_2, w_1 \rangle + \|w_2\|^2 \quad \text{(25)}
\]

Moreover, for \(N_2 > N_1 \geq 0\), from (6) we have
\[\|R^{N_1} v - R^{N_2} v\|^2 = \sum_{n=N_1}^{N_2-1} |s_n|^2 \quad \text{(26)}
\]
Finally, for any \(n \geq 0\) and any \(m \geq 0\),
\[|\langle R^n v, s_n \psi_i^* \rangle| = |s_n| |\langle \psi_i^*, v \psi_i^* \rangle| \leq |s_n| |\sup_{i \in M} |\langle \psi_i^*, v \psi_i^* \rangle|
\]
\[\leq \frac{1}{\alpha} |s_n||M_m|. \tag{27}
\]

Let us now consider \(N_2 > N_1 \geq 0\). Using (25)–(27), we obtain
\[\|R^{N_1} v - R^{N_2} v\|^2 \leq \|R^{N_1} v\|^2 - \|R^{N_2} v\|^2 + 2 \left( R^{N_2} v \sum_{n=N_1}^{N_2-1} s_n \psi_i^* \right)^2
\]
\[\leq \|R^{N_1} v\|^2 - \|R^{N_2} v\|^2 + 2 \frac{1}{\alpha} |M_m| \sum_{n=N_1}^{N_2-1} |s_n|. \tag{28}
\]

Using (23) of Proposition 2, we know that the sequence \((\|R^n v\|)_{n=0}^M\) is non-negative and non-increasing. Therefore, it converges to some value \(R_\infty\) and for any \(\epsilon > 0\), there exists \(K > 0\) such that for all \(m > K\),
\[R_\infty^2 \leq \|R^n v\|^2 \leq R_\infty^2 + \epsilon^2.
\]
As a consequence, for any $N_2 > N_1 \geq K$,
\[
\|R^N v - R^{N_2} v\|^2 \leq \epsilon^2 + \frac{2}{K} |M_{N_2}| \sum_{n = N_1}^{N_2} |s_n|.
\] (29)

Using (22), we know that $\sum_{n = 0}^{\infty} |M_0| |s_n| < +\infty$. Moreover, $0 \leq |s_n| \leq |M_0|$ for all $n \in \mathbb{N}$. So Lemma 2 (see Appendix) can be applied with $x_n = |s_n|$ and $y_n = |M_0|$. Two situations might occur:

- The first one is that: $\sum_{n = 0}^{\infty} |s_n| < +\infty$. In this case, we know that there is $K > 0$ such that for any $N_2 > N_1 \geq K$
\[
\sum_{n = N_1}^{N_2} |s_n| \leq \frac{2}{K} \epsilon^2.
\]

Moreover, from (20) and Cauchy–Schwartz inequality, we know that
\[
|M_{N_2}| = \langle R^N v, \psi_{\gamma_{N_2}} \rangle \leq \|R^N v\| \leq \|v\|.
\]
So (29) becomes for any $\epsilon > 0$ there are $K$ and $K' > 0$ such that for any $N_2 > N_1 \geq \max(K, K')$
\[
\|R^N v - R^{N_2} v\|^2 \leq \epsilon^2 + \epsilon^2.
\]

Hence, in the first case, $(R^N v)_{n \in \mathbb{N}}$ is a Cauchy sequence.

- The second one is that: $\liminf_{n \to +\infty} |M_n| \sum_{n = 0}^{\infty} |s_n| = 0$. In this case, let $\epsilon > 0$ and let $p > 0$ be an integer. We are going to estimate $\|R^N v - R^{N + p} v\|$, for $m > K$ (K is such that (29) holds).

First, there is $q > m + p$ such that
\[
|M_q| \sum_{n = 0}^{q} |s_n| \leq \frac{2}{\epsilon^2}.
\] (30)

Moreover, we can decompose
\[
\|R^N v - R^{N + p} v\| \leq \|R^N v - R^p v\| + \|R^p v - R^{N + p} v\|.
\]
Applying (29) with $N_1 = m$ and $N_2 = q$ and using (30) we obtain
\[
\|R^N v - R^p v\|^2 \leq \epsilon^2 + \epsilon^2.
\]

Similarly, applying (29) for $N_1 = m + p$ and $N_2 = q$ and using (30) we obtain
\[
\|R^p v - R^{N + p} v\|^2 \leq \epsilon^2 + \epsilon^2.
\]

Hence, we finally obtain
\[
\|R^N v - R^{N + p} v\| \leq 2\sqrt{2}\epsilon,
\]

which proves that $(R^N v)_{n \in \mathbb{N}}$ is a Cauchy sequence in the second case.

Overall, $(R^N v)_{n \in \mathbb{N}}$ converges in both cases. The second statement directly follows from (6). □

4. $l^p$ norm bounds specific to thresholding functions

In general, when $\mathcal{H}$ is an infinite dimensional space, we have no guarantee that
\[
\sum_{n = 0}^{+\infty} |s_n| < +\infty.
\] (31)

A simple counterexample consists in considering $(\psi_i)_{i \in \mathbb{N}}$ an orthonormal or Riesz basis (for definition, see [25]) of $\mathcal{H}$, $v = \sum_{i \in I} \psi_i \in \mathcal{H}$ such that $\sum_{i \in I} |s_i|$ diverges and $\theta(t) = t$.

Below, we prove that (31) exists, whatever $v \in \mathcal{H}$ and whatever the dictionary, as soon as $\theta$ is a thresholding function.

Proposition 3. Let $(\psi_i)_{i \in \mathbb{N}}$ be a normed dictionary, $v \in \mathcal{H}$ and $\theta(\cdot)$ be a thresholding function. The quantities defined in Table 1 satisfy
\[
\frac{\sum_{n = 0}^{+\infty} |s_n| \leq \|v\|^2 - \|R^N v\|^2}{\tau} \leq \frac{\|v\|^2}{\tau}.
\] (32)

where $\tau > 0$ denotes the internal threshold as defined in Definition 2.

Proof. Let $M \in \mathbb{N}$ fixed. Using (20), we know that
\[
\sum_{n = 0}^{M-1} s_n^2 \leq \|v\|^2 - \|R^M v\|^2.
\]

Together with (19), this leads to
\[
\sum_{n = 0}^{M-1} s_n M_n = \frac{1}{2} \left( \|v\|^2 + \sum_{n = 0}^{M-1} s_n^2 - \|R^M v\|^2 \right) \leq \|v\|^2 - \|R^M v\|^2.
\]

Using (11) and the fact that $\theta(\cdot)$ is a thresholding function, for any $n \in \mathbb{N}$, we have
\[
s_n M_n = |s_n| |M_n| \geq \tau^- |s_n|,
\]

where the last inequality is obtained after discussing the two cases: $s_n = 0$ or $s_n \neq 0$.

As a conclusion for all $M \in \mathbb{N}$ we have
\[
\sum_{n = 0}^{M-1} |s_n| \leq \frac{\|v\|^2 - \|R^M v\|^2}{\tau}.
\] (33)

Letting $M$ go to infinity, we obtain (32). □

Remark 1. The above upper bound does not depend on the dictionary $(\psi_i)_{i \in \mathbb{N}}$. It holds for any $v \in \mathcal{H}$. We therefore do not expect this bound to be tight in any dedicated or applicative context.

Remark 2. As a side effect, the above proposition guarantees that the coordinates $\lambda_i$ exist for all $i \in I$ (see (5)). We even know that
\[
\sum_{i \in I} |\lambda_i| < +\infty.
\]

5. $l^p$ bounds specific for gap functions

If $\theta(\cdot)$ is a gap function then the MP shrinkage stops automatically after a finite number of iterations.

Proposition 4. Let $(\psi_i)_{i \in \mathbb{N}}$ be a normed dictionary, $v \in \mathcal{H}$ and $\theta(\cdot)$ be a gap function (i.e. gap$(\theta) > 0$). The sequence $(s_n)_{n \in \mathbb{N}}$ defined in Table 1 satisfies
\[
\#\{n | s_n \neq 0\} \leq \frac{\|v\|^2}{\text{gap}(\theta)^2}.
\]

Proof. Suppose that the sequence $(s_n)_{n \in \mathbb{N}}$ contains $M$ non-zero terms. Observing Definition 3, for each $s_n \neq 0$, we
have
\[ s_n^2 + 2s_n(M_n - s_n) \geq \text{gap} \theta^2, \]
where we recall that \( M_n = \langle R^n v, \psi_j \rangle, s_n = 0(M_n) \).

From (19), we know that
\[ \|v\|^2 \geq \sum_{n \in N, s_n \neq 0} (s_n^2 + 2s_n(M_n - s_n)) \geq M \cdot \text{gap} \theta^2. \]

Noting that \( M \) is integer, we have
\[ M \leq \left\lceil \frac{\|v\|^2}{\text{gap} \theta^2} \right\rceil. \]

Remark 3. An interesting consequence of the proposition is that
\[ \# \{ i : I_i \neq 0 \} \leq \left\lceil \frac{\|v\|^2}{\text{gap} \theta^2} \right\rceil. \]

In other words, \( v \) is approximated with less than \( \|v\|^2 / \text{gap} \theta^2 \) non-zero coordinates.

6. Bound on the Residual Error

In this section, we are interested in the residual error norm. The result concerns general shrinkage functions. Before stating the result, let us give the following lemma:

Lemma 1. Let \((\psi_i)_{i \in I}\) be a normed dictionary, \( v \in \mathcal{H} \) and \( \theta(\cdot) \) be a general shrinkage function. The sequence \((M_n)_{n \in \mathbb{N}}\) defined in Eq. (4) satisfies
\[ \limsup_{n \to +\infty} M_n \leq \sup_{t: \theta(t) = 0} t \tag{34} \]
and
\[ \inf_{t: \theta(t) = 0} t \leq \liminf_{n \to +\infty} M_n. \tag{35} \]

Proof. Let us prove the first statement. If \( \sup_{t: \theta(t) = 0} t = +\infty \) the statement is trivial. We therefore focus on the case \( \sup_{t: \theta(t) = 0} t < +\infty \). Let us assume that (34) does not hold. Then there exists \( \epsilon > 0 \) and an increasing sequence \((k_n)_{n \in \mathbb{N}} \in \mathbb{N}^\mathbb{N}\) such that
\[ M_{k_n} \geq \sup_{t: \theta(t) = 0} t + \epsilon, \quad \forall n \in \mathbb{N}. \]

So there exists an increasing sequence \((k_n)_{n \in \mathbb{N}} \in \mathbb{N}^\mathbb{N}\) such that
\[ s_{k_n} = \theta(M_{k_n}) \geq \theta \left( \sup_{t: \theta(t) = 0} t + \epsilon \right) > 0. \]

This means that
\[ \limsup_{n \to +\infty} s_n > 0. \]

The latter statement is impossible since, from (21), we know that \( \lim_{n \to +\infty} s_n = 0 \). This proves (34).

The proof of (35) is similar. \( \square \)

In particular, if the external threshold of \( \theta(\cdot) \) is zero (i.e., \( \tau^+ = 0 \)),
\[ \lim_{n \to +\infty} M_n = 0, \]
since \( \sup_{t: \theta(t) = 0} t = \inf_{t: \theta(t) = 0} t = 0 \).

Recall that we have defined the semi-norm on \( \mathcal{H} \) as
\[ \|u\|_P \overset{\text{def}}{=} \sup_{i \in I} \langle u, \psi_i \rangle, \quad \forall u \in \mathcal{H}. \]

Notice that \( \| \cdot \|_P \) is a norm as soon as \( D \) generates \( \mathcal{H} \).

The \( \| \cdot \|_P \) is important because it penalizes the error made in the direction of the elements of the dictionary much more than in other directions. Geometrically, its level sets
\[ \{ u \in \mathcal{H} : \|u\|_P \leq \tau \} \]
is a polyhedron, for \( \tau \geq 0 \). When the elements of the dictionary correspond to structures that one expects in the data, by this norm we can have a strong constraint in the direction of these structures and a small constraint in other directions (such as noise). Some basic properties for this semi-norm under discrete settings were given in [35].

We also refer the reader to [32,22,28] for more results along this direction.

Recall that in (8) we denote \( V = \text{Span}(\{\psi_i\}_{i \in I}) \), the closure of vector space spanned by the dictionary \((\psi_i)_{i \in I}\). \( V^\perp \) its orthogonal complement and we denote the orthogonal projection onto \( V \) and \( V^\perp \) by \( P_V \) and \( P_{V^\perp} \), respectively.

Proposition 5. Let \((\psi_i)_{i \in I}\) be a normed dictionary, \( v \in \mathcal{H} \) and \( \theta(\cdot) \) be a general shrinkage function. The limits defined in Theorem 1 satisfy
\[ \left\| \sum_{n = 0}^{+\infty} s_n \psi_j - P_V v \right\|_P = \left\| R^+ s - P_{V^\perp} v \right\|_P \leq \frac{\tau^+ + \epsilon}{\alpha}. \]
where \( \tau^+ \) is the external threshold of \( \theta(\cdot) \), as defined in Definition 2.

Proof. Let \( \epsilon > 0 \), from Lemma 1, we know that for any \( k \geq 0 \) there is \( n_k \geq k \)
\[ \inf_{t: \theta(t) = 0} t - \epsilon \leq M_{n_k} \leq \sup_{t: \theta(t) = 0} t + \epsilon. \]

Given the definition of \( \tau^+ \), we therefore know that
\[ -\tau^+ - \epsilon \leq M_{n_k} \leq \tau^+ + \epsilon. \]

We rewrite
\[ |M_{n_k}| \leq \tau^+ + \epsilon. \]

Moreover, using the property of projection and given the construction of \( M_{n_k} \), we know that
\[ |M_{n_k}| = 2 \sup_{i \in I} \langle R^n v, \psi_i \rangle = 2 \sup_{i \in I} \langle R^n v, P_V(\psi_i) \rangle = 2 \sup_{i \in I} \langle P_V (R^n v), \psi_i \rangle. \]

Therefore, for all \( i \in I \),
\[ |\langle P_V (R^n v), \psi_i \rangle| \leq \frac{\tau^+ + \epsilon}{\alpha}. \]

Since \((R^n v)_{n \in \mathbb{N}}\) converges to \( R^+ s \) (see Theorem 1), we finally have
\[ |\langle P_V (R^+ s), \psi_i \rangle| \leq \frac{\tau^+ + \epsilon}{\alpha}. \]
for all \(i \in I\). Since the above inequalities hold for any \(\varepsilon > 0\), we obtain
\[
\|P_V(R^{+\infty}v)\|_D \leq \frac{\tau^+}{\alpha}.
\]

Moreover, using Theorem 1, we know that
\[
P_{V^+}(R^{+\infty}v) = P_{V^+}(v) - P_{V^+}\left(\sum_{n=0}^{+\infty} s_n\psi_{j_n}\right) = P_{V^+}(v).
\]

We therefore obtain
\[
\|R^{+\infty}v - P_{V^+}v\|_D = \|P_V(R^{+\infty}v)\|_D \leq \frac{\tau^+}{\alpha}.
\]

Using Theorem 1 (again), we also know that
\[
\sum_{n=0}^{+\infty} s_n\psi_{j_n} = P_V\left(\sum_{n=0}^{+\infty} s_n\psi_{j_n}\right) = P_V(v) - P_V(R^{+\infty}v).
\]

Therefore,
\[
\left\|\sum_{n=0}^{+\infty} s_n\psi_{j_n} - P_V(v)\right\|_D = \|P_V(R^{+\infty}v)\|_D \leq \frac{\tau^+}{\alpha}.
\]

This finishes the proof of the theorem. \(\square\)

**Remark 4.** In the above proposition, if the external threshold \(\tau^+\) is zero (this is the case for the matching pursuit), we deduce from the proposition that \(\sum_{n=0}^{+\infty} s_n\psi_{j_n} - P_Vv \in V^\perp\). Therefore, since \(\sum_{n=0}^{+\infty} s_n\psi_{j_n} - P_Vv \in V\), we finally obtain that \(\sum_{n=0}^{+\infty} s_n\psi_{j_n} = P_Vv\). We might have \(P_Vv \neq v\). However, when \(P_Vv \neq v\), we cannot expect to obtain a better approximation of \(v\) since \(\sum_{n=0}^{+\infty} s_n\psi_{j_n} \in V\) and \(P_Vv\) minimizes the Euclidean distance between \(v\) and \(V\).

When \(\tau^+ \neq 0\), the algorithms generally do not recover \(v\). The benefit of this approximation is to obtain a decomposition with less significant coordinates (see Propositions 3 and 4).

**Remark 5.** A consequence of the above proposition is that when the MPS is used with a thresholding function, it provides a feasible point for the “Dantzig selector” (see [3]). The “Dantzig selector” consists of the optimization problem:
\[
\min \sum_{\lambda_i \in I} |\lambda_i| \quad \text{subject to} \quad \left\|\sum_{\lambda_i \in I} \lambda_i\psi_i - P_Vv\right\|_D \leq \frac{\tau^+}{\alpha}.
\]

From Proposition 3, we know that the MPS provides a set of coordinates \((\lambda_i)_{i \in I}\) (see (5)) such that
\[
\min \sum_{\lambda_i \in I} |\lambda_i|
\]
is finite. Proposition 5 guarantees that the constraint is satisfied.

### 7. Experimental results

This section is devoted to the comparison of the MP shrinkage algorithm with some classical sparse representation methods: the regular MP, OMP and BPDN. In all the experiments, the predefined constant \(\tau\) equals 1. For simplicity, the only shrinkage function considered in these experiments is the soft-thresholding function (see (14)).

#### 7.1. Denoising with a translation invariant wavelet dictionary

We report the experiments on the Pepper image with pixel values in \([0,255]\). The dictionary contains all the translations of the Daubechies _3 wavelets decomposed at the level 4. In 2D, this makes 13 convolution kernels. The original image is contaminated by Gaussian noise of standard variation \(\sigma = 20\). Both the original and noisy images are displayed in Fig. 2.

In this experiment, we run the MPS (again the shrinkage function is the soft thresholding function) for \(\tau \in\{0,0.1,0.5,1,10,50,100\}\). We remind that \(\tau = 0\) corresponds to the usual MP. The iterative process is stopped once one of the following two conditions is met: (a) the \(l^2\)-norm of the residual is smaller than \(\sigma\); (b) the length of the forward step is negligible: \(|s_n| \leq 10^{-6}\).

We display the graph of the sequence \(n \rightarrow |s_n|\) on the left side of Fig. 3. We see on these curves that, as expected, when \(\tau\) increases \(|s_n|\) decays to 0 more rapidly.

![Fig. 2. Experiments on Pepper with wavelet dictionary. Left: clean image; right: noisy image, PSNR = 22.10.](image-url)

Hence, numerically we observe that the MP shrinkage with \(\tau\) rather big converges much faster than MP.
This behavior illustrates Proposition 5 since, indeed
\[ \| \sum_{i=0}^{n-1} s_i \psi_{\bar{y}_i} - P_{\psi} v \|_D = \| \sum_{i=0}^{n-1} s_i \psi_{\bar{y}_i} - v \|_D = |s_n| \leq |s_n| + \tau. \]

The right side of Fig. 3 displays, for the different values of \( \tau \), the PSNR between the image obtained at the iteration \( n \) and the original clean image. This quantity is shown for all the values of \( n \).

During the first iterations (say when \( n < 1000 \)) the PSNR are similar for all the values of \( \tau \). However, later in the iterative process (say for \( n > 2500 \)) the curves corresponding to \( \tau = 10 \) and 50 are above the other curves. Notice also that, a wisely chosen stopping criterion based on the residual norm could lead to an earlier stop, with a stronger denoising effect. Indeed, on the right of Fig. 3, the supreme of the PSNR curve corresponding to \( \tau = 0 \) (i.e. the MP) is 26.45 (for \( n = 2057 \)). This would correspond to the result obtained if an oracle had told us when to stop the algorithm. However, it is still smaller than the PSNR obtained with the MP shrinkage at convergence, for \( \tau = 50 \). The PSNR, in this case, is indeed 27.33. For fairness, let us highlight that the choice of \( \tau \) could be critical for the MPS.

Overall, we numerically observed that the MP shrinkage with positive threshold converges faster than MP and meanwhile returns a better denoised result.

7.2. Detection of letters

We now consider a detection problem in a very noisy case. The original image and the noisy image are on the top row of Fig. 5. The values of the pixels of the original image (Fig. 5(a)) range in [0, 255]. On the original image appears several letters whose shape is known (see Fig. 4). The noisy image (Fig. 5(b)) is obtained by adding to this original image a Gaussian noise of standard deviation \( \sigma = 150 \).

The purpose of the detection is to recover the letters. In order to do so, we build a translation invariant dictionary by translating the letters displayed in Fig. 4. Notice that though some couples of elements of the dictionary are very correlated, this problem resemble a compressed sensing since it is an inverse problem (and not just an approximation problem) with a ground truth representation which might be recovered exactly. Interestingly, this problem resembles more some machine learning approaches where sparsity is exploited, since it implies a decision/classification problem.

In order to illustrate the difficulty of this problem, we show in Fig. 5(c) the image obtained when denoising the noisy image with a soft thresholding in a wavelet dictionary. The letters of the original image cannot be seen in the denoised image. The purpose of this experiment is to illustrate that denoising the image with a "general purpose" denoising method before doing the detection is not likely to work.

In Fig. 5(d) we display the result obtained with the basis pursuit denoising (BPDN) (see (7)) or [5,10,12,34]), with the dictionary described above. The parameter \( \beta \) (the weight for the \( l^1 \) term in (7)) for the BPDN has been carefully tuned to get better result. The negative coefficients are not displayed since they cannot represent letters. This makes some small difference as the white/negative letters (which are less reasonable in our case) are removed from the result image.

Some letters which we are looking for appear in Fig. 5(d). In the point view of component analysis [31,20], the noisy image \( v \) here should be regarded as
\[ v = X + B + N, \]
where \( X \) is the clean images formed by letters, \( B \) is the background structure and \( N \) is the noise. Hence, the extremely strong noise level, the interference of the complex background structure, together with the coherence of the dictionary made the BPDN partially successful for this task.

![Fig. 3. The MP shrinkage with the soft thresholding function for \( \tau = 0 \) (i.e. MP), \( \tau = 10 \), 50 and 100. Left: the curves \( n \rightarrow |s_n| \). Right: the PSNR along the iterative process.](image1)

![Fig. 4. The nine letters used to construct the dictionary. Each letter is extended by zero-padding to reach the size of the noisy image. It is then translated over the plane.](image2)
In Fig. 5(e) and (f), we display the results obtained with OMP and MP. These algorithms are stopped once the $\ell^2$-norm of the residual is less or equal to $s$. Again, the negative coefficients are set to 0 for the display. Experimentally we observe that the same scheme works rather limitedly for OMP and BPDN. In these experiments, the denoised MP provides better results than the denoised OMP and denoised BPDN.

Finally, the result of the MP shrinkage is displayed in Fig. 5(h). Again it is applied with a soft-thresholding shrinkage function. The image corresponds to the threshold $\tau = 400$. Evidently, the choice of $\tau$ is critical, it is mandatorily tuned around $3\sigma$ to obtain good qualitative result. The algorithm is stopped once $\|s\|_1 \leq 10^{-6}$ (this leads to about 500 iterations). Again, the negative coordinates are set to 0 for the display. The MPS leads to a better detection than the other methods. In particular, the word “donc” is recovered and this was not the case with the other algorithms. The difference between the denoised MP and MPS results is due to the impact of the false detection on the remaining iterations. This impact is better controlled with MPS than with denoised MP.

On this experiment, another point is that the false detections are located in the dark area of the original image. It seems therefore possible to detect these false detection by a post-processing. The false detection of the denoised MP are less structured and might be more difficult to detect.

To summarize, as the observed image is very noisy and the ideal image is sparse over the dictionary, the MP shrinkage with positive threshold performances much better than the MP and other related algorithms.

8. Conclusion and perspectives

In this paper, we investigate a modification of the MP algorithm. Its main characteristics are:

1. Similar to the MP, the results evolves along one element of the dictionary at a time.
2. Similar to the MP, it is greedy: once an element of the dictionary has been selected, this choice is no longer questioned.
3. Unlike MP and depending on the choice of the shrinkage function, the evolution in the direction of a selected atom can be slowed. The benefit of being cautious is to limit the consequences of bad selections of atoms.

Because it is a simple variant of the MP (and in particular satisfy the above items 1 and 2), a fast (real time for audio processing) version can be implemented (see [21]). However, because of item 3, MPS can present benefits similar to the algorithms that do not satisfy the above item 2 (such as CoSaMP [29]).

In the current paper, we propose a segmentation of the general shrinkage functions in three classes: general shrinkage functions, thresholding functions and gap functions. For each category we establish convergence guarantees for the MPS. Altogether, these results suggest that the convergence and the decay rate of the coordinate
impacts the number of iterations needed to converge. If
\( \theta(t) \) is small for |t| large, we will generally select an atom several times in raw before selecting another atom. This will of course slow the algorithm in proportion of the cost of an iteration (which is small). The benefit is to limit the negative impact of false selection as much as this strategy permits to limit it.

The main perspectives of this work are to

- Perform a more complete experimental study on the impact of the shrinkage function in several contexts such as denoising, source separation, compressed sensing, approximation, etc. The purpose of this study should be to better understand how to chose the shrinkage function.
- Perform a theoretical analysis evaluating the performance of MPS in a compressed sensing setting. In particular, the error made on wrongly selected atoms will be smaller than with the standard MP and OMP. The limitation of this error limit the risk of false detection in the remaining iterations.
- Perform a theoretical analysis evaluating the performance of MPS in the context of approximation. As mention above, being cautious leads to more iterations. However, it is unclear if these extra iterations increase the number of selected atoms or not. This might depend on the shrinkage function and also on the coherence of the dictionary. Moreover, the choice of the shrinkage functions, the theoretical guidance of the parameter will also be very interesting.

Acknowledgment

This work was supported in part by RGC 203109, RGC 211710, the FRGs of Hong Kong Baptist University, and the PROCORE-France/Hong Kong Joint Research Scheme sponsored by the Research Grant Council of Hong Kong and the Consulate General of France in Hong Kong F-HK/ 05/08T. We would like to thank Prof. Alain Trouvé (ENS-Cachan), Prof. Michael Ng (HKBU) and Dr. Li Xiaolong (Peking Univ.) for the helpful discussions. We would also like to thank all the anonymous reviewers as their comments and suggestions contributed greatly to the quality of the paper.

Appendix A

A.1. Proof of Proposition 1

Proof of item1: Let \( t_0 \in \mathbb{R} \) be such that \( t_0 > \inf_{t \in \theta(t) \neq 0} |t| \). We cannot simultaneously have \( \theta(t_0) = 0 \) and \( \theta(-t_0) = 0 \), since \( \theta(t) \) is non-decreasing. Let us denote

\[
t = \begin{cases} 
  t_0 & \text{if } \theta(t_0) \neq 0, \\
  -t_0 & \text{if } \theta(t_0) = 0.
\end{cases}
\]

We have \( \theta(t) \neq 0 \) and given the definition of the gap, we know that

\[
\text{gap}(\theta(t))^2 = \theta(t)^2 + 2\theta(t)(t-\theta(t)) = t^2 - (t-\theta(t))^2 \leq t^2 = t_0^2.
\]

As a conclusion, for any \( t_0 \) such that \( t_0 > \inf_{t \in \theta(t) \neq 0} |t| \), we have \( \text{gap}(\theta(t)) \leq t_0 \). So

\[
\text{gap}(\theta(t)) \leq \inf_{t \in \theta(t) \neq 0} |t|.
\]

Proof of item2: Let us first deduce from the definition of general shrinkage functions and (11) that for all \( t \in \mathbb{R} \)

\[
0 \leq \theta(t) \leq |t|\theta(t) = t\theta(t).
\]

Therefore for all \( t \in \mathbb{R} \):

\[
t\theta(t) \leq 2t\theta(t) - \theta(t)^2 \leq 2t\theta(t).
\]

We then immediately obtain that

\[
\inf_{t \in \theta(t) \neq 0} t\theta(t) = \text{gap}(\theta(t))^2 \leq 2\inf_{t \in \theta(t) \neq 0} t\theta(t).
\]

In order to prove the last inequality of item 2, let us first remark that, from the definition of a general shrinkage function and for \( t \) and \( t' \in \mathbb{R} \)

\[
\begin{align*}
t \geq t' \geq 0 \Rightarrow \theta(t) &\geq \theta(t') \geq 0,
\end{align*}
\]

and \( t\theta(t) \geq t'\theta(t') \geq 0 \),

\[
\begin{align*}
t \leq t' \leq 0 \Rightarrow \theta(t) &\leq \theta(t') \leq 0 \quad \text{and} \quad t\theta(t) \geq t'\theta(t') \geq 0.
\end{align*}
\]

As a consequence, if we consider \( \varepsilon > 0 \) and \( t \in \mathbb{R} \)

\[
\begin{align*}
t \geq \tau^+ + \varepsilon \Rightarrow t\theta(t) &\geq (\tau^+ + \varepsilon)\theta(\tau^+ + \varepsilon) \geq \inf_{t \in \tau^+ + \varepsilon} t\theta(t)
\end{align*}
\]

if \( t \leq -\tau^- - \varepsilon \Rightarrow t\theta(t) \geq (-\tau^- - \varepsilon)\theta(-\tau^- - \varepsilon) \geq \inf_{t \in \tau^- + \varepsilon} t\theta(t)
\]

Therefore, for any \( \varepsilon > 0 \)

\[
\inf_{t \in \tau^+ + \varepsilon} t\theta(t) = \inf_{t \in \tau^- + \varepsilon} t\theta(t).
\]

It is then straightforward that, for \( t \in \mathbb{R} \) such that \( |t| \leq \tau^+ + \varepsilon \),

\[
t\theta(t) = |t|\theta(t) \leq (\tau^+ + \varepsilon)\theta(t).
\]

Therefore, for any \( \varepsilon > 0 \)

\[
\inf_{t \in \tau^+ + \varepsilon} t\theta(t) \leq (\tau^+ + \varepsilon) \inf_{t \in \tau^+ + \varepsilon} \theta(t).
\]

This immediately leads to the last unproved inequality.

A.2. Lemma used in the proof of Theorem 1

This lemma is a variation on the lemma used for the proof of Theorem 1 in [27].

Lemma 2. Let \((x_k)_{k \in \mathbb{N}}\) and \((y_k)_{k \in \mathbb{N}}\) be two non-negative sequences of reals such that

\[
\sum_{k=0}^{+\infty} x_k y_k < +\infty.
\]

One of the following alternatives holds:

- either

\[
\sum_{k=0}^{+\infty} x_k < +\infty
\]
The first alternative holds.

Let us first assume that

\[ \liminf_{k \to +\infty} y_k > 0. \]

There exists \( \varepsilon > 0 \) and \( n > 0 \) such that for any \( k \geq n \), one has \( y_k \geq \varepsilon \). Therefore, we have

\[ \varepsilon \sum_{k=n}^{\infty} x_k \leq \sum_{k=n}^{\infty} x_k y_k < +\infty \]

and finally

\[ \sum_{k=0}^{\infty} x_k < +\infty. \]

The first alternative holds.

Let us now assume that

\[ \liminf_{k \to +\infty} y_k = 0 \]

and consider \( \varepsilon > 0 \) and \( m \geq 0 \). Since \( \sum_{k=0}^{\infty} x_k y_k < +\infty \), there is \( n \geq m \) such that

\[ \sum_{k=n}^{\infty} x_k y_k < \frac{\varepsilon}{2}. \quad (36) \]

Since \( \liminf_{k \to +\infty} y_k = 0 \), there is \( p \geq 0 \) such that

\[ y_{n+p} < \frac{1}{2} \frac{\varepsilon}{\sum_{k=0}^{n-1} x_k}. \quad (37) \]

Let \( j \in \{n, \ldots, n+p\} \) be such that

\[ y_j \leq y_k, \quad \forall k \in \{n, \ldots, n+p\}. \quad (38) \]

We have

\[ y_j \sum_{k=0}^{j} x_k = y_j \sum_{k=0}^{n-1} x_k + y_j \sum_{k=n}^{n+p-1} x_k + y_j \sum_{k=n+p}^{j} x_k \quad \text{from (38)} \]

\[ < \frac{\varepsilon}{2} + \sum_{k=n}^{j} x_k y_k \quad \text{from (37) and (38)} \]

\[ < \varepsilon \quad \text{from (36)}. \]

As a conclusion, for any \( \varepsilon > 0 \) and any \( m \geq 0 \), there is \( j \geq m \) such that

\[ y_j \sum_{k=0}^{j} x_k < \varepsilon. \]

This means that the second alternative holds. \( \square \)
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