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A brief introduction

The ingredients of this book are three: the abelian topological quantum field
theory (TQFT), the reciprocity between discriminant quadratic functions
and the Weil representation.

A TQFT in dimension 3 is roughly speaking a functor from the category
of oriented 3-cobordisms between surfaces to the category of finite dimen-
sional unitary linear operators. Hence to a 3-cobordism M such that BM �
�Σ�

²
Σ�, a TQFT τ assigns a unitary operator τpMq : T pΣ�q Ñ T pΣ�q.

Introduced in 1989 by E. Witten [66], TQFTs turned out to be a fascinating
framework to produce topological invariants of 3-manifolds [53], [37], [1] at
the crossroads of representation theory, physics and combinatorics.

Abelian TQFT is algebraically simpler than its nonabelian versions. It has
been studied from several combinatorial viewpoint. The common proce-
dure is formally the same as in the nonabelian case: it consists in using a
surgery presentation of a 3-cobordism M and by a combinatorial count on
the presentation, one defines the operator τ .

Our goal in this book is to unify the Abelian TQFTs. Our Abelian TQFT
depends on a fixed quadratic form q : G Ñ Q{Z on a finite Abelian group
G. We describe it thoroughly from classical topological invariants of 3-
manifolds, especially from the linking pairing of 3-manifolds and its various
refinements. In particular, our description is intrinsic in the sense that it is
independent of the surgery presentation. We also establish that the invari-
ants produced by this machinery classify linking pairings with prescribed
elements.

The main tool to achieve our goal is a reciprocity identity between discrim-
inant quadratic functions. A linking pairing is a symmetric bilinear pairing
on a finite abelian group. Any such pairing can be lifted to a bilinear lattice
λ̃. The map λ̃ ÞÑ λ is known as the discriminant map and plays a funda-
mental role in this book. The properties of discriminant pairings and their
quadratic refinements have been thoroughly studied and applied (see for in-
stance [36], [64], [46], [18]). A key observation here is that the discriminant
preserves orthogonal sums but not tensor products. The reciprocity mea-
sures how far the discriminant is from preserving tensor products, in the
framework of the Witt group of quadratic functions.

Reciprocity is also used in this book to classify pointed linking pairings
and pointed quadratic functions over abelian groups. See 3, Theorems 3.1
and 3.2. In particular, it answers a question raised independently by C.
Gille and myself in [8] regarding the classification of pointed linking pairings
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6 A BRIEF INTRODUCTION

(called isometries by C. Gille) by the invariant τ of links in closed oriented
3-manifolds. See 3.1.

In turn, many of these results rely on the tensor product of linking pair-
ings and the construction of an order 2 characteristic element (§2.9). Of
the realization of this element by a certain G-valued 1-cycle θ depends the
non-vanishing of the invariant τpM, θq and the explicit construction of its
extension to a full TQFT.

The last ingredient is the Weil representation. This is a projective repre-
sentation introduced in the sixties by A. Weil (and also by Shale and Segal)
of the symplectic group SppAq. This representation arises when one mod-
ifies the (irreducible) Heisenberg representation by a symplectomorphism.
By the Stone-Weyl theorem, the original and the modified Heisenberg rep-
resentation are equivalent and related by a new projective representation,
which is the Weil representation. The Weil representation appears in the
context of 3-TQFTs as follows. A fundamental feature of 3-TQFTs is a
projective representation of the mapping class group of surfaces (when one
restricts the TQFT functor to cobordisms that are cylinders over a sur-
face). The Abelian TQFT representation factors through the symplectic
group SppH, q of the surface Σ, where H � H1pΣq is the 1-homology of the
surface and  is the symplectic intersection pairing on H. It turns out that
the Abelian TQFT representation is the Weil representation. This fact has
been known for some time (see for instance Funar, Manoliu), especially in
connection with the computation of the gluing formula (the composition of
TQFT operators is only projectively well defined) which involves the Leray-
Maslov index. See [44] and [40, p. 205] and others. It also appears in the
context of conformal field theory, see for instance [21, §3]. Here we give a
new description of the Weil representation based on computations of link-
ing pairings (or intersection pairings on surfaces) in cylinders over surfaces.
This gives a topological interpretation of the Weil representation which does
not rely on the combinatorics of the TQFT. The topological interpretation
consists, roughly speaking, in viewing the Weil representation as an action
on CrG b Λs, where Λ is a Lagrangian of H: the action counts a certain
weighted sum of G-valued cycles (which are identified to a basis of CrGbΛs).
The weights are topological invariants (linking numbers) and are identified
using the reciprocity.

TBC
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CHAPTER 1

Linking pairings and finite quadratic functions

1. ε-symmetric bilinear pairings

Let S, T and U be three sets. A pairing between S and T with values in U
is a map p : S � T Ñ U . The left and right adjoint map associated to p are
respectively the maps S Ñ UT , s ÞÑ pps,�q and T Ñ US , t ÞÑ pp�, tq. A
pairing p is left (resp. right) nondegenerate if the left (resp. right) adjoint
map is injective. A pairing is left (resp. right) nonsingular if its left (resp.
right) adjoint map is bijective. A pairing p : S � S Ñ U is said symmetric
if ppx, yq � ppy, xq for all x, y P S. Assume that U is an abelian group.
The pairing p : S � S Ñ U is said antisymmetric (resp. symplectic) if
ppx, yq � �ppy, xq for all x, y P S (resp. if ppx, xq � 0 for all x P S). Let
ε P t�1u. A pairing is an ε-symmetric pairing if it is either symmetric
(ε � 1) or antisymmetric (ε � �1).

Lemma 1.1. A symplectic pairing p : S � S Ñ U is antisymmetric.

Proof. 0 � ppx � y, x � yq � ppx, xq � ppx, yq � ppy, xq � ppy, yq �
ppx, yq � ppy, xq. �

Conversely if p : S�S Ñ U is antisymmetric, then 2ppx, xq � 0 for all x P S.
In particular, if U has no 2-torsion, then p is symplectic.

Clearly a ε-symmetric pairing is nondegenerate (resp. nonsingular) if and
only if one of its adjoint maps is injective (resp. bijective). If p is symmetric
then the left adjoint map coincides with the right adjoint map and we denote
it pp : S Ñ US . If p is antisymmetric then the left adjoint map, still denotedpp, is the opposite to the right adjoint map.

Let p : S � S Ñ U be an ε-pairing. The orthogonal V K of a subset V � S
is defined as the set

V K � ts P S | pps, vq � 0 for all v P V u.

For any subset V , V � pV KqK. If V � W � S then WK � V K. Two
subsets V,W of S are orthogonal if ppv, wq � 0 for all v P V and w P W .
Equivalently V �WK.

Suppose that S, T and U are abelian groups. A pairing p : S � T Ñ U is
bilinear if pps� s1, tq � pps, tq � pps1, tq and pps, t� t1q � pps, tq � pps, t1q for
all s, s1 P S and t, t1 P T . It follows that the left (resp. right) adjoint map is
a homomorphism S Ñ HompT,Uq (resp. T Ñ HompS,Uq).

9



10 1. LINKING PAIRINGS AND FINITE QUADRATIC FUNCTIONS

Two bilinear pairings p : S � S Ñ U and q : T � T Ñ V are isomorphic if
there exists an isomorphism ϕ : S Ñ T such that qpϕpsq, ϕps1qq � pps, s1q
for all s, s1 P S. We write: ϕ�q � p.

If p : S�S Ñ U is an ε-symmetric bilinear pairing, then V K is a subgroup of
S for any subset V � S. It is also the orthogonal of the subgroup generated
by V . For any subgroups V,W of S,

(1.1) V K XWK � pV �W qK.
Since SK � Ker pp, an ε-symmetric bilinear pairing p : S � S Ñ U is
nondegenerate if and only if SK � 0. A subgroup V of S is said isotropic
if V � V K. A subgroup V of S is a Lagrangian if V � V K. Any isotropic
subgroup V induces a quotient ε-symmetric bilinear pairing p̄ on V K{V .

The opposite of a bilinear pairing p : S � T Ñ U is the bilinear pairing
�p : S � T Ñ U defined by p�pqps, tq � �pps, tq.
Let p : S � S Ñ U and p1 : S1 � S1 Ñ U be two bilinear pairings, both
symmetric (resp. both antisymmetric). The orthogonal sum of p and p1 is the
symmetric (resp. antisymmetric) bilinear pairing pkp1 : pS`S1q�pS`S1q Ñ
U defined by

ppk p1qpx� x1, y � y1q � ppx, yq � p1px1, y1q, x, y P S, x1, y1 P S1.
Clearly S � S ` 0 and S1 � 0 ` S are mutually orthogonal in S ` S1, i.e.
SK � S1 and S1K � S. If the pairings on S and S1 are implicitly understood,
then we denote the orthogonal sum of the pairings pS, pq and pS1, p1q by
S k S1.

Conversely if p2 : S2 � S2 Ñ U is an ε-symmetric pairing such that there
exist subgroups S and S1 such that SK � S1 and S1K � S, then p2 splits as
an orthogonal sum

p2 � p|S�S k p|S1�S1 .
Lemma 1.2. Let p : S � S Ñ U be a nonsingular ε-symmetric pairing. Let
V be a subgroup of S. The following statements are equivalent:

(1) p|V�V : V � V Ñ U is nonsingular;
(2) S � V k V K and p|V K�V K : V K � V K Ñ U is nonsingular.

A subgroup V satisfying one of the properties stated in Lemma 1.2 is an
orthogonal summand of S.

Proof. See [64, Lemma (1)]. �

Let p : S � S Ñ U and q : T � T Ñ V be two bilinear pairings. The
respective adjoint maps pp : S Ñ HompS,Uq and pq : T Ñ HompT, V q induce
a homomorphism

(1.2) S b T
ppbpq // HompS,Uq bHompT, V q b // HompS b T,U b V q.

Definition 1.1. The tensor product of p and q is the bilinear pairing

pb q : pS b T q � pS b T q Ñ U b V

whose left adjoint map is the homomorphism above.



2. ε-LINKING PAIRINGS 11

Alternatively, the tensor product of p and q can be regarded as the bilinear
pairing induced by the multilinear map p� q : pS � T q � pS � T q Ñ U b V
defined by pp� qqps, t; s1, t1q � pps, s1q b qpt, t1q, s, s1 P S, t, t1 P T .

If p and q are both symmetric or both antisymmetric, then pb q is symmet-
ric. If p is symmetric (resp. antisymmetric) and q is antisymmetric (resp.
symmetric), then pb q is antisymmetric.

The tensor product of two bilinear pairings take value in the tensor product
U b V of the groups where the respective pairings take their values. Here
are two examples.

Example 1.1. The tensor product of an antisymmetric bilinear pairing p :
S � S Ñ Z on a free abelian group S and a symmetric bilinear pairing
q : T � T Ñ Q{Z on a torsion group T is an antisymmetric bilinear pairing
pbq : pSbT q�pSbT q Ñ Q{Z. The tensor product is induced by pointwise
product Z�Q{ZÑ Q{Z:

ppb qqpxb y, x1 b y1q � ppx, x1q � qpy, y1q.
Example 1.2. Let r, s be positive integers and let t be their greatest common
divisor. There is a canonical isomorphism

Z{rZb Z{sZ � Z{tZ, p1 mod r, 1 mod sq ÞÑ 1 mod t.

The tensor product of two symmetric bilinear pairings p : S � S Ñ Z{rZ
and q : T�T Ñ Z{sZ on torsion groups S and T respectively is a symmetric
bilinear pairing p b q : pS b T q � pS b T q Ñ Z{tZ. In the particular case
r � s, the tensor product is induced by pointwise product.

Remark 1.1. It is sometimes convenient to simplify the notation and write
S for an ε-symmetric bilinear pairing λ : S � S Ñ U when the underlying
pairing λ is implicitly understood. In this case, we write �S for the opposite
pairing, S k T for orthogonal sum, etc.

2. ε-linking pairings

Let G be a finite abelian group. The dual group G� of G is HompG,Q{Zq.
Let ε P t�1u.
Definition 2.1. An ε-linking pairing is an ε-symmetric bilinear pairing on
a finite abelian group.

The definition forces the value group to be a finite subgroup of Q{Z. So
a linking (resp. finite symplectic) pairing can be defined as a symmetric
(resp. symplectic) bilinear pairing λ : G � G Ñ Q{Z. Alternatively, λ can

be defined via its left adjoint map as a homomorphism pλ : GÑ G�.

It is sometimes convenient to take a smaller subgroup of values rather than
the whole group Q{Z. For any integer n, the cyclic group Z{nZ canonically
embeds in Q{Z by the map

jn : Z{nZÑ Q{Z, p1 mod nq ÞÑ 1

n
mod 1.
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For a finite group G, let eG P N� be the period of G, that is the smallest
positive integer n such that n x � 0 for all x P G.

Lemma 2.1. Any ε-linking pairing λ : G � G Ñ Q{Z factors through an
ε-linking pairing λ1 : G�GÑ Z{eGZ:

G�G
λ //

$$

Q{Z

Z{eGZ

;;vvvvvvvvv

Lemma 2.2. An ε-linking pairing is nonsingular if and only if it is nonde-
generate.

Proof. It suffices to see that nondegenerate implies nonsingular. The
adjoint map G Ñ G� is injective. Since G is finite, the dual group G� is
also finite with |G�| � |G|. Hence the adjoint map is bijective. �

Lemma 2.3. Let λ : G�GÑ Q{Z be a nondegenerate ε-linking pairing. For
any subgroup H of G,

(2.1) |G| � |H| � |HK| and pHKqK � H.

Proof. There is a short exact sequence

0 // HK // G
pλ|H // H� // 0,

where by definition pλ|Hphq � λph,�q P H� for all h P H. Hence G{HK �
H�. Therefore

|G| � |H| � |HK|.
This equality is true for any subgroup H of G. Applying this equality to the
subgroup HK, we obtain |G| � |HK|�|pHKqK|. It follows that |pHKqK| � |H|.
Since H � pHKqK, the equality follows. �

We define a tensor product for ε-linking pairings. The general definition 1.1
does not apply here since Q{ZbQ{Z � 0. Instead we resort to the ideas of
Lemma 2.1 and of Example 1.2.

Set Ĝ � HompG,Z{eGZq. Let λ : G � G Ñ Q{Z and λ1 : G1 � G1 Ñ Q{Z
be two ε-linking pairings given by their left adjoint maps. They induce a
homomorphism

(2.2) Φ : GbG1
pλbpλ1 // Ĝb Ĝ1

b // {GbG1.

Definition 2.2. The tensor product λ b λ1 of two ε-linking pairings λ :
G�GÑ Q{Z and λ1 : G1 �G1 Ñ Q{Z is the bilinear pairing defined by

pλb λ1qpx, yq � Φpxqpyq, x, y P GbG1.

The tensor product is symmetric if both pairings are symmetric or both
pairings are antisymmetric. The tensor product is antisymmetric (resp.
symplectic) if one of the pairings is symmetric and the other one is antisym-
metric (symplectic).
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The natural map ĜbĜ1 Ñ {GbG1, fbf 1 ÞÑ fp�qbf 1p�q is an isomorphism.
As a consequence of this and functoriality, we record

Lemma 2.4. If λ and λ1 are nondegenerate, then λb λ1 is nonsingular.

3. Decomposition of ε-linking pairings

Let λ : A � A Ñ Q{Z be an ε-linking pairing on a finite abelian group A.
We assume throughout this section that λ is nondegenerate. Recall that this
is equivalent to AK � 0.

Lemma 3.1. For any subgroup B � A, |B| � |BK| � |A| and pBKqK � B.

Proof. By definition, BK is the kernel of the surjective map

A ÞÑ HompB,Q{Zq, a ÞÑ pλpaq|B.
Thus |A{BK| � |HompB,Q{Zq| � |B|, the first equality follows. Apply-
ing the first equality to B and BK respectively yields |B||BK| � |A| �
|BK||BKK|, so |B| � |BKK|. Since B � BKK, the second equality follows.

�

Lemma 3.2. There exists a canonical orthogonal splitting

pA, λq � ë
p prime

pAp, λpq

where Ap � tx P A | pNx � 0 for some N P Nu. In particular, each
orthogonal summand Ap is a p-group.

Definition 3.1. Each linking pairing pAp, λpq is the p-component of pA, λq.

Proof. Let Ap denote the subgroup of all elements in A of order a
power of p. Clearly, A � `p primeAp. We claim that λpAp, Aqq � 0 for
any two distinct primes p, q. Let x P Ap and y P Aq. By definition, we

have 0 � λppkx, yq � pk λpx, yq for some integer k. Similarly, we have
0 � λpx, qlyq � ql λpx, yq. Thus λpx, yq is annihilated in Q{Z by both pk

and ql which are coprime. It follows that λpx, yq � 0. � �

Lemma 3.3. Let x P A and let B the subgroup generated by x. Let n be the
order of B. The following assertions are equivalent:

(1) λpx, xq has order n in Q{Z;
(2) λ|B�B is nonsingular;
(3) A � B kBK and λ|BK�BK is nonsingular.

Proof. The equivalence p2q ðñ p3q follows from Lemma 1.2. Let us
prove p1q ðñ p2q. Suppose that λpx, xq has order n. Let y � k x P B.
The equation 0 � λpx, yq � k λpx, xq implies that k is a multiple of n hence
y � 0. Thus λ|B�B is nondegenerate, hence nonsingular. Conversely, let m
be the order of λpx, xq. Since nλpx, xq � λpnx, xq � 0, m divides n. Now

0 � λpx,mxq so 0 � λpkx,mxq � 0 for all k ¥ 0. Thus mx P Ker pλ. Since
λ|B�B is nonsingular, mx � 0. This implies that n divides m. Therefore
m � n. �
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Corollary 3.1. Let x P A. Suppose that λ is antisymmetric. The following
assertions are equivalent:

(1) x generates a nontrivial orthogonal summand;
(2) x generates an orthogonal summand of order 2;
(3) λpx, xq has order 2 in Q{Z.

Proof. p2q ùñ p1q is clear and p2q ðñ p3q follows from Lemma 3.3.
Suppose (1) holds. By Lemma 3.3, x generates a nontrivial subgroup B of
the same order as the order of λpx, xq in Q{Z. Since 2λpx, xq � 0, B has
order 2. �

3.1. Symmetric linking pairings. The paragraph is devoted to sym-
metric linking pairings.

Proposition 3.1 (Symmetric linkings). Let pA, λq be a nondegenerate sym-
metric linking pairing on a finite p-group. There exists an orthogonal split-
ting pA, λq � kkpAk, λkq where each pAk, λkq is a nondegenerate bilinear
pairing such that Ak is

piq either a cyclic p-group,
piiq or a direct sum of two copies of a cyclic group of order 2n. In this

case, λk is represented by a matrix of the form

�
0 2�n

2�n 0

�
or�

21�n 2�n

2�n 21�n

�
.

Furthermore, if p is odd, only the case piq may occur.

Proof. The proof goes by induction on |A|. If |A| � p then A is cyclic
and the assertion holds. Let now pn denote the period of A. We distinguish
two cases:

p odd: we claim that there exists x P A such that λpx, xq has order exactly

pn in Q{Z. Otherwise, the order of λpx, xq divides pn�1 for all x; then the
order of 2 λpx, yq � λpx� y, x� yq � λpx, xq � λpy, yq also divides pn�1 (for
all x, y); thus pn�1A � AK, contradicting nondegeneracy. So pick up x P A
so that the order of λpx, xq is pn. The cyclic subgroup B generated by x has
order pn. By Lemma 3.3, B is an orthogonal summand of A: A � B `BK.
We apply the induction hypothesis to BK � A.

p even: if an element x exists such that λpx, xq has order 2n, the argument
above applies. Consider the case when no such elements exists in A. Then
nondegeneracy of λ ensures that there exist x, y P A, both of order 2n, such
that λpx, yq has order exactly 2n. So there exist even integers r and s such
that λpx, xq � r

2n pmod 1q and λpy, yq � s
2n pmod 1q. Let B denote the

subgroup generated by x and y. Let a x� b y P B XBK. We have

0 � λpax� by, xq � aλpx, xq � bλpx, yq � ar

2n
� ar

2n
� b

2n
mod 1.
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It follows that ar � b � 0 mod 2n. Similarly the equality λpax� by, yq � 0
leads to a�bs � 0 mod 2n. We deduce that a � b � 0 mod 2n. Therefore, B
is the direct sum of the cyclic groups generated by x and y and BXBK � 0.
We conclude by again applying induction to BK.

The statement about the matrix representatives of λk is a consequence of
Lemma 3.4 below. �

�

Denote by Sym2pZ{2nZq the algebra of two by two matrices with coefficients
in Z{2nZ and by GL2pZ{2nZq the group of two by two matrices with coef-
ficients in Z{2nZ that are invertible over Z{2nZ. For 1 ¤ k ¤ n, define an
equivalence relation �

Z{2kZ
in Sym2pZ{2nZq by A �

Z{2kZ
B if there exists C P

GL2pZ{2kZq such that tCAC �M mod 2k.

Lemma 3.4. Let n ¥ 1. We have�
2r u
u 2s

�
�

Z{2n

�
2 1
1 2

�
or

�
0 1
1 0

�
for any r, s, u P Z with u odd.

Proof. Note that for all n ¥ 1,

(3.1)

�
2r u
u 2s

�
�

Z{2nZ

�
2r �u
�u 2s

�
and

(3.2)

�
2r u
u 2s

�
�

Z{2nZ

�
2s u
u 2r

�
We proceed inductively on n. For n � 1, the result is trivial.
For n � 2:

� If 2r �� 2s mod 4, then by (3.2), we may assume that 2r � 0 mod
4 and 2s � 2 mod 4. Then�

0 u
u 2

�
�

Z{4Z

�
0 u
u 2� 2u

�
�
�

0 u
u 0

�
�

Z{4Z

�
0 1
1 0

�
(the last relation is either an equality or follows from (3.1.)

� If 2r � 2s mod 4, then applying (3.1) if necessary, we have�
2r u
u 2r

�
�

Z{4Z

�
2r 1
1 2s

�
�
�

2 1
1 2

�
or

�
0 1
1 0

�
.

Now the result follows by repeated applications of the lemma 3.5. �

�

Lemma 3.5 (A version of Hansel’s lemma). Let n ¥ 2 and A,B P Sym2pZ{2nZqX
GL2pZ{2nZq. Suppose that A �

Z{2kZ
B for some 2 ¤ k ¤ n � 1. Then

A �
Z{2k�1Z

B.
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Proof. There is Mk P GL2pZ{2kq such that tMkAMk � B mod 2k. We
expect a solution Mk�1 to the equation

(3.3) tMk�1AMk�1 � B mod 2k�1.

We look for a solution of the form Mk�1 � Mk � Xk�1 where Xk�1 is a
matrix with coefficients in Z{2k�1 such that Xk�1 � 0 mod 2k. Plugging
this expression in p3.3q and expanding, we find that a necessary condition
is that

(3.4) tMkAXk�1 � tXk�1AMk � B � tMkAMk mod 2k�1.

This equation is of the form UX � tpUXq � H, with U � tMkA and
H � B � tMkAMk. A formal solution is X � 1

2U
�1H. Note that U is

invertible over Z{2kZ, hence over Z{2k�1Z. Further, H � B � tMkAMk is
0 mod 2k by hypothesis. Thus, Xk�1 � 1

2U
�1H is a solution of p3.4q and

Mk�1 �Mk �Xk�1 is a solution of (3.3). Since Mk�1 is invertible mod 2k,
it is also invertible mod 2k�1, which concludes the proof. � �

The proof of Lemma 3.5 contains more than the statement of Proposition
3.1. Denote by �

Z2

the same equivalence relation but defined over the 2-adic

integers Z2.

Corollary 3.2. Any symmetric matrix M with coefficients in Z2 is equiv-
alent (for �

Z2

) to a block-diagonal matrix with each block of one of the three

following types:

ras pa P Z2q,
�

0 1
1 0

�
,

�
1 2
2 1

�
.

Remark 3.1. Although Proposition 3.1 is fundamental and will be used sys-
tematically, in practice one needs to know how to deal with linking pairings
that are not canonically split.

Example 3.1. Let p, q, r be three pairwise coprime integers. Consider the
cyclic linking pairing p rpq q defined on Z{pq sending p1, 1q to r{pq mod 1. By

Proposition 3.1, this linking pairing must be isomorphic to an orthogonal
sum of two cyclic pairings on Z{p and Z{q respectively. Let pα, βq P Z2 be a
Bezout pair for pp, qq so that αp� βq � 1. There is an isomorphism

Z{p� Z{q Ñ Z{pq, pu, vq ÞÑ uαq � vβp mod pq

whose inverse is

Z{pq Ñ Z{p� Z{q, x ÞÑ px mod p, y mod qq.
Using the fact that αp� βq � 1, we see that

puαq � vβpq2 � u2αq � v2βp mod pq.

It follows that

(3.5) p r
pq
q � prα

p
q ` prβ

q
q.

Applying (3.5) to
�

1
21

�
for instance, we obtain�

1

21



�
�

1

7



`
��2

3



�
�

1

7



`
�

1

3



.
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More generally, let p1, . . . , pn be pairwise coprime integers. For each 1 ¤
i ¤ n, set Mi �

±
j ��i pj and let µi be an integer such that µiMi � 1 mod

pi. The map

n¹
i�1

Z{pi Ñ Z{
n¹
i�1

pi, pu1, . . . , unq ÞÑ
ņ

i�1

uiMiµi

is an isomorphism whose inverse is

Z{
n¹
i�1

pi Ñ
n¹
i�1

Z{pi, x ÞÑ px mod p1, . . . , x mod pnq.

Using the fact that µiMi � 1 mod pi, we see that�
ņ

i�1

uiMiµi

�2

�
ņ

i�1

u2
iMiµi mod

n¹
i�1

pi.

It follows that

(3.6)

�
1±n
i�1 pi



�

nà
i�1

�
µi
pi



.

For instance, applying (3.6) to
�

1
861

�
(861 � 3� 7� 41) yields�

1

861



�
�

1

3



`
�

1

7



`
�

1

41



.

Definition 3.2. Let λ : A2�A2 Ñ Q{Z be an ε-linking pairing on a 2-group
A2 of period 2k. The summand evaluation map is the map ε : A2 Ñ Z{2Z
defined by εpxq � 1 if x generates an orthogonal summand of order 2k in A
and εkpxq � 0 otherwise.

Lemma 3.6. The summand evaluation map is a homomorphism.

Proof. Assume that λ is symmetric. Let x, y P A. The order of x� y
in A is the l.c.m. of the orders of x and y. Assume that εpxq � εpyq � 1.
By Lemma 3.3, λpx, xq � a

2k
mod 1 and λpy, yq � b

2k
mod 1 where a and b

are odd integers. Then

λpx� y, x� yq � λpx, xq � 2λpx, yq � λpy, yq

� a

2k
� 2c

2k
� b

2k

� a� 2c� b

2k
pmod 1q.

Since a� 2c� b is even, λpx� y, x� yq has order strictly less than 2k.

By Lemma 3.3 again, we conclude that x�y does not generate an orthogonal
subgroup of order 2k. Hence εpx� yq � 0.

Assume that εpxq � 1 and εpyq � 0. By Lemma 3.3, λpx, xq � a
2k

mod 1

and λpy, yq � b
2l

mod 1, where a is an odd integer, b P Z and l is a natural
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number distinct from k. Since k is maximal, k ¡ l then x� y has order 2k,
hence generates a subgroup of maximal order 2k. Furthermore,

λpx� y, x� yq � λpx, xq � 2λpx, yq � λpy, yq

� a

2k
� 2c

2l
� b

2l

� a� 2k�l�1c� 2k�lb

2k
pmod 1q.

Since a � 2k�l�1c � 2k�l is odd, λpx � y, x � yq has order exactly 2k. By
Lemma 3.3 again, we conclude that εpx � yq � 1. The case when λ is
antisymmetric is similar (c � 0 above). �

Corollary 3.3. If λ is antisymmetric, the summand evaluation map is
nontrivial only on groups of period 2.

Proof. Apply Cor. 3.1. �

By Lemma ??, the summand evaluation map extends to a map A � A Ñ
Z{2Z for any ε-linking pairing.

Lemma 3.7. The summand evaluation map is an invariant of isomorphism
classes of ε-linking pairings.

The precise meaning of the Lemma is the following. If λ : G�GÑ Q{Z and
λ1 : G1 � G1 Ñ Q{Z are two ε-linking pairings related by an isomorphism
ϕ : GÑ G1 such that λ1 �ϕb2 � λ, then the respective summand evaluation
maps are related by ελ1 � ϕ � ελ.

Proof. �

3.2. Antisymmetric linking pairings. This paragraph is devoted to
the decomposition of antisymmetric linking pairings. According to Lemma
1.1 and the remark thereafter, the only difference between symplectic and
antisymmetric linking pairings occurs on 2-groups. We begin with three
examples of antisymmetric linking pairings: the first one is symplectic, the
last two are antisymmetric nonsymplectic.

Example 3.2 (symplectic linking pairing). Let p be a prime number and k
a positive number. Let A and B be two copies of a cyclic group of order
pk. Choose a generator x P A and a generator y P B. There is a uniquely
defined symplectic linking pairing h defined on A`B by

hp,kpx, yq � 1

pk
mod 1, hpx, xq � hpy, yq � 0.

Example 3.3. The assignment

p1 mod 2, 1 mod 2q ÞÑ 1

2
mod 1

determines an antisymmetric linking pairing Z{2Z�Z{2ZÑ Q{Z. It is both
symmetric and antisymmetric, but not symplectic. We denote it by

�
1
2

�
.
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Example 3.4 (a noncyclic antisymmetric nonsymplectic linking pairing).
Let p be a prime number and k a positive number. Let A and B be two
copies of a cyclic group of order 2k. Choose a generator x P A and a
generator y P B. There is a uniquely defined antisymmetric linking pairing
e0
k defined on A`B by

ekpx, xq � 0, ekpx, yq � 1

2k
mod 1, ekpy, yq � 1

2
mod 1.

With respect to the system of generators px, yq for A`B, ek is represented

by the matrix

�
0 1{2k

�1{2k 1{2
�
.

It turns out that any symplectic linking pairing occurs as a finite orthogonal
sum of pairings of the type of Example 3.2.

Proposition 3.2 (Symplectic linking pairings). Let pA, λq be a nondegener-
ate symplectic linking pairing on a finite p-group. There exists an orthogonal
splitting pA, λq � kkpAk, λkq where each pAk, λkq is a nondegenerate bilinear
pairing such that Ak is the direct sum of two copies of cyclic p-groups and

λk is represented by a matrix of the form

�
0 p�n

�p�n 0

�
for some positive

natural number n.

Proof. We proceed by induction on the exponent pn of A. Let x P A
have maximal order pn. Let G be the subgroup generated by x. Since λ
is nondegenerate, there exists y P A such that λpx, yq � 1

pn mod 1. In

particular, y has also order pn. Since λ is symplectic, the subgroup H
generated by y does not intersect nontrivially G. Thus G and H form a
direct sum B in A. We claim that λ|B�B is nondegenerate. Indeed, let
z � a1 x� b1 y P B such that λpa x� b y, zq � 0 for all a, b P Z. We find that

0 � λpa x� b y, zq � ab1λpx, yq � ba1λpy, xq � ab1 � a1b

pn
mod 1.

Hence ab1 � a1b � 0 mod pn for all a, b P Z. This implies that a1 � b1 � 0
mod pn, thus z � 0. We conclude by Lemma 1.2 that A � B k BK. The
proof is now completed by applying the induction to BK. �

The following corollary will be used in the theory of the Weil representation.

Corollary 3.4. Given a symplectic linking pairing λ : A�AÑ Q{Z, there
exists a bilinear pairing β : A�AÑ Q{Z such that

(3.7) λpx, yq � βpx, yq � βpy, xq, for any x, y P A.

Proof. Decompose pA, λq � kkpAk, λkq where each component is a
symplectic linking pairing of the form described in Prop. 3.2. It suffices to
construct a form β satisfying p3.7q on A � Ak. Let x, y be two generators
of Ak. Define

βpx, yq � λpx, yq
βpx, xq � βpy, yq � 0
βpy, xq � 0

and extend β to a bilinear map on Ak. �
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4. Quadratic functions

We keep notations from the previous section.

Definition 4.1. Let G be an abelian group. A quadratic function on G is
a map q : GÑ Q{Z such that

bq : px, yq ÞÑ bqpx, yq � qpx� yq � qpxq � qpyq
is Z-bilinear on G. The (symmetric) linking pairing bq is called the linking
pairing associated to q; the map q is said to be a quadratic function over bq.

Given a linking pairing λ : G � G Ñ Q{Z, a quadratic refinement (or en-
hancement) of λ is a quadratic function q : GÑ Q{Z such that bq � λ. The
quadratic function q is said to be nondegenerate if the associated bilinear
pairing bq is nondegenerate. The set Quadpλq of quadratic function over a
nondegenerate linking pairing λ : G � G Ñ Q{Z is freely and transitively
acted on by G via the formula

(4.1) q � x � q � λpx,�q � q � pλpxq P Quadpλq, q P Quadpλq, x P G.
A quadratic function q on G is homogeneous if qpn xq � n2 qpxq for all x P G.
Two quadratic functions q : G Ñ Q{Z and q1 : G1 Ñ Q{Z are isomorphic if
there exists a group isomorphism φ : G Ñ G1 such that q1pφpxqq � qpxq for
all x P G. If two quadratic functions are isomorphic, then their associated
linking pairings are isomorphic.

The set QuadpGq of all quadratic functions (including degenerate quadratic
functions) defined on G is an additive group for the operation defined by

pq � q1qpxq � qpxq � q1pxq, x P G.
The map q ÞÑ bq defines a projection onto the additive group LinkpGq of all
linking pairings defined on G. Note that QuadpGq contains as a subgroup
the group Quad0pGq of all homogeneous quadratic functions. These groups
fit into the following diagram with exact rows

(4.2) 0 // HompG,Q{Zq // QuadpGq // LinkpGq // 0

0 // HompG, 1
2Z{Zq //

?�

OO

Quad0pGq //
?�

OO

LinkpGq // 0.

We shall use repeatedly the following basic result.

Proposition 4.1. The following assertions are equivalent:

(1) G has odd order.
(2) Multiplication by 2 in G is an automorphism.
(3) The second row of p4.2q is split.
(4) The first row of p4.2q is split.

Proof. p1q ùñ p2q: Since the finite homomorphism G Ñ G, x ÞÑ 2x
has trivial kernel, it must be an automorphism.
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p2q ùñ p3q: The map s : LinkpGq Ñ Quad0pGq, λ ÞÑ spλq defined by

spλqpxq � 1

2
λpx, xq, x P G

is a section.

p3q ùñ p4q: Any section LinkpGq Ñ Quad0pGq composed with the inclusion
Quad0pGq � QuadpGq is a section.

p4q ùñ p1q: Assume that G has even order. We show that there exists no
section for the first row of p4.2q. Let x P G of order 2k with k maximal (i.e.,
the 2-valuation of the order of x is maximal among those of all elements of
G). Then x generates a direct summand xxy of G, say G � xxy ` B. Let
λ : G�GÑ Q{Z be the (degenerate) linking pairing defined by

λpmx, nyq � mn

2k
mod 1, for m,n P Z and λpx,Bq � 0.

Since λ is as the orthogonal sum of a cyclic linking pairing and a trivial
linking pairing, the decomposition G � xxy`B is an orthogonal decomposi-
tion. Suppose by contradiction that there does exist a section s : LinkpGq Ñ
QuadpGq splitting the first row (4.2). Then there exists h P HompG,Q{Zq
such that

spλq � q � h

where

qpm x� bq � m2

2k�1
mod 1, for any m P Z, b P B.

But
0 � sp0q � sp2k λq � 2k spλq � 2kq � 2kh.

Hence 2kh � �2kq �� 0 and 2k�1h � �2k�1q � 0. It follows that h has
order 2k�1 exactly. This contradicts that the 2-valuation of the order of x
is maximal. �

5. Decomposition of finite quadratic functions

The decomposition results for finite quadratic functions on a finite abelian
group parallel those for linking pairings.

Lemma 5.1. Let q : G Ñ Q{Z be a nondegenerate quadratic function. For
any x P G and n P Z,

(5.1) qpn xq � n qpxq � npn� 1q
2

bqpx, xq.
If x has odd (resp. even) order n in G, then the order of qpxq divides n
(resp. divides 2n) in Q{Z.





CHAPTER 2

Reciprocity

1. Witt groups

As the reciprocity formula is best understood as an identity in an appropriate
Witt group, we include in this section some material about Witt groups.
Throughout this section, we deal with nondegenerate ε-symmetric bilinear
pairings.

1.1. The Lagrangian category. The notion of Lagrangian was intro-
duced in Chap. 1, §1.

Lemma 1.1. Let A,B,C be three nonsingular ε-symmetric bilinear pairings
on finitely generated abelian groups such that the map V ÞÑ V K is involutive
on subgroups. Let Λ be a Lagrangian in �AkB and let Λ1 be a Lagrangian
in �B k C. The subset
(1.1)
Λ1 �Λ � tpa, cq P �AkC | there is b P B such that pa, bq P Λ and pb, cq P Λ1u

is a Lagrangian in �Ak C.

Definition 1.1. Given any pair of ε-symmetric bilinear pairings A, the
diagonal Lagrangian is defined as DiagpAq � tpa, aq | a P Au � �AkA.

Proof. Denote by a dot a ε-symmetric bilinear pairing. Let pa, cq and
pa1, c1q be two elements in Λ1 � Λ. There exist b, b1 P B such that pa, bq P Λ
and pb, cq P Λ, such that pa1, b1q P Λ1 and pb1, c1q P Λ1. Then

pa, cq � pa1, c1q � �a � a1 � c � c1 � �a � a1 � b � b1 � b � b1 � c � c1
� pa, bq � pa1, b1q � pb, cq � pb1, c1q
� 0� 0

� 0.

Hence Λ1 � Λ � pΛ1 � ΛqK. Let us prove the converse. We consider the
orthogonal sum �AkBk�BkC. In this group lies the isotropic subgroup
H � 0kDiagpBqk0 with orthogonal HK � AkDiagpBqkC. The canonical
projection �AkBkBkC Ñ p�AkBkBkCq{H restricts to a projection
p : HK Ñ HK{H which preserves orthogonality. Consider the subgroup

G � pΛk Λ1 � Hq XHK � HK.

23



24 2. RECIPROCITY

We have ppGq � Λ1 �Λ. Since p preserves orthogonality, ppGKq � pΛ1 �ΛqK.
We compute

GK � ppΛk Λ1 �Hq XHKqK
� pΛk Λ1qK XHKq �HKK

� Λk Λ1 XHK �H

� Λk Λ1 XHK

� G.

�

Example 1.1 (Lagrangian associated to an isomorphism). Let ϕ : A Ñ B
be an isomorphism of nondegenerate ε-symmetric bilinear pairings. If L is
a Lagrangian of A then the graph

Graphpϕq � tpa, ϕpaqq |a P Au
is a Lagrangian in �A k B. The case when ϕ � idA gives the diagonal
Lagrangian.

The composition of Lagrangians is associative. The diagonal Lagrangian
plays the rôle of the identity.

Definition 1.2. The category of Lagrangians LagεpUq over U is defined
as follows. An object is a nondegenerate ε-symmetric bilinear pairing on a
finitely generated abelian group A with values in U . A morphism between
two objects A and B is a triple pΛ, A,Bq where Λ is a Lagrangian in �AkB.
The composition of two morphisms pΛ, A,Bq and pΛ1, B, Cq is the morphism
pΛ1 � Λ, A,Cq defined by Eq. (1.1).

For more details, see for instance [30], [61, IV, §3]. We now fix such a
category of Lagrangians.

Definition 1.3. A Lagrangian Λ in �A k B is decomposable if Λ � pΛ X
Aq k pΛXBq.

A general Lagrangian may not be decomposable: for instance, the diago-
nal Lagrangian DiagpAq is not decomposable. The orthogonal sum of two
Lagrangians is always decomposable.

Definition 1.4. Two Lagrangians L and L1 are transverse in A if L�L1 �
A.

Remark 1.1. If L and L1 are two transverse Lagrangians in A then LXL1 �
0.

Proof. Recall that the underlying ε-symmetric bilinear pairing is non-
degenerate. We have

0 � AK � pL� L1qK � LK X L1K � LX L1.

�
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Lemma 1.2. Let A,B be two objects in LagεpUq. Let L,L1 be a Lagrangian
in �A k B. If L is transverse to L1 and if L1 is decomposable, then L is
decomposable.

Proof. The inclusion pLXAq � pLXBq � Λ always holds. To see the
other inclusion, let z P L. Since L � L1 � �A k B, there exists w P L1
and pa, bq P A � B such that z � w � a � b. Since L1 is decomposable,
there exists a decomposition w � w1 � w2 with w1 P A,w2 P B. Thus
z � pa� w1q � pb� w2q is a decomposition for z. �

The two cases we have in mind are U � Z (the category of Lagrangians in
ε-lattices) and U � Q{Z (the category of Lagrangians in ε-linking pairings).

Definition 1.5. A Lagrangian category is involutive if for any object A
and any subgroup V � A, V KK � V .

If a Lagrangian category LagεpUq is involutive then for any ε-symmetric
bilinear pairing S and for any subgroups V,W of S,

pV XW qK � V K �WK.

(This identity is the direct result of taking the orthogonal of the identity
(1.1).)

Lemma 1.3. The Lagrangian categories LagεpZq and LagεpQ{Zq are involu-
tive.

In the rest of this paragraph, we now restrict ourselves to involutive La-
grangians categories.

Lemma 1.4. Two Lagrangians L and L1 are transverse if and only if LXL1 �
0.

Proof. We have L�L1 � LK�L1K � pLXL1qK. We use the involutive
property to conclude. �

Lemma 1.5. Given a Lagrangian L in A, there exists a Lagrangian L1 trans-
verse to L.

Proof. Consider the set of all isotropic subgroups that intersect triv-
ially with L. This set is not empty since it contains the trivial subgroup.
Choose a maximal element L1 with respect to the inclusion. First, A �
pL X L1qK � LK � L1K � L � L1K. Second, we claim that L1 is Lagrangian.
Otherwise there is x P L1K such that x R L1. Then x � L1 is isotropic and
intersects trivially with L, contradicting maximality. �

Given a pair of transverse Lagrangians L,L1 in A, the ε-symmetric bilinear
pairing on A induces a bilinear pairing L�A{L1 Ñ U .

Proposition 1.1. Let A be a nonsingular ε-symmetric bilinear pairing. The
group OpAq of automorphisms of A acts transitively on pairs of transverse
Lagrangians.
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The following observation is a preparation for a suitable refinement of LagεpUq.
Lemma 1.6. For an object A P LagεpUq, we denote by LA a Lagrangian in
A. Let pA,LAq, pB,LBq, pC,LCq be three pairs where A,B,C are objects in
LagεpUq. Let Λ be a Lagrangian in �A k B and let Λ1 be a Lagrangian in
�B kC. If Λ is transverse to LA kLB and if Λ1 is transverse to LB kLC ,
then Λ1 � Λ is transverse to LA k LC .

In short, the composition of transverse Lagrangians is transverse.

Proof. We have to prove that ΛN�M X LC � ΛN�M X LA � 0. We
prove that ΛN�M �LC , the other case is similar. Let x P ΛN�M XLC . Write
x � pa, cq as an element in �AkC. Since pa, cq P LC � C, a � 0 and c P LC .
Since x � p0, cq P ΛN�M , there exists b P B such that pb, cq P ΛN . Since ΛN
is transverse to the decomposable Lagrangian LB kLC , by Lemma 1.2, ΛN
itself is decomposable. Hence c P ΛN X C. So finally c P ΛN X LC � 0. �

Definition 1.6. The category of transverse Lagrangians LagεtranspUq over
U is defined as follows. An object in LagεtranspUq is a pair pA,LAq where A
is an object in LagεpUq and LA is a Lagrangian in A. A morphism between
two objects A and B is a Lagrangian Λ in �AkB such that Λ is transverse
to LA k LB.

There is a faithful forgetful functor LagεtranspUq Ñ LagεpUq that “forgets”
the extra Lagrangians and the transversality property.

1.2. Witt groups of ε-symmetric pairings.

2. The discriminant construction

2.1. Lattices. A lattice is a finitely generated free abelian group.

Definition 2.1. An ε-symmetric bilinear lattice is an ε- symmetric bilinear
form f : V � V Ñ Z on a lattice V .

Remark 2.1. We will use the short term ε-lattice, or even lattice, if the
ε-symmetric bilinear pairing is implicit.

A lattice V generates over Q a vector space VQ � V bQ. An ε-lattice pV, fq
extends to an ε-symmetric bilinear form fQ : VQ b VQ Ñ Q. The form fQ
is nonsingular if and only if f is nondegenerate. An ε-lattice pV, fq is said
unimodular if f is nonsingular. The dual lattice is defined as

V 7 � tx P VQ | fQpx, V q � Zu.

A subgroup of a lattice V is finitely generated and free abelian and is called
a sublattice of V . More generally, given a sublattice S � V , the dual lattice
is defined as

S7 � tx P VQ | fQpx, Sq � Zu.
The map pfQ : x ÞÑ fQpx,�q restricts to a map between S7 and S� �
HomZpS,Zq. This map is an isomorphism if f is nondegenerate. It follows
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that S77 � S for any sublattice S of V if and only if f is nondegenerate.
One observes that if S, T � V are sublattices, then

(2.1) S � T ñ T 7 � S7, pS � T q7 � S7 X T 7.

A sublattice S � V is primitive if the quotient group V {S is a lattice. Let
pV, fq be a bilinear lattice.

Example 2.1. The annihilator Ker pf � V is a primitive sublattice of V .
This is equivalent to

Lemma 2.1. The quotient V̄ � V {Ker pf is a lattice.

Proof. Clearly V̄ is finitely generated. Let rxs � x � Ker pf P V̄ such

that n rxs � 0. Then n x P Ker pf . Thus

0 � fpn x, V q � n fpx, V q.
Since fpx, V q � Z and Z has no torsion, it follows that fpx, V q � 0. Hence

x P Ker pf and rxs � 0. �

For a given sublattice S � V , there is smallest primitive sublattice rS � V
containing S. This lattice is called the primitive hull of S. The primitive
hull of S has the same rank as S. The following observation is useful.

Remark 2.2. An isomorphism ϕ : S Ñ S1 between sublattices of V and V 1

does not necessarily extend to an isomorphism rϕ : rS Ñ rS1 between their
respective primitive hulls. For instance, take V � V 1 � Z ` Z, S � Z ` 0
and S1 � 2Z` 0. Clearly the map x ÞÑ 2x defines an isomorphism between
S and S1. However, this map does not extend to an isomorphism betweenrS � S � Z and rS1 � Z.

Lemma 2.2. An isomorphism ϕ : S Ñ S1 between primitive sublattices of V
extends to an automorphism of V .

Proof. Since V {S is free, the short exact sequence

0 Ñ S Ñ V Ñ V {S Ñ 0

splits. Choose a section s : V {S Ñ V so that the map

ψ : S ` V {S Ñ V, px, yq ÞÑ px, spyqq
is an isomorphism. Similarly there is a section s1 : V {S1 Ñ V such that
ψ1 : px, yq ÞÑ px, s1pyqq is an isomorphism from S1 ` V {S1 onto V .

Since S and S1 are isomorphic primitive sublattices, there is an isomorphism
g : V {S � V {S1 of lattices.

Then ψ1 � pf ` gq � ψ�1 is an automorphism of V extending ϕ. �

Corollary 2.1. An isomorphism ϕ : S Ñ S1 between sublattices of V
extends to an automorphism of V if and only if it extends to an isomorphismrS Ñ rS1 between their primitive hull.
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Proof. In one direction, use Lemma 2.2. For the converse, let rϕ : V Ñ
V be the automorphism extending ϕ. We have to show that rϕprSq � rS1.
An element y lies in rS if and only if there is some n P Z such that ny P S.

Let y P rS such that x � ny P S. We have ϕpxq � rϕpnyq � nϕpyq P S1.
Thus ϕpyq P rS1. It follows that rϕprSq � rS1. The reverse inclusion is proved
similarly using ϕ�1. �

Let G be a finitely generated abelian group. The quotient group FG �
G{Tors G is a lattice. Let S � FG be a lattice. A partial section s : S Ñ G
(that is, a map s : S Ñ FG such that p � s|S � idS) does not necessarily
extend to a full section FGÑ G.

Lemma 2.3. If S is primitive, then any partial section s : S Ñ G extends to
a section s : S Ñ G.

Proof. Since V {S is free, the short exact sequence 0 Ñ S Ñ V Ñ
V {S Ñ 0 gives rise to an exact sequence

0 // HompV {S,Gq // HompV,Gq // HompS,Gq // 0.

�

2.2. Discriminant ε-linking pairings. An ε-lattice pV, fq is unimod-
ular if f is nonsingular. It follows from the previous paragraph that pV, fq is
unimodular if and only if V 7 � V . We are interested in studying the failure
of f to be unimodular. A natural invariant is provided by the following

Definition 2.2. To an ε-lattice pV, fq, one associates an ε-linking pairing,
called the discriminant pairing , λf : Gf �Gf Ñ Q{Z by the formula:

(2.2) Gf � V 7{V, λf prxs, rysq � fQpx, yq mod 1.

The discriminant pairing pGf , λf q is symmetric (resp. antisymmetric, resp.
symplectic) if and only if pV, fq is symmetric (resp. antisymmetric, resp.
symplectic). The discriminant construction arises from a particular class of
free resolutions of length 1.

Lemma 2.4. pGf , λf q is nonsingular if and only if pV, fq is nondegenerate.

A basic result asserts that almost any nondegenerate ε-linking pairing can
be produced by this construction [64, Theorem (6)]:

Theorem 2.1. The assignment pV, fq ÞÑ pGf , λf q is surjective onto the
monoid of nondegenerate symmetric (resp. symplectic) linking pairings on
finite abelian groups.

As an example, any unimodular lattice (V 7 � V ) yields the trivial linking
pairing. Clearly the discriminant construction preserves (orthogonal) sum.
It follows from these two observations that the discriminant pairing is unaf-
fected by adding orthogonal summands of unimodular lattices. A converse
is known since the work of Puppe. To state it in our setting, it is convenient
to introduce some definitions about maps between lattices.
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A bilinear lattice map between two bilinear lattices pV, fq and pW, gq is
a map α : V Ñ W such that gpαpxq, αpyqq � fpx, yq for all x, y P V .
This is also denoted α�g � f in the sequel. If α is injective, then we say
that α is an embedding of bilinear lattices. If α is bijective, then α is an
isomorphism of bilinear lattices. Two bilinear lattices pV, fq and pW, gq
are stably equivalent if there exist unimodular bilinear lattices pU, hq and
pU 1, h1q such that pV, fq`pU, hq and pW, gq`pU 1, h1q are isomorphic bilinear
lattices. Any bilinear lattice map α extends in a unique fashion to a map
αQ : VQ Ñ WQ and thus restricts to a map V 7 Ñ W 7 and therefore induces
a map rαs : Gf � V 7{V ÑW 7{W � Gg. It follows that a stable equivalence
induces an isomorphism on the induced discriminant linking pairings. The
converse is also true:

Theorem 2.2. Two nondegenerate linking pairings are isomorphic if and
only if they lift to stably isomorphic bilinear lattices.

For a proof, see e.g., [14].

Our goal consists in recovering the product of two linking pairings from the
discriminant of their lattices.

Let pV, fq and pW, gq be nondegenerate bilinear lattices. Set Z � V bW
and define a (symmetric nondegenerate) bilinear pairing f b g : Z � Z Ñ Z
by

pf b gqpxb y, x1 b y1q � fpx, x1q gpy, y1q for x, x1 P V, y, y1 PW.
Lemma 2.5. There is a natural isomorphism V 7 bW 7 Ñ Z7.

There are also natural inclusion maps V 7 bW Ñ pV bW q7 and V bW 7 Ñ
pV bW q7 (where the dual lattice of the target space refers to the bilinear
pairing fbg) which we shall use freely without further notice. In particular,
we verify directly the fact that

(2.3) pfQ b gQqpV 7 bW,V bW 7q � Z.

More precisely:

Lemma 2.6.

(2.4) pV 7 bW q7 � V bW 7 and pV bW 7q7 � V 7 bW.

The inclusion V bW 7 � pV 7 bW q7 is just the equality (2.3). The lemma
asserts that this is an equality.

Proof. It suffices to prove the first equality since one deduces the sec-
ond one by using the fact that Z77 � Z (since f b g is nondegenerate). The
desired equality will result from the following commutative diagram:

V bW 7 � � //

pfQbpgQ
��

pV 7 bW q7
{fQbgQ

��
HomZpV 7,Zq bHomZpW,Zq HomZpV 7 bW,Zq.
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The top horizontal arrow is the natural inclusion. The vertical arrows are the
tensor product of adjoint maps and the adjoint map of the tensor product of
pairings respectively (and they can be identified once VQ bWQ is identified
to pV bW qQ). We claim that the vertical arrows are bijective maps. Since
the map adjoint to fQ b gQ is bijective, it is sufficient to check that

p pfQ b pgQqpV bW 7q � HomZpV 7,Zq bHomZpW,Zq
and {fQ b gQppV 7 bW q7q � HomZpV 7 bW,Zq.
Both identities follow from the nondegeneracy of fQ and gQ. �

We now consider the linking pairing

λfbg : Gfbg �Gfbg Ñ Q{Z.

The natural inclusion map V 7 bW Ñ pV bW q7 induces a homomorphism
jf : Gf bW Ñ Gfbg by

jf px pmod V q b yq � xb y pmod Zq
where x P V 7, y PW . Similarly, define a homomorphism jg : V bGg Ñ Gfbg
by

jg pxb y pmod W qq � xb y pmod Zq
where x P V, y PW 7.

Lemma 2.7. We have
λfbg � jb2

f � λf b g

and
λfbg � jb2

g � f b λg.

The following observation is a consequence of f , g being nondegenerate.

Lemma 2.8. The maps jf and jg are injective.

Set A � jf pGf bW q � Gfbg and B � jgpV bGgq � Gfbg.

Lemma 2.9. The subgroups A and B are mutually orthogonal in Gfbg: A
K �

B.

Proof. Consequence of definitions and (2.4). �

Let H � AXAK. We record the following consequence:

Corollary 2.2. λfbg|H�H � 0.

Assume that f and g are both nondegenerate. We now describe H in more
details.

Lemma 2.10. There are exact sequences

0 // V bGg
jg // Gfbg // Gf bW 7 // 0

and

0 // Gf bW
jf // Gfbg // V 7 bGg // 0.
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Proof. Let us identify Coker jf :

Coker jf � Gfbg
jf pV bGgq �

Z7

Z
V 7bW
Z

� Z7

V 7 bW
� V 7 bW 7

V 7 bW
� V 7bW

7

W
� V 7bGg.

The identification of Coker jg is similar. �

Lemma 2.11. There is a natural isomorphism H� � Gf b Gg and a short
exact sequence

0 // HK
j // Gfbg // Gf bGg // 0.

Proof. On the one hand, there is a short exact sequence

0 Ñ HK Ñ Gfbg Ñ H� Ñ 0.

On the other hand, HK � pAXAKqK � A�AK. Thus

H� � Gfbg{pA�AKq.
There remains to see that the latter group is isomorphic to Gf bGg. There
is a natural epimorphism

Gfbg Ñ Gf bGg.

Indeed, this map can be defined in two ways

p2 � p1 � q2 � q1

as the following commutative diagram with exact rows and columns indi-
cates:

0

��

0

��
V bGg

��

V bGg

��

// 0

0 // Gf bW // Gfbg
p1 //

q1
��

V 7 bGg //

p2

��

0

0 // Gf bW // Gf bW 7 q2 //

��

Gf bGg //

��

0

0 0

It follows that the kernel of the epimorphism is

Kerpp2�p1q � p�1
1 pjgpVbGgqq � jf pGfbW q�jgpVbGgq � q�1

1 pjf pGfbW qq � Kerpq2�q1q.
Thus the quotient map

(2.5) ψ : Gfbg{pA�AKq �Ñ Gf bGg

is an isomorphism. �
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Remark . The isomorphism between Gf bGg and H� is the composition

Gf bGg
ψ�1

Ñ Gfbg{pA�AKq lÑ H�,

where the isomorphism on the right is

l : x mod pV bW q ÞÑ λfbgpx,�q|H .

Here is an alternative argument to show that Gf bGg and Gfbg{pA�AKq
are isomorphic. Define a natural map

Gf bGg Ñ Gfbg{pA�AKq
by

px mod V q b py mod W q ÞÑ rpxb yq mod pV bW qs
where r�s denotes the element in Gfbg considered modulo A � AK. It

follows also from A � Im jf and AK � Im jg that this map is injective.

(Suppose that u P Gf bGg is sent to 0 P Gfbg{pA � AKq. Then the image

of u is represented by a sum of elements in A � AK. Since A � Im jf and

AK � Im jg, all these elements are of the form pxb yq mod pV bW q where
either x P V or y PW . Therefore u � 0 P Gf bGg.) Surjectivity also follows
from the definitions. It is easily seen to be ψ�1.

Lemma 2.12. The map jf : Gf bW Ñ Gfbg restricts to an isomorphism

jf |Kerpxλfbpgq
: Kerpxλf b pgq �Ñ H.

Similarly, the map jg : W bGg Ñ Gfbg restricts to an isomorphism

jg|Kerp pfbxλgq
: Kerp pf bxλgq �Ñ H.

Proof. We prove the first isomorphism – the second one is similar.

Since jf is injective, it suffices to prove that jf pKerpxλf b pgqq � H.

First jf pKerpxλf b pgqq � jf pGf bW q � A. Next, let u P Kerpxλf b pgq and
jf pvq P A. We have

λfbgpjf puq, jf pvqq � λfbg � jf pu, vq � pλf b gqpu, vq � 0.

Hence jf pKerpxλf b pgqq and A are orthogonal, that is,

jf pKerpxλf b pgqq � AK.

Therefore,

jf pKerpxλf b pgqq � AXAK � H.

Conversely, let jf pxq � jgpyq P AXAK � H. Let z P Gf bW . Then

pλf b gqpx, zq � λfbgpjf pxq, jf pzqq � λpfbgqpjgpyq, jf pzqq � 0.

(The first equality results from Lemma 2.7 and the third one from Lemma

2.9.) This proves that x P Kerpxλf b pgq. Hence H � jf pKerpxλf b pgqq. This
achieves the proof. �
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Remark . The following diagram with exact rows and columns is commuta-
tive:

Kerp pf b idW q � � //
� _

���
�
�

Kerppλf b idW�q // //
� _

���
�
�

Kerp pf b idGgq� _

���
�
�

V bW
� � //

��

V bW � // //

��

V bGg

��
V � bW

� � //

�����
�
� V � bW � // //

�����
�
�

V � bGg

�����
�
�

Cokerp pf b idW q � � // Cokerppλf b idW�q // // Cokerp pf b idGgq

According to the “snake lemma”, there is a Bockstein map

β : Kerp pf b idGgq Ñ Cokerp pf b idW q
connecting the exact sequence made of the maps of the first and the last row.

Since Kerppλf b idW�q � 0, the Bockstein map β is injective. Hence there is

an exact sequence 0 Ñ Kerp pfbidGgq Ñ Cokerp pfbidW q Ñ CokerppλfbidW�q.
Since GbW � Cokerp pf b idW q, β induces an isomorphism

β̄ : Kerp pf b pλgq � Kerp pf b idGgq Ñ KerpidGf b pgq � Kerppλf b pgq.
It follows from definitions that

β̄ � j�1
f |H � jg|Kerp pfbidGg q

.

2.3. Tensor product of linkings. Denote by l the bilinear pairing
G{HK � H Ñ Q{Z defined by lprxs, yq � λfbgpx, yq for all x P G, y P H.
The goal of this section is to relate this bilinear pairing l to the linking
pairing λf b λg defined in §??.

It will be convenient in this paragraph to identify G{HK and V 7bW 7

V 7bW�VbW 7 .

Our first goal is to define an isomorphism between Gf bGg and H.

Let K � V 7bWQ
V 7bW�VbW 7 . We first define a map

V 7 �W Ñ K

by the assignment

m : pξ, wq ÞÑ
�
ξ b w

n

�
,

where n is the smallest nonnegative integer such that n ξ P Z.

Lemma 2.13. This map induces a homomorphism m : Gf bW Ñ K.

Proof. We show that m is Z-bilinear. Note that any element ξ P V 7 can

be written as ξ � ξ1

n where ξ1 P V and n P Z. We further require ξ1 to be
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indivisible: ξ1 R k V for all k ¡ 1. This condition is equivalent to n being
the smallest nonnegative integer such that n ξ P V . We have

m

�
ξ1

n
,w



�
�
ξ1 b w

n

�
.

It follows that

m

�
ξ1

n
,w � w1



� m

�
ξ1

n
,w



�m

�
ξ1

n
,w1



.

We now verify linearity on the left: let ζ P V 7 that we write as ζ � ζ1

p where

ζ P V is indivisible. Write

n � k � n1, p � k � p1, with k � gcdpn, pq.
Then

m

�
ξ1

n
� ζ 1

p
, w



� m

�
p1 ξ1

n1p1k
� n1 ζ 1

n1p1k
,w



�
�pp1ξ1 � n1ζ 1q b w

n1p1k

�
�
�
p1 ξ1 b w

n1p1k
� n1 ζ 1 b w

n1p1k

�
�
�
ξ1 b w

n

�
�
�
ζ 1 b w

p

�
� m

�
ξ1

n
,w



�m

�
ζ 1

p
, w



.

(We used in the second equality the fact that n1 and p1 are coprime, so that
p1 ξ1 � n1 ζ 1 is again indivisible in V .) Therefore m induces a group homo-
morphism (still denoted m) V 7 bW Ñ K.

It follows from the definition that V b W � Kerpmq. Hence m actually
induces a homomorphism Gf bW Ñ K. �

Lemma 2.14. Kerppλf b pgq � KerpidGf b pgq is generated by all elements
xb w P Gf bW such that pgpwq P nW � with n x � 0 for some n P Z.

Proof. The subgroup identifies to TorZ1pGf , Ggq. In particular, it is
independent of pGf , λf q and pGg, λgq and depends only on Gf and Gg. The
result is clear if Gf is a finite cyclic group. In the general case, Gf is a
sum of finite cyclic groups and we use the fact that TorZ1pA ` B,Ggq �
TorZ1pA,Ggq ` TorZ1pB,Ggq. �

Lemma 2.15. The map m : Gf bW Ñ K restricts to a map m|KerpidGfbpgq

whose image lies in Gfbg{HK � V 7bW 7

V 7bW�VbW 7 .

Proof. Let rξs bw be a generator of KerpidGf b pgq as in Lemma 2.14:

there is n P Z such that pgpwq P n W � and n ξ P V . Thus pgQpwn q � 1
npgQpwq P

W �, that is w
n PW 7. Hence ξ b w

n P V 7 bW 7 and

mprξs b wq �
�
ξ b w

n

�
P V 7 bW 7

V 7 bW � V bW 7
� Gfbg{HK.

�
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Set µ1 � µ1f � m|KerpidGfbpgq
.

Lemma 2.16. The map µ1 is an isomorphism

KerpidGf b pgq Ñ Gfbg{HK � V 7 bW 7

V 7 bW � V bW 7
.

Proof. The two groups are finite and isomorphic (Lemma 2.11 and
Lemma 2.12). Hence it suffices to prove that µ1 is onto. Choose orthogonal
bases e � pe1, . . . , enq and ε � pε1, . . . , εpq for pVQ, fQq and pWQ, gQq respec-
tively, so that there exist ai, bj P Z � t0u (1 ¤ i ¤ n, 1 ¤ j ¤ p), such
that

V 7 �à
i

1

ai
Z ei, W 7 �à

j

1

bj
Z εj .

We have

V 7 bW � V bW 7 �à
i,j

�
1

ai
Z� 1

bj
Z


pei b εjq �

à
i,j

1

lcmpai, bjqZpei b εjq.

Therefore

V 7 bW 7

V 7 bW � V bW 7
�

À
i,j

1
aibj

Zpei b εjqÀ
i,j

1
lcmpai,bjq

Zpei b εjq
�à

i,j

1

gcdpai, bjqZ{Zrei b εjs.

Now we verify the identity:

1

gcdpai, bjqreibεjs �
�

ei
gcdpai, bjq b

εj
gcdpai, bjq

�
� µ1

��
ei

gcdpai, bjq
�
b εj



.

�

We define an isomorphism µf : H Ñ Gfbg{HK as the composition

νf � µ1f � j�1
f |H : H

j�1
f // KerpidGf b pgq µ1f // G{HK.

There is a similar isomorphism νg : H Ñ Gfbg{HK defined as the composi-
tion

νg � µ1g � j�1
g |H : H

j�1
g // Kerp pf b idGgq

µ1g // G{HK.

It follows from definitions that

νf � νg.

Recall the isomorphism ψ : G{HK Ñ Gf b Gg we defined in the previous
paragraph. We are now ready to define an isomorphism µ : H Ñ Gf b Gg
as the composition

µ � ψ � ν.
Theorem 2.3. For all x P Gfbg{HK, y P H,

lpx, yq � pλf b λgqpψpxq, ψ � νpyqq � pλf b λgqpψpxq, µpyqq.
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Proof. Let x � rξs, x1 � rξ1s P Gf � V 7{V and y � rζs, y1 � rζ 1s P
Gg � W 7{W . We have to show the equality lpψ�1px b yq, µ�1px1 b y1qq �
pλf bλgqpxb y, x1b y1q. We have ψ�1pxb yq � rrξb ζss � rξb ζs mod HK.

With no loss of generality, we may assume that x1 generates a cyclic (direct)
summand of Gf of order n. Hence we may assume that x1by1 � x1by2 with
y2 � rζ2s of order dividing n. Thus µ�1px1by1q � µpx1by2q � jf px1bnζ2q �
rξ1 b nζ2s.
We compute

lpψ�1pxb yq, µ�1px1 b y1qq � lprrξ b ζss, rξ1 b nζ2sq � λfbgprξ b ζs, rξ1 b nζ2sq
� pfQ b gQqpξ b ζ, ξ1 b nζ2q mod 1

� fQpξ, ξ1q � gQpζ, nζ2q mod 1

� λf px, x1q � gQpζ, nζ2qloooomoooon
PZ

.

On the other hand,

pλf b λgqpxb y, x1 b y1q � λf px, x1qlooomooon
P 1
n
Z{Z

bλgpy, y1qlooomooon
P 1
n
Z{Z

� λf px, x1q b pgQpζ, ζ2q mod 1q
� λf px, x1q � n gQpζ, ζ2q
� λf px, x1q � gQpζ, nζ2q.

Here we used again the fact that p an mod 1q b p bn mod 1q � ab
n mod 1 in

1
nZ{Zb 1

nZ{Z � 1
nZ{Z. This finishes the proof.

�

Corollary 2.3. The isomorphism class of l : G{HK �H Ñ Q{Z does not
depend on the particular presentations pV, fq and pW, gq and depends only
on the linking pairings pGf , λf q and pGg, λgq respectively.

2.4. Wu classes and quadratic functions. We keep notations from
the previous paragraph. We extend the discriminant construction to lattices
endowed with a special element called a Wu class.

A Wu class v P V 7 is any element v P V 7 such that

fpx, xq � fQpx, vq P 2Z, for all x P V.
A Wu class is integral if it lies in V . A bilinear lattice pV, fq is said to be
even if 0 P Wupfq. Any bilinear lattice has an integral Wu class ([57]);
the set Wupfq of Wu classes is freely and transitively acted on by V 7. The
action is given by the formula

z � s � z � 2s, z P Wupfq, s P V 7.

This action restricts to an action of V on the set WuV pfq of integral Wu
classes.
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To a bilinear lattice pV, f, vq equipped with a Wu class, one associates a
quadratic linking pairing ϕf,v : Gf Ñ Q{Z over the linking pairing λf by

(2.6) ϕf,vpx� V q � 1

2
pfQpx, xq � fQpx, vqq mod 1, x P V 7.

The quadratic function ϕf,v is homogeneous if and only if v is an integral
Wu class.

We now state two basic results in the theory of discriminant quadratic func-
tions.

Theorem 2.4. The assignment pV, f, vq ÞÑ pGf , ϕf,vq is surjective onto the
monoid of quadratic functions on finite abelian groups. When restricted to
even lattices, the assignement is surjective onto the monoid of homogeneous
quadratic functions on finite abelian groups.

The equivalence relation on bilinear lattices can be extended to bilinear
lattices equipped with Wu classes as follows. Say that pV, f, vq and pW, g,wq
are strongly stably equivalent if there exist unimodular lattices pU, h, uq and
pU 1, h1, u1q equipped with Wu classes u P Wuphq and u1 P Wuph1q respectively
and an isomorphism ψ : U ` V Ñ U 1 `W such that ph1 ` gqpψpxq, ψpyqq �
ph` fqpx, yq for all x, y P U ` V and ψQpu` vq P u1 `w � 2pU 1 `W q. The
relation is an equivalence relation. It is verified that two strongly stably
equivalent triples pV, f, vq and pW, g,wq give rise to isomorphic discriminant
quadratic functions. A fundamental result consists in the converse.

Theorem 2.5. [12, Prop. 3.1] Two nondegenerate quadratic functions on
finite abelian groups are isomorphic if and only if they can be lifted to strongly
stably equivalent bilinear lattices equipped with Wu classes.

Consider the lattice Z equipped with the unimodular form �1, sending p1, 1q
to �1, and the integral Wu class 1 P Z. It is shown in [12, Cor. 3.5] that the
strong stabilization in Th. 2.4 can be realized using only these unimodular
lattices.

2.5. Tensor products and half-integral Wu classes. Let pV, fq and
pW, gq be two nondegenerate bilinear lattices.

Lemma 2.17. There is an injective map

Wupfq �Wupgq Ñ Wupf b gq, pv, wq ÞÑ v b w.

Proof. Let v P Wupfq, w P Wupgq. For any x P V, y PW ,

pf b gqpxb y, xb yq � pf b gqpv b w, xb yq
� fpx, xqgpy, yq � fpv, xqgpw, yq
�
�
fpx, xq � fpv, xq

	looooooooooomooooooooooon
� 0 mod 2

gpy, yqloomoon
PZ

� fQpv, xqlooomooon
PZ

�
gpy, yq � gQpw, yq

	loooooooooooomoooooooooooon
� 0 mod 2

� 0 mod 2.

�

Lemma 2.18. The group V 7 bW � V bW 7 acts freely on Wupf b gq.
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Proof. The group V 7bW�V bW 7 is a subgroup of the group V 7bW 7

acting freely on Wupf b gq. �

This action is not transitive in general since the inclusion V 7bW�V bW 7 �
V 7 bW 7 is proper in general. Indeed, there is equality if and only if

V 7 bW X V bW 7 � V 7 bW X pV 7 bW q7 � V bW.

It will be convenient for our purpose to consider the action of a slightly
bigger subgroup (cf. Cor. 3.8). First we describe a special subset of Wu
classes. Consider the set S of Wu classes of the form vbw where v P WuV pfq
or w P WuW pgq (i.e, at least one of the Wu classes v or w has to be integral).
Consider first the difference ∆ � vbw� v1bw1 of two elements in S. Then

v b w � v1 b w1 � v b w � v b w1 � v b w1 � v1 b w1

� v b pw � w1q � pv � v1q b w

� 0 mod 2pV bW 7 � V 7 bW q.
This suggests to define the set Wu1{2pf bgq of “half-integral Wu classes” by
setting

Z 1 � 1

2
pV 7 bW � V bW 7q X pV 7 bW 7q

and

z P Wu1{2pf b gq ðñ there are s P S, t P Z 1 such that z � s� 2t.

This is a subset of V 7 bW 7. Similarly, we define the set Wu
1{2
0 pf b gq of

“special half-integral Wu classes” by

z P Wu
1{2
0 pfbgq ðñ there are s P S, t P 2Z 1 � V 7bW�VbW 7 such that z � s�2t.

This is also a subset of V 7 bW 7.

What we have proved is

Lemma 2.19. The group Z 1 (resp. 2Z 1) acts freely and transitively on

Wu1{2pf b gq, resp. Wu
1{2
0 pf b gq, by

x � t � x� 2t, x P Wu1{2pf b gq, t P Z 1presp. t P 2Z 1q
and

WuZpf b gq � Wu
1{2
0 pf b gq � Wu1{2pf b gq � Wupf b gq.

As observed above the inclusions are strict in general.

Remark . It follows from Lemma 2.19 that for any half-integral (resp. special
half-integral) Wu class z, there exist a pair pv, wq P WuV pfq � WuW pgq of
integral Wu classes such that

z � v b w � 2t, for some unique t P Z 1presp. t P 2Z 1q.

The main motivation for introducing the set of half-integral Wu class lies in
Theorem 2.6 and Corollary 3.8.
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2.6. The discriminant and the characteristic homomorphism.
We keep notation from the previous paragraph. The next lemma is mostly
a reminder of the definitions.

Lemma 2.20. The image of V 7 bW under the canonical projection Z7 Ñ
Gfbg � Z7{Z is A.

As a consequence, we have

V 7 bW X pV 7 bW q7 � V bW ðñ AXAK � 0.

Let z P Z b Q be a Wu class for pZ, f b gq. The discriminant (eq. (2.6)) of
pZ, f b g, zq produces a nondegenerate quadratic function ϕfbg,z : Gfbg Ñ
Q{Z where Gfbg � Z7{Z.

Recall that the subgroup H in Gfbg consists in the intersection of A �
jf pGf b W q and AK � jgpV b Ggq. Note that H is also the image of

V 7 bW X V bW 7 under the canonical projection Z7 Ñ Gfbg.

Lemma 2.21. ϕfbg,z|H is a homomorphism H Ñ Q{Z.

Proof. By Lemma 2.2, the associated linking pairing λfbg vanishes on
H �H. �

According to [12, Th. 2.10], there is an affine isomorphism

Wupf b gq
2Z

Ñ Quadpλfbgq, rzs ÞÑ ϕfbg,z

over the group isomorphism

Gfbg Ñ G�
fbg, rss ÞÑ �λfbgprss,�q.

Here Gfbg � Z7{Z acts freely and transitively on Wupfbgq
2Z by the formula

rzs � rss � rz � 2ss, z P Wupf b gq, s P Z7

and Gfbg acts freely and transitively on Quadpλfbgq by the usual formula
(4.1). The isomorphism is affine in the sense that

(2.7) ϕfbg,z � rss � ϕfbg,rzs�r�ss � ϕfbg,z�2s

for any s P Z7.

Lemma 2.22. The group Gfbg{pA� AKq acts freely and transitively on the

quotient set
Wupf b gq

2pV 7 bW � V bW 7q .

We now investigate the dependency of the homomorphism of Lemma 2.21
on the Wu class. Recall that Gfbg{pA � AKq � Gfbg{HK acts freely and
transitively on H� � HomZpH,Q{Zq by the formula

rxs � α � α� λfbgpx,�q, x P Gfbg, α P H�.
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Lemma 2.23. The affine map

Wupf b gq Ñ HomZpH,Q{Zq, z ÞÑ ϕfbg,z|H
induces an affine isomorphism

Wupf b gq
2pV 7 bW � V bW 7q Ñ H�

over the isomorphism

Gfbg{HK Ñ H�, rxs ÞÑ �λfbgpx,�q|H .

Proof. To prove that the map is well-defined, it suffices to verify that
ϕfbg,z�2rks|H � ϕfbg,z|H for k P pV 7 bW q � pV bW 7q. This amounts to

verifying that for x P pV 7 bW q X pV bW 7q,
pfQ b gQqpk, xq P Z.

This follows by Lemma 2.6.

As noted before, the group Gfbg{HK acts freely and transitively on both

sets Wupfbgq
2pV 7bW � VbW 7q

and H�. Let us verify that the induced map is affine:

for any x P Z7, z P Wupf b gq,
ϕfbg,z�x|H � ϕfbg,z�2x|H � ϕfbg,z|H � λfbgprxs,�q|H � ϕfbg,z|H � rxs.

We conclude by using the fact that Gfbg{HK acts freely and transitively on
both sets.

�

To sum up the results so far, we proved that the following diagram is com-
mutative:

Wupfbgq
2Z

��

ϕfbg,�

�
// Quadpλfbgq

resHp�q

��
Wupfbgq

2pV 7bW�VbW 7q

resHpϕfbg,�q

�
// H�

Here the downward left arrow is the natural epimorphism induced by the
inclusion Z � V 7 bW � V bW 7 and resH denotes the restriction to the
subgroup H.

Corollary 2.4. The quotient set

Wupf b gq
2pV 7 bW � V bW 7q

has the structure of an Abelian group isomorphic to Gf bGg. In particular,
the zero element is the unique class rzs such that ϕfbg,z|H � 0.
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Remark . The quotient set

Wu
1{2
0 pf b gq

2pV 7 bW � V bW 7q
is a singleton. In other words, under the affine map of Lemma 2.23, all
special half-integral Wu classes correspond to the same element in H�.

Furthermore, this element has order at most 2 since 2Wu
1{2
0 pf b gq �

2pV 7 bW � V bW 7q.
Theorem 2.6. Let z P Wu

1{2
0 pf b gq. The map ϕfbg,z|H has order at most

2 in H� and depends only on λf and λg.

The subgroup generated by ϕfbg,z|H in H� therefore only depends on λf
and λg. We call this subgroup the characteristic subgroup associated to λf
and λg. It is either trivial or has order 2.

Corollary 2.5. If Gf bGg has odd order, then the characteristic subgroup
is trivial.

Proof. By Lemma 2.11, H� has odd order; so has any subgroup of H�,
in particular the characteristic subgroup. By Th. 2.6, it must have order
dividing 2, hence it is trivial. �

A proof of Th. 2.6 relying on structural properties of the discriminant (§2.7)
is given in §2.8.

Alternatively, an explicit expression for the characteristic map ϕfbg,z|H is
derived in §2.9. (However, the proof relies partially on Th. 2.6.)

2.7. More on the discriminant. This paragraph is devoted to prop-
erties of the discriminant. They are used to prove Th. 2.6 in the next
paragraph.

We begin with the following observations. There is the natural right action
of the group AutpV q of automorphisms of V on the set of nondegenerate
symmetric bilinear pairings on V :

f � α � α�f � f � pαb2q, α P AutpV q.
Similarly, for a finite abelian group G, the group AutpGq of automorphisms
of G acts on the set QuadpGq of quadratic functions on G by the formula

q � β � β�q � q � β, q P QuadpGq, β P AutpGq.
There is also an action of AutpGq on the set of all linking pairings on G by
a similar formula.

Let Opfq denote the automorphism group of f , that is, the isotropy sub-
group of AutpV q consisting of automorphisms fixing f . Let Opλf q denote
the automorphism group of λf , that is the isotropy subgroup of AutpGf q
consisting of automorphisms fixing λf . Then OpΛf q acts on the set of qua-
dratic functions over λf , Quadpλf q � QuadpGf q, by the same formula as
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above. Recall that any automorphism α of V (resp. fixing f) induces an
automorphism rαs of Gf (resp. fixing λf ). Hence the assignment

α ÞÑ rαs
yields natural maps

AutpV q Ñ AutpGf q, Opfq Ñ Opλf q
making the following diagram commutative

Opfq //

i
��

Opλf q
i

��
AutpV q // AutpGf q

where the vertical arrows are canonical inclusions.

Lemma 2.24. For any α P AutpV q,
v P Wupfq ðñ α�1

Q v P Wupα�fq.

Proof. Direct computation. �

Consider now the set LWupV q of all pairs pf, vq where f : V � V Ñ Z is a
lattice pairing as before and v P Wupfq. As a consequence of Lemma 2.24,
the group AutpV q acts on LWupV q by the formula:

(2.8) pf, vq � α � pα�f, α�1
Q vq.

In particular, Opfq acts on Wupfq. Let OpfQq denote the automorphism
group of fQ. There is a restriction map on OpfQq defined by α ÞÑ α|Wupfq.
Denote by OpWupfqq the image. The action of Opfq on Wupfq yields a map

Opfq Ñ OpWupfqq.

For pf, vq P LWupV q, let Opf, vq denote the isotropy subgroup of AutpV q
consisting of automorphisms fixing pf, vq under the action (2.8). Observe
that there are natural embeddings

Opf, vq Ñ Opfq, Opϕf,vq Ñ Opλf q
fitting in the commutative diagram

Opf, vq //

��

Opϕf,vq

��
Opfq // Opλf q

Finally denote by AutpLWupV qq the symmetric group over the set LWupV q,
by AutpQuadpλf qq the symmetric group over the set Quadpλf q and by
AutpQuadpGf qq the symmetric group over the set QuadpGf q.
There are natural maps between the various automorphism groups described
above. The canonical inclusions

Wupfq Ñ LWupV q, v ÞÑ pf, vq, Quadpλf q � QuadpGf q
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induce maps

OpWupfqq Ñ AutpLWupV qq, AutpQuadpλf qq Ñ AutpQuadpGf qq
respectively.

Theorem 2.7. Let G be a finite abelian group. There exists a lattice V such
that the formula

ϕf,v � α � ϕpf,vq�α, pf, vq P LWupV q, α P AutpV q
defines an action of AutpV q on QuadpGq.

Proof. According to [46], there is a lattice V such that the map

LWupV q Ñ QuadpGq, pf, vq ÞÑ ϕf,v

is surjective. The point that requires to be proved is that the formula for
the action is independent of the particular choice pf, vq over q � ϕf,v.

Let f, g : V � V Ñ Z be two bilinear lattices equipped with a Wu classe
v P Wupfq and w P Wupgq respectively. Assume that both discriminant
quadratic functions ϕf,v and ϕg,w lie in QuadpGq. Let ψ P AutpGq. We say
that pf, vq and pg, wq are strongly stably equivalent over ψ, denoted

pf, vq �
ψ
pg, wq,

if there is a strong stable equivalence between pf, vq and pg, wq that is realized
by a lattice automorphism inducing the automorphism ψ : G Ñ G. (See
§2.4 and Th. 2.5.)

Proposition 2.1. With the notation above: ψ�ϕg,w � ϕf,v if and only if
pf, vq �

ψ
pg, wq.

A proof is easily derived from [12, Prop. 3.1].

Lemma 2.25. For three symmetric bilinear pairings on a lattice V equipped
with Wu classes: pf, vq �

ψ
pf 1, v1q, pf 1, v1q �

ψ1
pf2, v2q ùñ pf, vq �

ψ1�ψ

pf2, v2q.

Proof. Direct computation or consequence of Prop. 2.1. �

Let K be a subgroup of AutpGq. We say that two quadratic functions
q, q1 : G Ñ Q{Z are K-isomorphic (written q �

K
q1) if there exists ψ P K

such that ψ�q1 � q. Similarly, for two bilinear lattices f, g : V � V Ñ Z
equipped with Wu classes v, v1 respectively, we say that pf, vq and pg, v1q
are K-isomorphic (written pf, vq �

K
pg, v1q) if there exists ψ P K such that

pf, vq �
ψ
pg, v1q. An immediate consequence of Th. 2.5 is the following

observation.

Lemma 2.26. Let K be a subgroup of AutpGq. We have

ϕf,v �
K
ϕg,v1 ðñ pf, vq �

K
pg, v1q.
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Recall that AutpV q acts on QuadpV 7{V q via the natural map AutpV q Ñ
AutpV 7{V q. The next observation is a sufficient condition for the equivalence
relation �

K
to be compatible with the action of AutpV q.

Lemma 2.27. Let q, q1 : G Ñ Q{Z be two quadratic functions on G and let
K � AutpGq be a normal subgroup in AutpGq. Then q �

K
q1 ðñ q � α �

K

q1 � α for any α P AutpV q.

Proof. Suppose q �
K
q1: there exists ψ P K such that q1 � ψ � q. Since

K is normal in AutpGq, ψ1 � α�1 � ψ � α P K and pq1 � αq � ψ1 � q � α. �

End of proof of Theorem 2.7. Let K � AutpGq. Applying Lemmas 2.26 and
2.27, we have

pf, vq �
K
pg, wq ùñ pf, vq � α �

K
pg, wq � α ùñ ϕpf,vq�α �

K
ϕpg,wq�α

for any α P AutpV q. The result follows by taking K � tidGu. �

Remark . The proof above shows that Theorem 2.7 generalizes as follows.

Theorem 2.8. Let G be a finite abelian group and let K � AutpGq. There
exists a lattice V such that the formula

ϕf,v � α � ϕpf,vq�α, pf, vq P LWupV q, α P AutpV q

induces an action of AutpV q on the equivalence classes in QuadpGq for the
relation �

K
.

Theorem 2.7 is the case when K is trivial and equivalence classes are sin-
gletons. The other extreme case is when K � AutpGq and the equivalence
classes consist of isomorphic quadratic functions on G. There are other non-
trivial intermediate cases since the automorphism group of a finite abelian
group is nonsimple in general [52]. As an example, the automorphism group
of Z{3�Z{3 is GL2pZ{3q: both the subgroup SL2pZ{3q of matrices of deter-
minant 1 and the subgroup of diagonal 2 � 2 matrices with coefficients in
t�1u are normal.

Since the map

Wupfq Ñ Quadpλf q, z ÞÑ ϕf,z

is surjective, the action of AutpLWupV qq on QuadpGf q restricts to an action
of OpWupfqq on Quadpλf q defined by

ϕf,z � α � ϕf,α�1z, z P Wupfq, α P OpWupfqq.

Compatibility of the various actions is expressed by the commutative dia-
gram
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AutpV q //

��

AutpLWupV qq

��

Opfq

??��������������������������
//

��

OpWupfqq

??��������������������������

��

AutpGf q // AutpQuadpGf qq

Opλf q //

??�������������������������
AutpQuadpλf qq

??�������������������������

To verify that the cube is indeed commutative, the main point consists in
verifying that for α P Opfq,

ϕf,z � rαs � ϕα�f,α�1z � ϕpf,zq�α � ϕf,z � α,
which follows from our discussion above. In particular, there is an isomor-
phism

ϕf,z � α � ϕf,z.

Next, we consider the tensor product f b g. The group AutpV q acts on
LWupV bW q via the natural map

AutpV q Ñ AutpV bW q, α ÞÑ pαb 1W q.
Explicitly, the action is given by

pk, zq � α � ppαb 1W q�k, pαb 1W q�1zq, pk, zq P LWupV bW q, α P AutpV q.
It follows that AutpV q acts on QuadpGf q.
Similarly, there is a natural inclusion map

Opfq Ñ Opf b gq, α ÞÑ αb 1W .
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It follows that Opfq acts on OpWupf b gqq and on Opλfbgq. Finally, the
composition

Gf
�b1W // Gf bW

jf // Gfbg

enables to define an action of AutpGf q on QuadpGfbgq. This action restricts
to an action of Opλf q on Quadpλfbgq.
The cube above is still commutative if we replace f by fbg in all occurrences
of f in the right face.

We note that AutpV q also acts on the set of subgroups of Gfbg via the map
AutpV q Ñ AutpV bW q. Explicitly,

K � α � rαb 1W s�1pKq, α P AutpV q, K � Gfbg,

where rα b 1W s denotes the automorphism on Gfbg induced by the map
αb 1W P AutpV bW q. (The action is a right action so as to be consistent
with the previous actions.)

Lemma 2.28. The subgroup H � jf pGf bW q X jgpV b Ggq introduced in
§2.2 is invariant under the action of AutpV q.

Proof. Let α P AutpV q. Let

rxb ws � jf prxs b wq P jf pGf bW q,
with x P V 7, w PW . We have

rαb 1W srxb ws � rαQxb ws � jf prαQxs b wq P jf pGf bW q.
Hence jf pGf b W q is invariant under α. A similar argument shows that
jgpV bGgq is invariant under α. The lemma follows. �

2.8. Proof of Theorem 2.6. We already know that ϕfbg,z|H has order

at most 2 for z P Wu
1{2
0 pf b gq and that it is independent of the particular

choice of z P Wu
1{2
0 pf b gq. For a fixed bilinear lattice g, we shall prove that

ϕfbg,z|H only depends on λf . (The argument is completely symmetric in
g.)

First step: action of AutpV q and Opfq on the homomorphism ϕfbg,z|H .

Recall the (right) action of AutpV q on QuadpGf q and on subgroups of Gf .
Let α P AutpV q act on ϕfbg,z and H. We have

pϕfbg,z � αq|H�α � pϕfbg,z � αq|H ,
according to Lemma 2.28. Thus if α P Opfq, then

ϕfbg,z � α|H�α � ϕfbg,z�α|H .

Second step: if z P Wu
1{2
0 pf b gq then ϕfbg,z|H is invariant under Opfq.

The subset Wu
1{2
0 pfbgq is invariant under the action of Opfq on Wupfbgq.

The claim follows.

Third step: stabilization of f .
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Let pU, uq be an unimodular lattice. We show that replacing f by f`u does
not affect the homomorphism ϕfbg,z|H .

First, λf`u � λf ` λu � λf ` 0 � λf and λpf`uqbg � λfbg ` λubg. Next,
the monomorphism jf`u : Gf b W Ñ Gfbg ` Gubg factors through the
monomorphism jf : Gf bW Ñ Gfbg and the canonical inclusion Gfbg Ñ
Gfbg ` Gubg sending x P Gfbg to px, 0q. In particular, the images of jf`u
and jf coincide and are contained in Gfbg ` 0 � Gfbg ` Gubg. Denote
by H 1 the new subgroup when f is replaced by f ` u. It follows that
H 1 � Gfbg`0 � Gfbg`Gubg and is equal to H once Gfbg`0 is identified
to Gfbg. Let z1 be an arbitrary Wu class of pf ` uq b g � pf b gq ` pub gq
such that its restriction on V bW is z. Then

ϕpf`uqbg,z1 |H 1 � ϕpfbgq`pubgq,z1 |H 1 � ϕfbg,z|H ` 0.

Therefore, we have proved that ϕfbg,z|H is invariant under Opfq and stabi-
lization of f by unimodular lattices. It follows from [?] (see also [46] [14])
that ϕfbg,z|H only depends on λf as claimed. �

Remarks. Another proof results from the following observations. First,

for all v P WuV pfq, ϕfbg,vbw � jf � ϕf,v b g

and similarly

for all w P WuW pgq, ϕfbg,vbw � jg � f b ϕg,w.

Second, let z P Wu1{2pf b gq written as z � v bw � 2s with v P WuV pfq or
w P WuW pgq, and s P V 7 bW � V bW 7. Then

ϕfbg,z � jg|j�1
g H � f b ϕg,w|j�1

g H � ϕf,v b g|j�1
f H � ϕfbg,z � jf |j�1

f H .

A slightly more explicit expression is given by the formula:

(2.9) ϕfbg,vbw�2t � jf � ϕf,v b g � ppλf b pgQqprtsq|GfbW ,
where v P WuV pfq, t P V 7 b W 7, rts P Gf b W 7. Here the map ppλf bpgQqprtsq|GfbW denotes the homomorphism induced by the map adjoint to
the bilinear pairing

λf b gQ|W 7�W : pGf bW 7q � pGf bW q Ñ Q{Z
at rts P Gf bW 7(1).

Similarly,

(2.10) ϕfbg,vbw�2t � jg � f b ϕg,w � p pfQ b pλgqprtsq|VbGg ,
where w P WuW pgq, t P V 7bW 7, rts P V 7bGg. The map p pfQbpλgqprtsq|VbGg
denotes the homomorphism induced by the map adjoint to the bilinear pair-
ing

fQ|V 7�V b λg : V 7 bGg � V bGg Ñ Q{Z
1One should note at this point that the bilinear pairing pλf b gQq|GfbW

7�GfbW
is

well defined, as gQpW
7,W q � Z acts by multiplication on λf pGf , Gf q � Q{Z. A similar

observation applies to the bilinear pairing pfQ b λgq|V 7bGg�VbGg
considered below.
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at rts P V 7 bGg.

In the cases when t lies in the smaller subgroup V 7bW , the formula simplifies

(2.11) ϕfbg,vbw�2t � jf � ϕf,v b g � pλf b gqprts,�q,
where v P WuV pfq, t P V 7 bW , rts P Gg bW . Similarly,

(2.12) ϕfbg,vbw�2t � jg � f b ϕg,w � pf b λgqprts,�q,
where w P WuW pgq, t P V bW 7, rts P V bGf .

2.9. The characteristic homomorphism: explicit form. Let pG,λq
be a nondegenerate linking pairing.

Let pG,λq and pG1, λ1q two (nondegenerate) linking pairings on finite abelian
groups G and G1 respectively. We define a map

χ : G�G1 Ñ Z{2
as follows: we set χpx, yq � 1 if x and y both generate an orthogonal sum-
mand of the same even order in G and G1 respectively; we set χpx, yq � 0
otherwise. Note that the map χ depends on the linking pairings λ and λ1.

As an example, if G or G1 has odd order, then χ � 0. For G and G1 are both
cyclic of order a power of 2, χpx, yq � 1 if and only if x and y are generators.

Proposition 2.2. The map χ : G�G1 Ñ Z{2 is bilinear.

Therefore χ induces a homomorphism GbG1 Ñ Z{2, still denoted χ.

Proof. Although the proof is a consequence of the general theory of
linking pairings in torsion Dedekind modules (cf. [13, Chap. 2]), we give an
elementary proof based on the following observation ([8, Lemma 28]).

Lemma 2.29. Let λ : G�GÑ Q{Z be a linking pairing and let x P G. The
subgroup generated by x in G is an orthogonal summand if and only if x and
λpx, xq have the same order in G and Q{Z respectively.

First, it is obvious that χ only depends on unordered pairs px, yq P G�G1.
Secondly, it is not hard to see that it is sufficient to consider 2-groups. Let
x, y P G and z P G1. Suppose first χpx, zq � χpy, zq � 1. We have to prove
that χpx � y, zq � 0. By hypothesis, both x and y generate an orthogonal
summand of even order 2k in G and similarly z in G1. By Lemma 2.29,
the order of λpx, xq and the order of λpy, yq in Q{Z coincide with the order
of x (resp. of y) in G. Thus there are odd integers a, b P Z such that
λpx, xq � a

2k
mod 1 and λpy, yq � b

2k
mod 1. Hence for some c P Z,

λpx� y, x� yq � λpx, xq � 2λpx, yq � λpy, yq
� a

2k
� 2c

2k
� b

2k

� a� 2c� b

2k
mod 1.

Since a� 2c� b is even, λpx� y, x� yq is of order strictly less than 2k. By
Lemma 2.29 again, we conclude that x� y does not generate an orthogonal
summand of order 2k. Hence χpx� y, zq � 0.
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Suppose next that χpx, zq � χpy, zq � 0. We have to show that χpx�y, zq �
0. Suppose the contrary. Then x � y generates an orthogonal summand of
order 2k in G. So λpx � y, x � yq � a

2k
mod 1 for some odd integer a. By

our hypotheses, there are even integers b, c, d P 2Z such that

λpx� y, x� yq � a

2k
� λpx, xq � 2 � λpx, yq � λpy, yq

� b

2k
� c

2k
� d

2k

� b� c� d

2k
.

Since b� c� d is even, λpx� y, x� yq is of order strictly less than 2k. This
is a contradiction. Hence χpx� y, zq � 0.

Suppose finally that χpx, zq � 1 and χpy, zq � 0. Assume that the order of
y divides the order of x. By Lemma 2.29, there exists an odd integer a P Z
and integers b, c P 2Z such that λpx, xq � a

2k
mod 1, λpy, yq � 2b

2k
mod 1 and

λpx, yq � c
2k

mod 1. Hence

λpx� y, x� yq � λpx, xq � 2 � λpx, yq � λpy, yq
� a

2k
� 2

c

2k
� 2b

2k

� a� 2b� 2c

2k
mod 1.

Since a � 2b � 2c is odd, we conclude that the order of λpx � y, x � yq in
Q{Z equals the order of x� y in G, hence by Lemma 2.29, x� y generates
an orthogonal summand of order 2k in G, as z does in G1. This implies
χpx� y, zq � 1. �

We now identify the characteristic homomorphism by means of the tensor
product of linking pairings. Recall that for a group G, we denote by Grns
the subgroup of elements of order dividing n.

Corollary 2.6. Let pG,λq be a linking pairing. Let n be an integer and
pZ{n, λ1q be a cyclic linking pairing. Let h : Grns Ñ GbZ{nZ be the isomor-
phism defined by hpxq � xb p1 mod nq. The characteristic homomorphism
χ : Gb Z{nZÑ 1

2Z{Z � Z{2 is given by

(2.13) χpxq � n

2
λph�1pxq, h�1pxqq, x P Gb Z{nZ.

Furthermore, let λ0 : Z{n � Z{n Ñ Q{Z be the linking pairing uniquely
determined by

λ0p1 mod n, 1 mod nq �
"

1
2 if n � 0 mod 2;
0 if n � 1 mod 2.

.

Then

(2.14) χλ,λ1pxq � pλb λ0qpx, xq, x P Gb Z{nZ.

Remark . Note that the linking pairing λ0 in the statement of Cor. 2.6 is
degenerate if n �� 2.
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This result provides a way to compute easily χ for any pair of linking pair-
ings: decompose λ1 into an orthogonal sum of indecomposable linking pair-
ings; disregard the noncyclic ones and the cyclic ones of odd order; using the
remark above, the homomorphism χ is the orthogonal sum of the restriction
of χ to the remaining components which is computed by Cor. 2.6.

We now relate our previous construction (§2.6) to the characteristic homo-
morphism. Recall the isomorphism µ : H Ñ Gf bGg defined in §2.3.

Theorem 2.9. Let z P Wu
1{2
0 pf b gq. Then ϕfbg,z|H � χ � µ.

Proof. It is sufficient to verify the statement with z � v b w where
v and w are integral Wu classes of f and g respectively. Then we verify
that they coincide on the generators of the orthogonal summands of an
orthogonal splitting of pGf , λf q and pGg, λgq. �

We can now write down a general formula for the homomorphism ϕfbg,z|H
for an arbitrary Wu class z � z0 � 2t, z0 P WuZpf b gq, t P Z7:

(2.15) ϕfbg,z|H � χ � µp�q � pλf b λgqpψprtsq, µp�qq,
where ψ : G{HK Ñ Gf bGg is the natural isomorphism defined in §2.2. We
deduce

Theorem 2.10. With the notation above, the homomorphism ϕfbg,z0�2t|H
is zero if and only if

χ � pλf b λgqpψprtsq,�q.

In other words, ϕfbg,z0�2t|H is zero if and only if ψprtsq is the characteristic
element in Gf b Gg, corresponding to the characteristic homomorphism
χ � χλf ,λg under the map adjoint to λf b λg.

3. Classification results

3.1. Gauss sums. Let q : GÑ Q{Z be a quadratic function on a finite
abelian group. The complex number

ΓpG, qq �
¸
xPG

expp2πiqpxqq

is the unnormalized Gauss sum associated to pG, qq. It is convenient to
define also

γpG, qq � |G|� 1
2 |GK|� 1

2

¸
xPG

expp2πiqpxqq,

be the normalized Gauss sum associated to q. These sums are clearly in-
variants of the isomorphism class of q. Two basic properties, immediate
from the definition, are the behavior with respect to the orthogonal sum
of quadratic functions and the natural involution (opposite) of quadratic
functions

γppG, qq ` pG1, q1qq � γpG`G1, q ` q1q � γpG, qq � γpG1, q1q,
γpG,�qq � γpG, qq.
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These properties are interpreted in the classical context of the Witt group
of quadratic functions (See §4). Another useful property is the behaviour of
the Gauss sum when a homomorphism is added to the quadratic function:

(3.1) γpG, q �pbqpαqq � γpG, qq e�2πiqpαq.

Gauss sums play a fundamental rôle in the classification of pointed linking
pairings.

3.2. Classification of pointed linking pairings. The use of Gauss
sums in the classification of isomorphism classes of linking pairings goes back
to Minkowski; it is actually proved in [33] that Gauss sums form a complete
system of invariants. Using a different approach, we now extend this result
to the classification of isomorphism classes of pointed linking pairings.

A pointed linking pairing is a pair formed by a linking pairing pG,λq and
an element c � pc1, . . . , cnq P Gn for some natural integer n. Two pointed
linking pairings pG,λ, cq and pG1, λ1, c1q are isomorphic if there is an isomor-
phism of linking pairings that sends c onto c1.

In the sequel of this paragraph, we fix a nondegenerate pointed linking pair-
ing pG,λ, cq, with c � pc1, . . . , cnq P Gn, n ¥ 1. Consider now a triple
pV, h, sq where h : V Ñ Z is a homogeneous nondegenerate quadratic func-
tion on a lattice V and s � ps1, . . . , snq P pV �qn. We form a new quadratic
function on V bG defined by

(3.2) hb λ� pidV � b pλqpsb cq
where hbλ is the usual tensor product of a homogeneous quadratic function
and a linking pairing and sb c � °j sj b cj P V � bG. Explicitly

phbλq
�¸

j

xj b yj

�
�
¸
j

hpxjqλpxj , xjq�
¸
j k

bhpxj , xkqλpxj , xkq, xj P V, yj P G

where bh is the bilinear symmetric pairing associated to h. Here pidV � bpλqpsb cq is the homomorphism V bGÑ Q{Z defined by

pidV � b pλqpsb cqpxb yq �
¸
i

sipxqλpci, yq, x P V, y P G.

Let Γh,spλ, cq � Γ
�
V bG, hb λ� pidV � b pλqpsb cq

	
be the (unnormal-

ized) Gauss sum associated to the quadratic function defined above by p3.2q.
It is convenient to consider as well the normalized Gauss sum γh,spλ, cq �
γ
�
V bG, hb λ� pidV � b pλqpsb cq

	
.

Lemma 3.1. If sb c � ppbh b idGqpyq for some y P V bG, then

(3.3) γh,spλ, cq � γpV bG, hb λq � e�2πphbλqpyq.
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Proof. According to the hypothesis,

γh,spλ, cq � γ
�
V bG, hb λ� pidV � b pλqpsb cq

	
� γ

�
V bG, hb λ� pbh b pλqpyq	

� γpV bG, hb λq � e�2πphbλqpyq.

�

Also we need to define invariants extracted from the group G. Recall that
every linking pairing pG,λq splits in an orthogonal decomposition into link-
ing pairings

pG,λq �à
p

pGp, λpq

on p-groups, where p describes a finite subset of primes. Furthermore, every
linking pairing pGp, λpq splits in an orthogonal decomposition into linking
pairings

pGp, λpq �
à
k¥1

pGkp, λkpq

where each Gkp is a free Z{pk-module and hence has a well defined rank . Set

ρkppλq � rank Gkp P N.

Clearly the ranks ρkppλq depend only on the underlying group G, are additive
under direct sums and only finitely many of them are non zero.

Theorem 3.1. Two pointed linking pairings pG,λ, cq and pG1, λ1, c1q with
distinguished n-tuples c P Gn and c1 P pG1qn are isomorphic if and only if
the following conditions are satisfied:

(1) ρkppλq � ρkppλ1q for all prime p and all k ¥ 1;

(2) γh,spλ, cq � γh,spλ1, c1q for all triples pV, h, sq of lattices V equipped
with a homogeneous quadratic function h and a multiform s P
pV �qn.

We make a few observations on Th. 3.1. Condition (1) is purely group-
theoretic and does not involve the pairings nor the distinguished elements.

In condition p2q, only a finite number of Gauss sums is required. However,
it can be shown that one needs, in the most general case, to consider at least
one rank 2 lattice pV, fq.
If we replace the Gauss sums γh,spλ, cq by unnormalized Gauss sums Γh,spλ, cq
in condition (2), then condition (1) becomes redundant. Taking the absolute
value of appropriately chosen unnormalized Gauss sums yield the invariants
of condition (1).

The classification of linking pairings without distinguished point (see [33,
Th. 4.1]) is recovered from Th. 3.1 by taking n � 1 and setting c and c1

to be the zero element of G and G1 respectively. The Gauss sum γh,spλ, 0q
then is just γpV bG, hb λq.
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Proof. We give an abridged proof here, referring to [13] for details.
The proof is based on two lemmas.

The first lemma is a “reduction to linear algebra” based on the classification
of linking pairings. Let N ¥ 1. Recall that n denotes the number of distin-
guished elements. Denote by RN,n (resp. RN ) the vector space of matrices
with N rows and n columns (resp. the vector space of square symmetric
matrices of size N) with entries in Q{Z. For r � prjkq1¤j,k¤N P RN and
r1 P RN,n, set

Sr,r1pλ, cq � tpx1, . . . , xN q P GN | λpxj , xkq � rjk and λpxj , ckq � r1jku.
This set is clearly finite and we denote its cardinality by |Sr,r1pλ, cq|.
Lemma 3.2. Two pointed linking pairings pG,λ, cq and pG1, λ1, c1q with n
distinguished elements are isomorphic if and only if ρkppλq � ρkppλ1q for all

prime p and all k ¥ 1 and |Sr,r1pλ, cq| � |Sr,r1pλ1, c1q| for all matrices r P RN

and RN,n for N large enough.

The second lemma is classical.

Lemma 3.3. A family of distinct characters is free over C.

We interpret the unnormalized Gauss sums Γh,spλ, cq as characters and re-
lated them to the invariants |Sr,r1pλ, cq|. Fix a basis of V and identify h
with a square symmetric matrix of size N , each sj P V �, 1 ¤ j ¤ N , with a
vector psjkq1¤k¤N P ZN . Then

(3.4) Γh,spλ, cq �
¸
rPRN
r1PRN,n

|Sr,r1pλ, cq| exp

�
2πiTrace

�
hr � sr1

	

.

The sum is finite since only finitely many terms are non zero. The maps

κr,r1 : ph, sq ÞÑ exp

�
2πiTrace

�
fr � sr1

	

are distinct characters, hence the family pκr,r1qr,r1 is free over C. On the other
hand, only finitely many sets Sr,r1pλ, cq are non empty. Therefore there is
a finite number M of homogeneous quadratic functions equipped with multi-
forms ph1, s1q, . . . , phM , sM q such that the matrix Φ � pκrj ,r1j phk, skqq1¤j,k¤M
is invertible over C. Set

Γ � pΓhj ,sj pλ, cqq1¤j¤M , S � p|Srj ,r1j pλ, cq|q1¤j¤M .

We deduce from (3.4) the identity

Γ � Φ � S.
Since Φ is invertible, Γ determines S and conversely. The result then follows
from Lemma 3.2. �
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The Gauss sum γh,spλ, cq and the quadratic function (3.2) can be interpreted
using the discriminant construction as follows. First,

(3.5) hb λ� pidV � b pλqpsb aq � pbh b qq � p pbhQ b pλqpξ b cq,
where on the right hand side:

 q is a homogeneous quadratic refinement of λ;
 bh : V � V Ñ Z denotes the symmetric bilinear pairing associated

to the quadratic form h : V Ñ Z;

 ξ P pV 7qn is defined by pfQpξjq � sj , 1 ¤ j ¤ n;
 ξ b c � °j ξj b cj ;

 The map p pbhQ b pλqpξ b cq : V � G Ñ Q{Z is induced by the map
adjoint to bh b λ at ξ b c. It is defined by

p pbhQ b pλqpξ b cqpxb yq � pbhqQpξ, xq λpc, yq x P V, y P G.
It follows from (2.10) that the quadratic function on the right hand side
identifies to ϕbhbg,vbw�2t � jg where pW, g,wq is a bilinear lattice equipped

with an integral Wu class w P Wupgq such that pG, qq � pW 7{W,ϕg,wq,
v P Wupbhq is a Wu class for bh and t P V 7 bW 7 is a lift of ξ b c P V 7 bG.
We conclude that

(3.6) γh,spλ, cq � γpV bG,ϕbhbg,vbw�2t � jgq.

3.3. The classification of pointed quadratic functions. The re-
sults of the previous paragraph are generalized to pointed quadratic func-
tions. A pointed quadratic function on a finite abelian group G consists of
a quadratic function q : G Ñ Q{Z equipped with c � pc1, . . . , cnq P Gn for
some integer n ¥ 0. Two pointed quadratic functions pG, q, cq and pG1, q1, c1q
are isomorphic if there is an isomorphism of linking pairings that sends cj
onto c1j , 1 ¤ j ¤ n.

Before stating the theorem of this paragraph, we recall two simple defini-
tions. Given a quadratic function q : G Ñ Q{Z, the difference dqpxq �
qpxq � qp�xq, x P G, defines a homomorphism G Ñ Q{Z, the homogeneity
defect . This map is zero if and only if q is homogeneous. Recall that a qua-
dratic function canonically induces an associated linking pairing bq. Hence
there is a well defined surjective (“forgetful”) homomorphism

pG, q, cq ÞÑ pG, bq, cq
from the monoid of pointed (nondegenerate) quadratic functions (with dis-
tinguished n-tuples) to the monoid of pointed (nondegenerate) linking pair-
ings (with distinguished n-tuples). We shall use a related but distinct ho-
momorphism

pG, q, cq ÞÑ pG, bq, c`pb�1
q dqq

from the monoid of pointed (nondegenerate) quadratic functions with distin-
guished n-tuples to the monoid of pointed (nondegenerate) linking pairings

with distinguished pn � 1q-tuples. Here the adjoint map pbq : G Ñ G� is

bijective hence pb�1
q dq is a well defined element in G and c ` pb�1

q dq denotes
the pn � 1q-tuple obtained by adjoining the form dq P G� to the n-tuple
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c � pc1, . . . , cnq on the right. This latter map is not onto. (It is onto if we
restrict the image to pointed linking pairings with pn � 1q-tuples of distin-
guished points whose last distinguished point lies in 2G.)

Theorem 3.2. Two pointed quadratic functions pG, q, cq and pG1, q1, c1q with
distinguished n-tuples are isomorphic if and only if the following conditions
are satisfied:

(1) ρkppbqq � ρkppbq1q for all prime p and all k ¥ 1;

(2) γh,spbq, c` pbq�1
dqq � γh,spbq1 , c1` pbq�1

dq1q for all triples pV, h, sq of
lattices V equipped with a homogeneous quadratic function h and a
multiform s P pV �qn�1;

(3) γpG, qq � γpG1, q1q and γpG, q � pbqpciqq � γpG, q1 � pbq1pc1iqq, i �
1, . . . , n.

Remarks similar to those to Th. 3.1 also apply to Th. 3.2.

Proof. Clearly if the pointed quadratic functions are isomorphic then
the conditions are verified. Let us prove the converse. Suppose the condi-
tions are satisfied. Then the conditions of Th. 3.1 are satisfied. Therefore,

pG, bq, c ` pbq�1
dqq and pG1, bq1 , c

1 `xbq1�1
dq1q are isomorphic pointed linking

pairings. Explicitly, let φ : G Ñ G1 an isomorphism such that φ�bq1 � bq
and φpcq � c1 and φ�dq1 � dq. Replacing the triple pG1, q1, c1q by the isomor-
phic triple pG,φ�q1, φ�c1q � pG,φ�q1, cq, it is enough to show that pG, q, cq
and pG,φ�q1, cq are isomorphic. Note that dφ�q1 � φ�dq1 � dq. So we may
assume that pG, q, cq and pG, q1, cq are two pointed quadratic functions over
the same associated bilinear linking pairing, with the same homogeneity de-
fect and the same distinguished elements satisfying the conditions (1), (2)
and (3). Let us construct an isomorphism between pG, q, cq and pG, q1, cq.
Since q and q1 are quadratic functions over the same nondegenerate linking

pairing, they differ by some α P G: q1 � q � pbqpαq. The equality dq � dq1

implies that 2α � 0. Since γpG, qq � γpG, q1q � γpG, qq e2πiqpαq, we deduce

that qpαq � 0. Define a map rns : GÑ Z{2Z by bqpα, xq � rnspxq
2 mod 1 for

all x P G. Clearly rns is a homomorphism. Since qpaq � 0,

0 � qp2αq � qpαq � qpαq � bqpα, αq � bqpα, αq,
hence rnspαq � 0. Consider the map

ψ : GÑ G, x ÞÑ x� npxqα
where npxq P Z is an arbitrary lift of rnspxq P Z{2Z. Since

ψ2pxq � ψpx� npxqαq � x� npxqα� n px� npxqαqα
� x� npxqα� npxqα� npxqnpαqα
� x� npxq 2α� 0
� x� 0
� x,

ψ is an involutive automorphism of G. Furthermore,

qpψpxqq � qpx�npxqαq � qpxq�npxq bqpx, αq�qpnpxqαq � qpxq�bqpx, αq�0 � q1pxq
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for any x P G. Therefore ψ�q1 � q. Since

γpG, qq e2πiqpciq � γpG, q �pbqpciqq � γpG, q1 �pbq1pciqq � γpG, q1q e2πiq1pciq

� γpG, qq e2πq1pciq,

we deduce that qpciq � q1pciq � qpciq � bqpα, ciq, hence bqpα, ciq � 0. Hence

ψpciq � ci � npciqα � ci

for all i � 1, . . . , n. Therefore ψ is an isomorphism between pG, q, cq and
pG, q1, cq as desired. �

Remark 3.1. The system of invariants of Th. 3.2 is minimal in the sense
that if one equality among the equalities of conditions (1)–(3) is not satisfied
then there is a pair of nonisomorphic pointed quadratic functions satisfying
all the other equalities.

Example 3.1. As an illustration of the previous remark, we point out that
there exist nonisomorphic pointed quadratic functions pG, q, cq and pG, q1, c1q
such that pG, qq and pG1, q1q are isomorphic and the associated pointed link-
ing pairings pG, bq, cq and pG, bq1 , c1q are isomorphic. Such an example is
provided by

pZ{16Z, qpk mod 16q � x2 � 4x

32
mod 1, c � 1 mod 16q

and pZ{16Z, qpk mod 16q � �7x2 � 20x

32
mod 1, c1 � 3 mod 16q.

The map x ÞÑ 3x provides the isomorphism between the associated pointed
linking pairings, the map x ÞÑ 5x provides the isomorphism between the
quadratic functions, but there is no isomorphism between the pointed qua-

dratic functions. In terms of invariants, one checks that γpG, q � pbqpcqq ��
γpG, q1�xbq1pc1qq. All other equalities in the statement of Th. 3.2 are satisfied.

Corollary 3.1. Suppose that c P p2Gqn. Two pointed quadratic functions
pG, q, cq and pG1, q1, c1q with distinguished n-tuples are isomorphic if and only
if the following conditions are satisfied:

(1) ρkppbqq � ρkppbq1q for all prime p and all k ¥ 1;

(2) γh,spbq, c` pbq�1
dqq � γh,spbq1 , c1` pbq�1

dq1q for all triples pV, h, sq of
lattices V equipped with a homogeneous quadratic function h and a
multiform s P pV �qn�1;

(3) γpG, qq � γpG1, q1q.

Proof. Conditions (1) and (2) imply that c1 P p2Gqn. In the proof
of Th. 3.2, the last equality of condition (3) is used only to ensure that
bqpα, ciq � 0. But the condition ci P 2G already implies that equality for all
i � 1, . . . , n. �

Remark 3.2. Cor. 3.1 applies in particular if the underlying group has odd
order.
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Another special case worth considering is the case of pointed homogeneous
quadratic functions: it turns out that this case is analogous to the case of
pointed linking pairings. Fix a nondegenerate pointed homogeneous qua-
dratic function pG, q, cq with a distinguished n-tuple c P G. Consider a
triple pV, f, sq where pV, fq is a bilinear lattice and s an element in pV �qn.
We form the quadratic function on V bG

f b q � pidV � bpbqqpsb cq
and denote by

(3.7) γf,spq, cq � γ
�
V bG, f b q � pidV � bpbqqpsb cq

	
the corresponding Gauss sum.

Corollary 3.2. Two pointed homogeneous quadratic functions pG, q, cq and
pG1, q1, c1q with distinguished n-tuples are isomorphic if and only if the fol-
lowing conditions are satisfied:

(1) ρkppbqq � ρkppbq1q for all prime p and all k ¥ 1;

(2) γf,spq, cq � γf,spq1, c1q for all triples pV, f, sq of bilinear lattices
pV, fq equipped with a multiform s P pV �qn.

Proof. Since q is homogeneous, dq � 0, hence γh,s`sn�1pbq, c ` 0q �
γh,spbq, cq for all triples pV, h, sq of lattices V equipped with a homogeneous
quadratic function h and a multiform s P pV �qn. Observe that

hb bq � bh b q

for any homogeneous quadratic function h : V Ñ Z and homogeneous qua-
dratic function q : G Ñ Q{Z. Hence γh,spbq, cq � γbh,spq, cq. The second

observation is that γpG, qq � γf,0pq, cq and γpG, q�pbqpciqq � γf,1pq, ciq with
the pointed bilinear lattice V � Z, fp1, 1q � 1, s � 0 and s � 1Z respectively.
The result follows from Th. 3.2. �

Remark 3.3. It is possible to give a proof of Corollary 3.2 along the lines
of Th. 3.1. We leave it to the reader to prove directly that the isomorphism
class of pG, q, cq is classified by condition (1) and the Gauss sums γf,spq, cq
for all triples pV, f, sq. Since γpG, qq � γf,0pq, cq for V � Z, fp1, 1q � 1, this
easily implies the result. As mentioned above, this line of proof is valid for
homogeneous quadratic functions only.

As the particular case of quadratic functions with no distinguished element
(or with trivial element), we recover the classification of quadratic functions
[12, Th. 4.1].

Corollary 3.3. Two quadratic functions pG, qq and pG1, q1q are isomorphic
if and only if γpG, qq � γpG1, q1q and there is an isomorphism φ of their
associated linking pairings such that dq1 � φ � dq.

Remark 3.4. As illustrated in Example 3.1, the classification of pointed
quadratic functions cannot be recovered by Corollary 3.3 and Theorem 3.1
alone.
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3.4. Linking groups and pointed linking groups. We generalize
the notion of linking pairings to allow non torsion elements in the underlying
group.

Let n ¥ 1. First we extend slightly the definition linking pairings. A linking
group is a pair pG,λq where G is a finitely generated abelian group and λ :
Tors G�Tors GÑ Q{Z is a linking pairing. According to our terminology,
a linking pairing is a torsion linking group (i.e., the underlying group G in
the definition is a torsion group). If G has no torsion element, then the
linking group pG,λq reduces to the underlying group G. An isomorphism
between linking groups pG,λq and pG1, λ1q is an isomorphism φ : GÑ G1 of
groups such that φ|Tors G : Tors G Ñ Tors G1 verifies pφ|Tors Gq�pλ1q � λ.
In other words, an isomorphism of linking groups is a group isomorphism
whose restriction to torsion induces an isomorphism of linking pairings.

Example 3.2. . Any bilinear lattice pV, fq induces a linking group pGf �
Coker pf, λf q by formula p??q. (See §2.2.) This linking group is called the
discriminant linking group.

Two equivalent lattices pV, fq and pV 1, f 1q induce isomorphic discriminant
linking pairings if and only the induced nondegenerate bilinear lattices pV̄ , f̄q
and pV̄ 1, f̄ 1q are stably equivalent; however the induced discriminant linking
groups may be non isomorphic. A simple example is provided by V � Z,
fpx, yq � 2xy and V 1 � Z ` Z and f 1px ` x1, y ` y1q � 2xy. We see on this

example that Coker pf � Z{2Z while Coker pf 1 � Z`Z{2Z. Hence the linking
groups are not isomorphic while the linking pairings are.

A pointed linking group is a triple pG,λ, cq where pG,λq is a linking group
and c P Gn is a distinguished n-tuple. (In contrast with the definition of
pointed linking pairings, G is now allowed to have non torsion - including
distinguished - elements.) An isomorphism of pointed linking groups is an
isomorphism of the underlying linking groups sending the distinguished n-
tuple to the distinguished n-tuple.

Example 3.3. The first integral homology of a 3-manifold endowed with
distinguished elements provides a fundamental example of pointed linking
group.

We now derive a lemma in order to deal with isomorphism of pointed linking
groups.

The classification of pointed linking groups can be essentially reduced to the
classification of pointed linking pairings by means of the following lemma.
For a map f : A Ñ B, we denote by fbn : An Ñ Bn the n-ary cartesian
product map induced by f .

Lemma 3.4. Let pG,λ, cq and pG1, λ1, c1q be two pointed linking groups with
distinguished n-tuples c P Gn and c P G1n respectively. The following asser-
tions are equivalent:

(1) There is an isomorphism of pointed linking groups

pG,λ, cq � pG1, λ1, c1q
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(2) There are
(i) a group isomorphism ν : G{Tors G Ñ G1{Tors G1 such that

νbnprcsq � rc1s;
(ii) two retractions r : G Ñ Tors G and r1 : G1 Ñ Tors G1 of the

natural inclusions into G and G1 respectively and an isomor-
phism ψ of pointed linking pairings

pTors G,λ, rbnpcqq � pTors G1, λ1, r1bnpc1qq.

Proof. In order to lighten notation, since it is clear when n-ary carte-
sian product is meant, we suppress the superscript bn. p1q ñ p2q: clearly
a pointed linking group isomorphism ϕ induces a linking group isomor-
phism ϕ|Tors G between pTors G,λq and pTors G1, λ1q. Choose any retraction
r : GÑ Tors G of i : Tors GÑ G. Then r1 � ϕ|Tors G�r�ϕ�1 is a retraction
of i1 : Tors G1 Ñ G1. Then ϕ|Tors Gprpcqq � r1 � ϕpcq � r1pc1q. p2q ñ p1q: let
p : GÑ G{Tors G, x ÞÑ ppxq � rxs denote the canonical projection. Define
similarly the canonical projection p1 onto G1{Tors G1. The map

pr, pq : GÑ Tors G`G{Tors G, x ÞÑ prpxq, ppxq � rxsq
is a group isomorphism. There is a similar isomorphism pr1, p1q : G1 Ñ
Tors G1 `G1{Tors G1. Define an isomorphism ϕ : G Ñ G1 by the following
composition

G
pr,pq // Tors G`G{Tors G

ψ`ν // Tors G1 `G1{Tors G1
pr1,p1q�1

// G1.

Thus ϕ � pr1, p1q�1 � pψ ` νq � pr, pq. By construction ϕ|Tors G � ψ and
thus it is an isomorphism of pointed linking pairings between pλ, rpcqq and
pλ, r1pc1qq. The isomorphism ϕ : G Ñ G1 induces an isomorphism rϕs :
G{Tors G Ñ G1{Tors G1 defined by rϕsprxsq � rϕpxqs for all x P G. By
construction rϕs � ν. The formula sprxsq � x � rpxq, x P G defines unam-
biguously a section s of the canonical projection p : GÑ G{Tors G. Define
similarly a section s1 of the canonical projection p1 : G1 Ñ G1{Tors G1 by
s1prx1sq � x1 � r1px1q, x1 P G1. Then

ϕ � sprxsq � ϕpx� rpxqq � ϕpxq �ϕprpxqq � ϕpxq � r1 �ϕpxq � s1 � rϕsprxsq,
thus ϕ � s � s1 � rϕs. It follows that

ϕpcq � ϕprpcq � c� rpcqq � ϕprpcqq � ϕpsprcsqq � r1pc1q � s1prϕsprcsqq
� r1pc1q � s1pνprcsqq
� r1pc1q � s1prc1sq
� r1pc1q � c1 � r1pc1q
� c1.

�

Corollary 3.4. Two linking groups pG,λq and pG1, λ1q are isomorphic if
and only if the groups G and G1 are isomorphic and the linking groups
pTors G,λq and pTors G1, λ1q are isomorphic.
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3.5. The isomorphism problem for pointed lattices. We now give
a necessary and sufficient condition to solve the isomorphism problem for
pointed lattices (pointed linking groups with trivial linking pairing and
abelian free group). This is the Proposition 3.1 below. This condition will
be used in the sequel to manufacture invariants of linking groups.

Let V be a lattice. The linear group GLpV q acts naturally on V in the usual
way. Extend diagonally this action to any n-ary cartesian power of V .

Proposition 3.1. Let V be a lattice. Two n-tuples x � px1, . . . , xnq P V n

and y � py1, . . . , ynq P V n lie in the same orbit of GLnpV q if and only if
(3.8)

for any N P Z, for any pa1, . . . , anq P Zn,
¸
j

aj xj P N �V ô
¸
jPJ

aj yj P N �V.

To prove Proposition 3.1, we need a number of lemmas.

Lemma 3.5. Let x1, . . . , xn be Z-independent elements in a lattice V . The
sublattice S generated by x1, . . . , xn is primitive if and only if
(3.9)

for all pa1, . . . , anq P Zn with gcdpa1, . . . , anq � 1,
¸
i

aixi P V z
¤
k¡1

k � V.

Proof. Suppose that there is pa1, . . . , anq P Zn with gcdpa1, . . . , anq � 1
such that

°
i aixi P k �V for some k ¡ 1. Let y � 1

k

°
i aixi P V . By hypothe-

sis, k �y � °i aixi P S. We claim that y R S. Otherwise since the xi’s are in-
dependent, k|ai for all i, which contradicts the fact that gcdpa1, . . . , anq � 1.
Hence S is not primitive.

Conversely, suppose that S is not primitive. There exists y P V zS such that
k � y P S for some k ¡ 1. Consider the smallest integer k ¡ 1 realizing this
condition. Then there exist b1, . . . , bn such that k � y � °i bixi. Let l �
gcdpb1, . . . , bnq. Since y R S and by minimality of k, the integers k and l are
coprime. Let ai � bi{l, i � 1, . . . , n. By construction, gcdpb1, . . . , bnq � 1.
We have

ky � l
¸
i

aixiloomoon
PS

.

Since k and l are coprime,
°
i aixi P k � V . This is the desired result. �

Lemma 3.6. Let x1, . . . , xn and y1, . . . , yn be two families of independent
elements in V satisfying the condition p3.8q. Let S and S1 be the sublattices
generated by x1, . . . , xn and y1, . . . , yn respectively. Let cij P Q be rational
numbers, 1 ¤ i, j ¤ n. The primitive hull of S is generated by x1i �

°
j cijxj

if and only the primitive hull of S1 is generated by y1i �
°
j cijyj, 1 ¤ i ¤ n.

Proof. Consequence of the previous lemma. �

Lemma 3.7. With the same hypothesis and notation as in the previous
lemma, there exists an automorphism ϕ : V Ñ V such that ϕpxiq � yi
for all i.
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Proof. Define ϕpx1iq � y1i, 1 ¤ i ¤ n. This defines an isomorphism

between the respective primitive hulls rS and rS1. By Lemma 2.2, this iso-
morphism extends to an automorphism rϕ : V Ñ V . Let x1i, 1 ¤ i ¤ n,

be the generators of rS. There are rational numbers cij p1 ¤ i, j ¤ nq
such that x1i �

°
j cijxj . The matrix C � pcijq1¤i,j¤n is invertible over

Q. Since some multiple of each x1j lies in S, we deduce that the inverse

matrix C�1 � pdijq1¤i,j¤n has integral coefficients. By the hypothesis,

y1i �
°
j cijx

1
j , 1 ¤ i, j ¤ n, form a Z-basis of generators for rS1. There-

fore,

ϕpxiq � ϕ

�¸
j

dijx
1
j

�
�
¸
j

dijϕpx1jq

�
¸
j

dijy
1
j

� yi.

This is the desired result. �

Proof of Proposition 3.1. Necessity is clear. Let J be a maximal
subset of t1, . . . , nu such that the elements xj , j P J , are independent over
Z. Then the relation for N � 0 shows that the elements yj , j P J , are also
independent over Z. Applying the previous lemma yields an automorphism
ϕ P GLpV q such that ϕpxiq � yi for all i P J . Let k R J . There is a relation¸

jPJ

aj xj � ak xk � 0,

for some ak �� 0. Then

(3.10)
¸
jPJ

aj yj � ak yk � 0.

Since yj � ϕpxjq for j P J , we deduce that

0 � ϕ

�¸
jPJ

aj xj � ak xk

�
�
¸
jPJ

aj yj � ak ϕpxkq.

Comparing this equality to p3.10q, we deduce that

ak yk � ak ϕpxkq.
Since ak �� 0 and since V is torsion free, yk � ϕpxkq. �

3.6. The stable classification. We begin by recalling the classical
results on the stable classification of lattices. Recall from §2.2 that by defi-
nition, two bilinear lattices are stably equivalent if they become isomorphic
after adding to them some unimodular orthogonal summands. Furthermore,
the map

pV, fq ÞÑ pGf , λf q



62 2. RECIPROCITY

induces a bijective correspondence between stable equivalence classes of non-
degenerate bilinear lattices and isomorphism classes of nondegenerate link-
ing pairings (Th. 2.2).

The aim of this paragraph is to extend this result to the more general setting
of pointed linking groups.

A pointed bilinear lattice V is a bilinear lattice equipped with a finite ordered
collection c of elements c1, . . . , cn P V �. Pointed bilinear lattices form a
monoid for the orthogonal sum `. Let pV, f, cq and pV, f, cq be two pointed
bilinear lattices. A weak isomorphism between them is an isomorphism

ψ : pV, fq Ñ pV 1, f 1q of bilinear lattices such that ψ�pc1q � c mod pfpV q. For
instance, if the bilinear lattices are isomorphic in the usual sense and if the

distinguished elements c and c1 lie in pfpV q and pfpV 1q respectively, then the
pointed bilinear lattices are weakly isomorphic.

Example 3.4. Let pU, hq and pU 1, h1q be unimodular bilinear lattices. If ϕ :
pU, hq Ñ pU 1, h1q is an isomorphism of bilinear lattices, then ϕ : pU, h, uq Ñ
pU 1, h1, u1q is a weak isomorphism of pointed lattices for any u P Un and any
u1 P U 1n.

We say that pV, f, cq and pV 1, f 1, c1q are stably equivalent if there exist pointed
unimodular lattices pU, h, uq and pU 1, h1, u1q such that pV, f, cq`pU, h, uq and
pV 1, f 1, c1q ` pU 1, h1, u1q are weakly isomorphic as pointed bilinear lattices.

Clearly stably equivalent pointed lattices induce isomorphic pointed link-
ing groups. The main observation of this section lies in the converse and
generalizes Th. 2.2.

Theorem 3.3. Two pointed bilinear lattices pV, f, cq and pV 1, f 1, c1q are sta-
bly equivalent if and only if there is an isomorphism

φ : pCoker pf, λf , rcsq Ñ pCoker pf 1, λf 1 , rc1sq
of the induced discriminant linking groups. In fact, any isomorphism φ :
pH,λ, xq Ñ pH 1, λ1, x1q of linking groups lifts to a stable equivalence of
pointed bilinear lattices.

Proof. Let s : pV, f, cq ` pU, h, uq Ñ pV 1, f 1, c1q ` pU 1, h1, u1q be an ex-
plicit weak isomorphism realizing the two stable equivalence between the
pointed bilinear lattices pV, f, cq and pV 1, f 1, c1q. Since unimodular pointed
lattices are sent via the discriminant construction to trivial linking pairing
(with trivial distinguished elements), this isomorphism induces an isomor-
phism

Coker p{f 1 ` h1q � Coker pf 1 Ñ Coker pf � Coker {f ` h

whose restriction to Gf
1 � Tors Coker pf is an isomorphism of the linking

pairings λf
1

and λf .

Conversely, it suffices to prove the last statement. Let φ : pH,λ, xq Ñ
pH 1, λ1, x1q be an isomorphism of linking groups. Set G � Tors H and
G1 � Tors H 1. Using [14, Proof of Th. 4.1], lift φ|G : G Ñ G1 to a stable
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equivalence s between nondegenerate bilinear lattices pV, fq and pV 1, f 1q.
Consider the following commutative diagram of extension of abelian groups

0 // G
i //

φ|G
��

H
p //

φ�
��

F //

rφs
��

0

0 // G1 i // H 1
p1 // F 1 // 0

where i is the canonical inclusion and rφs : F Ñ F 1 is the isomorphism
induced by φ. The two horizontal short exact sequences are split. Choose a
section s : F Ñ H of p. Then s1 � φ � s � rφs�1 : F 1 Ñ H 1 is a section of p1.
Define

Ṽ � V ` spF q�, f̃ � f ` 0

and similarly Ṽ 1 � V 1 ` s1pF 1q�, f̃ 1 � f 1 ` 0. We see that φ̃ � s ` φ|spF q
is an isomorphism between the lattices pṼ , f̃q and pṼ 1, f̃ 1 inducing the iso-

morphism φ : pH,λq Ñ pH 1, λ1q. Furthermore, let x̃ P Ṽ � � V � ` spF q and

x̃1 P Ṽ 1� � V 1�`s1pF 1q be lifts of x P H � G`spF q and x P H 1 � G1`s1pF 1q
respectively. Clearly φ̃� sends x̃1 to x̃ mod

p̃
fpṼ q. Therefore, φ̃ is a suitable

stable equivalence between pointed bilinear lattices lifting the isomorphism
between group linkings pH,λ, xq and pH 1, λ1, x1q. �

In practice, the following corollary is useful. It shows that in the process
of stabilization, one can restrict to a particular pointed unimodular lattice.
Denote by �1 the bilinear lattice on Z sending p1, 1q to �1.

Corollary 3.5. Two n-pointed bilinear lattices pV, f, cq and V 1, f 1, c1q are
stably equivalent if and only if they are related by a finite sequence

pV, f, cq o1
99K � � � or

99K � � � o1r
L99 � � � o11

L99 pV 1, f 1, c1q
of the following two operations:

(i) lattice isomorphisms;
(ii) orthogonal sum with pZ,�1, 0q.

Let us state the particular case of torsion groups.

Corollary 3.6. Two pointed nondegenerate bilinear lattices pV, f, cq and
pV 1, f 1, c1q are stably equivalent if and only if the discriminant linking pair-
ings pGf , λf q and pGf 1 , λf 1q are isomorphic. Furthermore, any isomorphism
between two nondegenerate pointed linking pairings pG,λ, xq and pG1, λ1, x1q
can be lifted to a stable equivalence of pointed bilinear lattices pV, f, x̃q and

pV 1, f 1, x̃1q.
Remark 3.5. The notion of stable equivalence generalizes the notion of
stable equivalence for bilinear lattices (without distinguished element) and
is weaker than the notion of strongly stable equivalence defined for bilinear
lattices equipped with Wu classes. It is indeed clear from the definition
that if two triples pV, f, cq and pV 1, f 1, c1q of bilinear lattices equipped with
distinguished elements v P V � and v1 P V 1� that happen to be image of

Wu classes (by pfQ and pf 1Q respectively) are strongly stably equivalent, then
they are stably equivalent. See Th. 2.1 and Th. 2.5 respectively.
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3.7. The vanishing condition. We study precisely the condition for
a generalized Gauss sum to vanish, in terms of characteristic elements. We
keep notation from the previous paragraphs.

Lemma 3.8. γpG, qq is nonzero if and only if qpGKq � 0. If this condition
is satisfied then |γpG, qq| � 1.

See for example [6, Lemma 1.1, §2.3] for a proof. In particular:

Corollary 3.7. If q is nondegenerate (GK � 0), then γpG, qq�1 � γpG, qq.

The study of possibly degenerate quadratic functions is necessary, however,
in many contexts. For instance, the tensor product of a nondegenerate
homogeneous quadratic function and a nondegenerate bilinear lattice may
be degenerate.

Example 3.5. The tensor product of the nondegenerate quadratic form
defined by x ÞÑ x2{4, x P Z{2 and the nondegenerate bilinear lattice defined
by px, yq ÞÑ 2xy, x P Z, is degenerate.

Note that, in the general case, q|GK is a homomorphism GÑ Q{Z.

Let f : V � V Ñ Z and g : W �W Ñ Z be two nondegenerate bilinear
lattices. Endow f b g with a Wu class z P pV b W q7. Recall that the
subgroups A � jf pGf bW q and B � jgpV b Ggq are mutually orthogonal
in Gfbg with respect to the discriminant linking pairing λfbg (See §2.2,

Lemma 2.9). As before, we set H � AXB � AXAK.

We apply Lemma 3.8 to the quadratic function ϕfbg,z � jf on Gf bW . We
deduce from Lemma 2.8 that pGf bW,ϕfbg,z � jf q � pA,ϕfbg,z|Aq. The
next result is an immediate consequence:

Theorem 3.4. The following assertions are equivalent:

p1q γpGf bW,ϕfbg,z � jf q �� 0.
p2q γpV bGg, ϕfbg,z � jgq �� 0.
p3q ϕfbg,z|H � 0.
p4q ψprtsq is the characteristic element associated to λf b λg for z �

z0 � 2t with z0 P WuZpf b gq, t P V 7 bW 7, rts P Gfbg{HK and ψ

is the natural isomorphism Gfbg{HK Ñ Gf bGg.
p5q The Wu class z P Wupfbgq is sent to 0 under the natural projection

Wupf b gq Ñ Wupf b gq{2pV 7 bW � V bW 7q.

Proof. Since jf is injective (Lemma 2.8), pGf b W,ϕfbg,z � jf q �
pA,ϕfbg,z|Aq. The annihilator of ϕfbg,z|A is A X AK � H. Therefore,
applying Lemma 3.8 to the quadratic function ϕfbg,z|A gives the equiva-
lence p1q ðñ p3q. A similar argument yields p2q ðñ p3q. The equivalence
p3q ðñ p4q is Theorem 2.10. The equivalence p3q ðñ p5q follows from
Lemma 2.23 (§2.4). �

Fix a Wu class z P Wupf b gq. Recall (§2.4) that pV bW q7 acts freely and
transitively on Wupf b gq. Therefore, there exists a unique triple pv, w, ξq
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such that v P WuV pfq, w P WuW pgq and ξ P pV bW q7 such that

z � v b w � 2ξ.

It follows from (2.9) that

ϕfbg,z|H � pϕf b gq � j�1
f |H � λfbgprξs,�q|H

where λfbg denotes the (induced) bilinear pairing G{HK � H Ñ Q{Z (see
Lemma 2.23). Suppose now that z verifies one of the conditions of Th. 3.4.
Then ϕfbg,z|H � 0. Thus

pϕf,v b gq � j�1
f |H � λfbgprξs,�q|H .

Observe that the homomorphism H Ñ Q{Z, x ÞÑ pϕf,v b gq � j�1
f pxq has

order 2 in H�: this follows from Theorem 2.6. [Alternative proof: it follows
from Lemma 2.12 that pϕf,v b gq � j�1

f |H � pϕf,v b gq|Kerppλfbpgq. Note that

2 � ϕf,vpxq � λf px, xq since ϕf,v is homogeneous. Hence

2 � pϕf,v b gq � j�1
f pHq � 2 � pϕf,v b gqpKerppλf b pgqq

� p2ϕf,v b gqpKerppλf b pgqq � pλ̃f b gqpKerppλf b pgqq � 0

where λ̃f denotes the map x ÞÑ λf px, xq.] Therefore, since the bilinear pair-

ing G{HK�H Ñ Q{Z is nondegenerate, 2rξs � 0 in G{HK � Gf bGg. This

is equivalent to 2ξ P V 7 bW � V bW 7.

Hence we have proved:

Corollary 3.8. If a Wu class z P Wupf b gq satisfies ϕfbg,z|H � 0 then

z P Wu1{2pf b gq.

4. Reciprocity

We derive a formula in the Witt group of torsion quadratic functions; pre-
sented as an alternative, it generalizes all previously known formulas of
reciprocity. We keep notation from the previous paragraphs. The formula
can be regarded as a far-reaching generalization of the classical Van der Blij
formula. Hence we begin the Van der Blij formula first.

4.1. The van der Blij formula. In 1959, F. van der Blij stated a for-
mula relating the bilinear lattice to its discriminant function. In short, this
is a computation of the Gauss sum associated to a discriminant quadratic
function. Since any quadratic function is a discriminant quadratic function
(Th 2.4), this computation applies to any (nondegenerate) finite quadratic
function. The computation is explicit in terms of the bilinear lattice ly-
ing over the quadratic function and yields a fundamental invariant of the
quadratic function. The applications of this beautiful formula, many times
rediscovered, lie in algebra and topology.

Theorem 4.1. Let q : G Ñ Q{Z be a nondegenerate quadratic function on
a finite abelian group. Let pV, f, vq be any (nondegenerate) bilinear lattice
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equipped with a Wu class v P V 7 such that pGf , ϕf,vq � pG, qq. Then

(4.1) γpGf , ϕf,vq � exp
�2πi

8
psignpfq � fQpv, vqq

	
.

Here signpfq denotes the signature of the lattice pV, fq b R. It follows that
the rational residue signpfq � fQpv, vq mod 8 is an invariant of pG, qq and
will be denoted βpqq P Q{8Z.

As hinted above, the applications in algebra and topology are just too nu-
merous to list. We shall content ourselves with a few obvious observations
and consequences:

1. If q is homogeneous then βpqq P Z{8Z.
2. If pV, fq is unimodular then signpfq � fpv, vq mod 8 for any Wu

class v P V .

A complete proof of the formula above can be adapted for instance from the
original paper [3] or from [43].

4.2. Statement. A quadratic function q : GÑ Q{Z on a finite abelian
group is metabolic if there exists a subgroup H � G such that HK � H
and q|H � 0. Two quadratic functions q : G Ñ Q{Z and q1 : G1 Ñ Q{Z are
Lagrange-related if the quadratic function q` p�q1q on G`G1 is metabolic.
This defines an equivalence relation on the monoid of quadratic functions
on finite abelian groups; furthermore, the set of all equivalence classes forms
a group WQ, the Witt group of quadratic functions on finite abelian groups
(see [55, Chap. 5, §1]). The addition is induced by orthogonal sum.

It is not hard to see that the Gauss sum γpG, qq associated to a quadratic
function is actually an invariant of its Witt class. The general reciprocity
formula below is an identity between Witt classes.

Let f : V � V Ñ Z and g : W �W Ñ Z be two nondegenerate bilinear
lattices. Endow f b g with a Wu class z P pV b W q7. Recall that the
subgroups A � jf pGf bW q and B � jgpV bGgq are mutually orthogonal in
Gfbg with respect to the discriminant linking pairing λfbg. As before, we

set H � AXB � AXAK.

Theorem 4.2 (Reciprocity). The following alternative holds: either ϕfbg,z
is not identically zero on H or

(4.2) rGfbg, ϕfbg,zs � rGf bW,ϕfbg,z � jf s�rV bGg, ϕfbg,z � jgs in WQ.

A corollary of Th. 4.2 is the following reciprocity formula [62, 1.3]. Below
bar denotes complex conjugation.

Corollary 4.1.

(4.3) γpGf bW,ϕfbg,z � jf q � γpGfbg, ϕfbg,zq � γpV bGg, ϕfbg,z � jgq.

Proof of Corollary 4.1. If ϕfbg,z|H is not identically zero on H then Th. 3.4
implies that both sides of (4.3) are zero:

γpGf bW,ϕfbg,z � jf q � 0 � γpV bGg, ϕfbg,z � jgq.
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Suppose that ϕfbg,z|H is identically zero. Then the three Gauss sums ap-
pearing in (4.3) are nonzero. It is well known that the Gauss map γ induces
a homomorphism WQ Ñ C� (e.g., [55, §2]). Applying γ to the relation

(4.2) and using the fact that γpG, qq�1 � γpG, qq yields the desired relation.
�

Corollary 4.2. Let v P Wupfq and w P Wupgq. For any v0 P WuV pfq and
w0 P WuW pgq,

γ

�
Gf bW,ϕf,v0 b g � ppλf b gqp�v0�v

2

�b wq


�

γpGfbg,vbwq γ
�
V bGg, f b ϕg,w0 � p pf b pλgqpv b �w0�w

2

�q
.

(4.4)

Proof. Apply Cor. 4.1 to the case z � v b w. Noting that

v b w � v0 b w � pv � v0q b w � v b w0 � v b pw � w0q
with v � v0 P 2V 7 and w � w0 P 2W 7, we have, according to (2.9),

ϕfbg,vbw � jf � ϕf,v0 b g � pλf b gqp�v�v0
2

�b w,�q|GbW
and, according to (2.10),

ϕfbg,vbw � jg � f b ϕg,w0 � pf b λf qpv b
�
w�w0

2

�
,�q|VbGg .

This yields the desired result. �

Corollary 4.3. [6, Th. 3] For any v0 P WuV pfq and w0 P WuW pgq,
(4.5) γpGf bW,ϕf,v0 b gq � γpGfbg,vbwq γpV bGg, f b ϕg,w0q.

Proof. Cor. 4.2 with integral Wu classes v � v0 and w � w0. �

For the proof of the reciprocity, we refer to [13].





CHAPTER 3

The Weil representation of a finite abelian group

In 1964, in a remarkable paper [65], André Weil constructed a unitary rep-
resentation associated to a symplectic locally compact abelian group. In a
few decades the Weil representation has appeared to be a central object in
mathematics, lying at the crossroads between the theory of theta functions,
number theory, harmonic analysis and quantum mechanics.

In the third paragraph of his celebrated paper, André Weil makes in passing
the following remark: “qu’il me soit permis, en passant, de signaler l’intérêt
qu’il y aurait peut-être à examiner de plus près, du point de vue de la
présente théorie, le cas des groupes finis.” (“Let me mention in passing the
interest that might lie in studying more closely, from the viewpoint of the
present theory, the case of finite groups.”)

The exact intent of Weil is not immediately clear, aside from a note to a
paper by H. Kloosterman. One possible interpretation is that the existence
of the Weil representation for finite abelian groups is closely related to the
existence of Abelian Topological Quantum Field Theories.

1. The Heisenberg group

1.1. The Heisenberg group associated to a lattice. Let ω : V �
V Ñ Z be a nondegenerate symplectic lattice. We choose a form β : V �V Ñ
Z such that

(1.1) βpx, yq � βpy, xq � ωpx, yq, @x, y P V.
Such a form will be called a Seifert form. The motivation for this terminol-
ogy comes from the following example.

Example 1.1. Let Σ � S3 be an oriented smooth surface. Choose a bicollar
IntpΣq � r0, 1s � S3 � BΣ. For a 1-cycle x representing an element x in
H1pΣq, denote by x� (resp. x�) the 1-cycle representative corresponding to
x � 1 (resp. x � 0) in the bicollar. The Seifert form is a bilinear pairing
β : H1pΣq �H1pΣq Ñ Z defined by

βpx, yq � lkpx, y�q P Z, x, y P H1pΣq,
where lk denotes the usual symmetric linking pairing of cycles in S3. We
have

βpx, yq � βpy, xq � lkpx, y� � y�q � x  y
where  denotes the intersection pairing on Σ. Hence β satisfies the relation
p1.1q where ω is the intersection pairing.

69
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The Heisenberg group H pV q associated to pV, βq is defined the set V � Z
endowed with the multiplication rule

px, tq � py, t1q � px� y, t� t1 � βpx, yqq.
The short exact sequence

(1.2) 0 // Z // H pV q // V // 0.

is non-split unless ω � 0. The symplectic group SppV q is the subgroup
of automorphisms of V leaving ω invariant. The affine symplectic group
ASppV q is the group of automorphisms of H pV q acting trivially on the
center Z. It fits into the short exact sequence

(1.3) 0 // HompV,Zq // ASppV q // SppV q // 1

which is non-split unless ω � 0.

1.2. The Heisenberg group associated to a finite group. LetA be
a finite abelian group. A symplectic form on A is a nondegenerate alternate
bilinear pairing ω : A�AÑ Q{Z. We say that pA,ωq is a symplectic abelian
group. We choose a form β : A�AÑ Q{Z such that

(1.4) βpx, yq � βpy, xq � ωpx, yq, @x, y P A.

By analogy with classical knot theory (see Example 1.1 above), we still call
the form β above satisfying (1.4) a Seifert form associated to the symplectic
form ω. Note that there is no uniqueness of the Seifert form β for a given
symplectic form ω: adding a symmetric bilinear pairing to a Seifert form
produces another Seifert form.

The Heisenberg group is the extension H pAq � HβpAq associated to pA, βq:
it is the set A�Q{Z equipped with the group law

px, tq � py, t1q � px� y, t� t1 � βpx, yqq.
The Heisenberg group fits into the short exact sequence

(1.5) 0 // Q{Z // H pAq // A // 0.

The center Z of H pAq is Z � 0�Q{Z.

Lemma 1.1. The Heisenberg group H pAq is a split extension of A if and
only if H pAq is a direct product of A and Q{Z) if and only if ω � 0.

Proof. If ω � 0 then H pAq � A � Q{Z with direct product group
structure. Conversely, suppose that the extension H pAq is split. There
exists then a section s : A Ñ H pAq, spaq � ps1paq, s2paqq, with s1 : A Ñ A
and s2 : AÑ Q{Z. Since s is a section, we must have s1paq � a. Since s is
a group homomorphism,

s2pa� a1q � s2paq � s2pa1q � βpa, a1q, @a, a1 P A.
This implies that β is symmetric, which in turn implies that ω � 0. �
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Let

(1.6) ASppAq � ts P AutpH pAqq | s|Z � IdZu.

Let SppAq denote the symplectic group of pA,ωq, that is, the subgroup of
automorphisms of A leaving ω invariant. Note that SppAq is finite. It is not
hard to see that ASppAq is an extension of SppAq that fits into the short
exact sequence

(1.7) 0 // HompA,Q{Zq // ASppAq // SppAq // 1.

(In particular, ASppAq is finite.) More exactly, elements in ASppAq can be
presented as ordered pairs ps, qq, s P AutpAq, q : AÑ Q{Z acting on HpAq
by

(1.8) ps, qq � px, tq � pspxq, t� qpxqq, px, tq P HpAq.
The group law in ASppAq is given by

(1.9) ps, qq � ps1, q1q � ps � s1, q � s1 � q1q.
Furthermore, s and q are related by the formula

(1.10) qpx� yq � qpxq � qpyq � βpspxq, spyqq � βpx, yq, @x, y P A.
Since the left hand side is symmetric, it follows that s P SppAq. Since the
right hand side is bilinear, it follows that q is a quadratic function on A. In
particular, each s P SppAq determines a linking pairing λs : A � A Ñ Q{Z
defined by

(1.11) λspx, yq � βpspxq, spyqq � βpx, yq, x, y P A.
Lemma 1.2. The following assertions are equivalent:

(1) The affine symplectic group ASppAq is a split extension of SppAq
and HompA,Q{Zq;

(2) A has odd order.
(3) Multiplication by 2 defines an automorphism of A;

Proof. Let ASp1pAq denote the set of pairs ps, λsq where s P SppAq and
λs � s�β � β. This set is a group for the operation

ps, λsq � ps1, λs1q � ps � s1, ps1q�λs � λs1q.
Let ps, qq P ASppAq. According to (1.10), bq � λs. The projection map
p : ASppAq Ñ SppAq, ps, qq ÞÑ s factors through the map p2 : ASppAq Ñ
ASp1pAq, ps, qq ÞÑ ps, bqq, so that the diagram

ASppAq p //

p2 %%LLLLLLLLLL
SppAq

ASp1pAq
p1

99ttttttttt

commutes. There is a section σ : SppAq Ñ ASppAq if and only if there is a
section σ2 : ASp1pAq Ñ ASppAq. Thus the proof is a relative version of the
proof of Prop. 4.1.
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Let us prove p1q ùñ p2q. Assume that A has even order. We shall show that
there is no group-theoretic section σ2 : ASp1pAq Ñ ASppAq. Consider an
element x0 P A of order 2k where k is maximal. There exists another element
x1 P A of order 2k such that the isotropic subgroups B0 and B1 generated
by x0 and x1 respectively do not intersect nontrivially, the subgroup B0`B1

is an orthogonal summand of pA,ωq and

ωpx0, x1q � βpx0, x1q � x0 � x1

2k
pmod 1q, βpx1, x0q � βpx0, x0q � βpx1, x1q.

Define a symplectomorphism s : AÑ A by setting

spm x0, n x1q � p�n x0,m x1q, m, n P Z

and by extending by the identity on the orthogonal complement of B0`B1.
Then λs � s�β�β is a symmetric linking pairing of order 2k. For x � px0, x1q
and x1 � px10, x11q, we have

λspx, x1q � �x1x
1
0 � x0x

1
1

2k
mod 1.

A quadratic enhancement of λs is the quadratic form q defined by qpxq �
�x0x1

2k
...

Let us prove p3q ùñ p1q. We should prove that the short exact sequence
p1.7q is split. Define a map σ : SppAq Ñ ASppAq by σpsq � ps, qsq with

qspxq � 1

2
λspx, xq, x P A.

The map qs : A Ñ Q{Z is clearly a (homogeneous) quadratic function. We
have

qs�s1pxq � 1

2

�
βps � s1pxq, s � s1pxqq � βpx, xq�

� 1

2

�
βps � s1pxq, s � s1pxqq � βps1pxq, s1pxqq�

� 1

2

�
βps1pxq, s1pxqq � βpx, xq�

� qs � s1pxq � qs1pxq.
It follows that

σps � s1q � ps � s1, qs�s1q � ps � s1, qs � s1 � qs1q � σpsq � σps1q.
Hence σ is a group-theoretic section of the short exact sequence p1.7q.
Let us prove p1q ùñ p2q. Let ASp1pAq denote the set of pairs ps, λsq where
s P SppAq and λs � s�β � β. This set is a group for the operation

ps, λsq � ps1, λs1q � ps � s1, ps1q�λs � λs1q.
Let ps, qq P ASppAq. According to (1.10), bq � λs.

The projection map ASppAq Ñ SppAq, ps, qq ÞÑ s factors through the map
ASppAq Ñ ASp1pAq, ps, qq ÞÑ ps, bqq. Hence if the projection map ps, qq ÞÑ s
has a section, then the projection map ps, qq ÞÑ ps, bqq has a section.

�
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Remark 1.1. By definition the Heisenberg group depends on a Seifert form
β for the symplectic form ω. For any two Seifert forms β, β1 : A � A Ñ
Q{Z for ω, the corresponding Heisenberg groups HβpAq and Hβ1pAq are
isomorphic by an isomorphism that is trivial on the center. But there is no
canonical isomorphism. Consider the set Iβ,β1 of all isomorphisms HβpAq Ñ
Hβ1pAq that act trivially on the center Z. Then the group ASppAq acts freely
and transitively on Iβ,β1 . It is therefore sufficient to fix one Seifert form β
for ω and study the corresponding group ASppAq.
Remark 1.2. Our presentation of the Heisenberg groups in this paragraph
and in the previous one uses the additive notation for the value group (since
the applications we have in mind are for lattices and finite groups). Given
a symplectic abelian group pA,ωq with Seifert form β, we may regard the
symplectic form and the Seifert form as bimultiplicative pairings A � A Ñ
Up1q into the multiplicative group Up1q. Then we could equivalently define
the Heisenberg group associated to A by the same group law as before but on
the underlying set A�Up1q. This leads to a Heisenberg group H pA; Up1qq
that contains an isomorphic image of the Heisenberg group H pAq.

2. The Heisenberg group and the discriminant

The goal of this paragraph is to study the Heisenberg group associated to the
discriminant group. Let pV, ωq be a nondegenerate symplectic lattice. The
discriminant construction (see Chap. ) associated to pV, ωq a discriminant
finite symplectic group pGω, λωq that fits into the exact sequence

0 // V
ω̂ // V 7 // Gω // 0.

The intermediate group V 7 has a natural symplectic structure induced by
ω, namely ωQ|V 7�V 7 : V 7 � V 7 Ñ Q.

Lemma 2.1. There is a Seifert form β : V � V Ñ Z associated to ω such
that βQpV, V 7q � Z and βQpV 7, V q � Z.

In the sequel we fix such a Seifert form β for V . This determines a Heisenberg
group HpV q for V . Then V 7 has also a Seifert form, namely βQ|V 7�V 7 : V 7�
V 7 Ñ Q. We define the Heisenberg groupHpV 7q associated to pV 7, βQ|V 7�V 7q
in the same way as before: it is the set V 7�Q endowed with the usual mul-
tiplication rule.

The last symplectic group pGω, λωq also inherits a Seifert form, namely the
Seifert form defined by

βωprxs, rysq � βQpx, yq mod 1, x, y P V 7.

(Lemma 2.1 ensures that this is well defined.)

Lemma 2.2. There is a short exact sequence

0 // HpV q // HpV 7q // HpGωq // 0.
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Proof. The inclusion map HpV q Ñ HpV 7q is the natural one provided
by the set-theoretic inclusion. By Lemma 2.1, HpV q � HpV 7q. The natu-
ral projection map HpV 7q{HpV q Ñ HpGωq, pw, tq ÞÑ prws, rtsq is a group
isomorphism. �

3. The Schrödinger representation

In this section, pA,ωq is a finite symplectic group.

First we choose a suitable pair (a Seifert form β, a Lagrangian A1 in A).

Corollary 3.1. There exists a pair of transverse Lagrangians A0, A1 for
pA,ωq such that βpA0, A0q � βpA1, A1q � βpA0, A1q � 0 and the bilinear
pairing β|A1�A0 : A1 �A0 Ñ Q{Z is nonsingular.

Proof. By the decomposition result of Prop. 3.2, pA,ωq � kkPKpBk, ωkq
where Bk is the direct sum of two copies of a cyclic group of order pnk

and ωpxk, ykq � 1{pnk for some nk P N� and some set xk, yk of genera-
tors of Bk. We may assume that the sets txk, k P Ku and tyk, k P Ku
generate Lagrangians A1 and A0 respectively in A. Define a Seifert form
β : A� AÑ Q{Z for ω (cf. proof of Cor. 3.4) by the formulas βpxk, xkq �
βpyk, ykq � βpyk, xkq � 0 and βpxk, ykq � ωpxk, ykq and bilinear extension.
Then β|A1�A0 � ω|A1�A0 . The last statement of the lemma follows. �

In the sequel, pA,ωq is endowed with a triple pβ,A0, A1q satisfying the prop-
erties of Corollary 3.1.

Let χ : Z Ñ Up1q be a character on the center of H pAq. For each a P A,
define a character

χa : AÑ Up1q, x ÞÑ χpβpa, xqq.
Let L2A0 be the Hilbert space consisting of C-valued functions over A0

endowed with the positive definite hermitian product

(3.1) pf, gq ÞÑ
¸
xPA0

fpxq � gpxq.

An orthonormal basis for L2A0 consists of the set of functions δx, x P A0

defined by δxpyq � 1 if x � y and δxpyq � 0 otherwise. Recall that L2A0 is
actually a commutative and associative algebra for the convolution product

f � g pxq �
¸
yPA0

fpx� yq gpyq, x P A0.

We have δx � δy � δx�y, x, y P A0. The map

x ÞÑ δx

extends linearly to an algebra isomorphism CrA0s Ñ L2A0.

Consider on L2A0 the following two operators:

 Translation: pTa0fqpzq � fpz � a0q defined for a0 P A0.
 Modulation: pMa1fqpzq � χa1pzq fpzq defined for a1 P A1.
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Remark 3.1. Our convention for the translation operator is chosen so that

Ta0δx � δx�a0 , x P A, a0 P A0.

The modulation operator can also be written

Ma1δx � χa1pxq δx, x P A, a1 P A1.

Definition 3.1. For each a � pa0, a1q P A, define the Weyl operator Wa :
L2A0 Ñ L2A0 by

Wa � Ta0Ma1 .

It is clear from the definition that W0 � IdL2A0
. Furthermore, if a � pa0, a1q

and b � pb0, b1q then

(3.2) WbWa � χb1pa0q Wb�a.

It follows that

(3.3) WbWa � χa1pb0q�1χb1pa0q WaWb.

Lemma 3.1. For any a � pa0, a1q P A,

(3.4) W �
a � χa1pa0q W�a.

In particular, W �
aWa � IdL2A0

.

Proof. Using the inner product (3.1), one computes

xf,W�agy � χa1pa0qxWaf, gy.
The first assertion follows. Now by p3.4q and p3.2q,

W �
aWa � χa1pa0qW�aWa � χa1pa0qχ�a1pa0qW0 � IdL2A0

.

�

Let UpL2A0q denote the space of unitary operators on L2A0. The map

AÑ UpL2A0q, a ÞÑWa,

is a projective unitary representation in the sense that there is a cocycle
cpa, bq � χa1pb0q�1 P Up1q such that Wa�b � cpa, bqWaWb. The (multiplica-
tively written) group (known as the Mackey obstruction group associated to
A, c) that consists of all pairs pa, tq P A�Up1q endowed with the law

pa, zq � pa1, z1q � paa1, zz1cpa, bq�1q, a P A, z P Up1q
is precisely the Heisenberg group H pA; Up1qq defined in Remark 1.2. The
map

π : H pAq Ñ UpL2A0q, pa, tq ÞÑ χptq Wa,

is a faithful unitary linear representation of H pAq. This is the Schrödinger
representation of the Heisenberg group.

Lemma 3.2. The following properties hold:

(1) The Weyl operators Wa, a P A, form a basis of EndCpL2A0q.
(2) The Schrödinger representation π : H pAq Ñ UpL2A0q is irre-

ducible.
(3) π|Zp0, tq � χptq Id for all t P Q{Z.
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Proof. We follow [49, Lemma 3.2], see also [29, p. 823].

(1) Define a representation AÑ EndCpL2A0q by

αpxqφ �WxφW
�1
x .

If a � pa0, a1q and b � pb0, b1q then the relation (3.3) implies that

αpbqpWaq � χa1pb0q�1χb1pa0q Wa.

Let
Ξapbq � χa1pb0q�1χb1pa0q.

Wa is an eigenvector of α with eigencharacter Ξa. Since a ÞÑ Ξa is an iso-
morphism of A onto HompA,S1q, the eigenvectors Wa have distinct eigen-
characters. It follows that tWa, a P Au is a set of linearly independent
elements of EndCpL2A0q. Since the cardinality of this set is

|A| � |A0| � |A1| � |A0| � |A0| � |A0|2 � dimC EndCpL2A0q,
the set is a basis of EndCpL2A0q.
(2) A subspace of L2A0 invariant under all the Weyl operators Wa is invari-
ant under EndCpL2A0q, according to 1. Thus it is either 0 or L2A0.

(3) Follows from definitions. �

Theorem 3.1 (Stone-Von Neumann-Mackey). For any irreducible unitary
representation ρ : H pAq Ñ UpHq where H is a Hilbert space such that
ρ|Zp0, tq � χptq IdH, there is an isometry Ψ : L2pA0q Ñ H such that

Ψpπphqfq � ρphqΨpfq, for all f P L2pA0q, h P H pAq.

In short: up to unitary equivalence, there is a unique unitary irreducible
representation π : H pAq Ñ UpL2A0q such that π|Zp0, tq � χptq IdL2A0

.
The Schrödinger representation is essentially unique.

Proof. We follow [49, Theorem 3.1] supplying details from [38, p.26-
27]. Since π is faithful, we regard H pAq as embedded into UpL2A0q. By
the previous lemma, EndCpL2A0q is freely generated over C by the Weyl
operators Wa, a P A. Therefore ρ : H pAq Ñ UpHq extends linearly to a
representation ρ̃ : CrH pAqs � EndCpL2A0q Ñ EndCpHq by

(3.5) ρ̃

�¸
a

λaWa

�
�
¸
a

λaρpWaq.

This turns H into a EndCpL2A0q-module. Since ρ is irreducible, H is a
simple EndCpL2A0q-module. On the one hand, since ρ is unitary,

ρpWaq�ρpWaq � IdH for all a P A.
On the other hand, since Wa is unitary,

ρpW �
a qρpWaq � ρpW �

aWaq � ρpIdL2A0
q � IdH.

Hence ρpW �
a q � ρpWaq�1 � ρpWaq�. It follows from p3.5q that

ρ̃pφ�q � ρ̃pφq� for all φ P EndCpL2A0q.
For a P A0, let pa be the orthogonal projector onto Cδa � L2A0 defined
by papfq � xf, δayδa. Then p2

a � pa and p�a � pa. Furthermore, ρ̃ppaq2 �
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ρ̃pp2
aq � ρ̃ppaq and ρ̃ppaq� � ρ̃pp�aq � ρ̃ppaq thus ρ̃ppaq is an orthogonal

projector. Since ρ̃ is injective, ρ̃ppaq has rank 1. In particular,

ρ̃ppaqH � Cv0 �� 0

for some vector v0 P H, ||v0||H � 1. Define a map Ψ : L2A0 Ñ H by setting

Ψpφδ0q � ρ̃pφqv0, φ P EndCpL2A0q
and extending by C-linearity. This map is well defined since

(i) EndCpV qδ0 � L2A0;
(ii) if φpδ0q � φ1pδ0q then φp0 � φ1p0, so ρ̃pφqρ̃pp0q � ρ̃pφ1qρ̃pp0q, hence

pρ̃pφq � ρ̃pφ1qq � ρ̃pp0q � 0. Since ρ̃pp0q �� 0, we have ρ̃pφq|H0 �
ρ̃pφ1q|H0 so that ρ̃pφqh � ρ̃pφ1qh.

We claim that Ψ is surjective. Let φa P EndCpL2A0q such that φapδ0q �
δa. Then φap0φ

�
a � pa and therefore IdL2A0

� °
aPA0

φapaφ
�
a Applying

ρ̃ : EndCpL2A0q Ñ EndCpHq yields

IdH �
¸
aPA0

ρ̃pφaqρ̃pp0qρ̃pφaq�.

Hence any element h P H decomposes as h � °aPA0
λaρ̃pφaqv0. Surjectivity

of Ψ follows.

Observe that Ψpφδaq � Ψpφφaδ0q � ρ̃pφφaqv0 � ρ̃pφqρ̃pφaqv0 � ρ̃pφqΨpφaδ0q �
ρ̃pφqΨpδaq. It follows that

(3.6) Ψpφfq � ρ̃pφqΨpfq for all φ P EndCpL2A0q and f P L2A0.

Using again that ρ is unitary, we deduce that Ψ : L2A0 Ñ H is an isometry.
Restricting the property (3.6) to H pAq yields the desired result. �

An alternative incarnation of Schrödinger representation is the representa-
tion of H pAq induced from a maximal abelian normal subgroup in H pAq.
Lemma 3.3. For any Lagrangian A1 in A, the subset L1 � A1 � Q{Z �
H pAq is a maximal abelian normal subgroup.

In particular, L1 contains the center Z � 0 � Q{Z. Extend the character
χ : Z Ñ Up1q to a character χ̃ on L1 by

χ̃ : L1 Ñ Up1q, px, tq ÞÑ χptq.
We now assume that these choices are fixed throughout the construction to
follow.

Let HA1 be the Hilbert space of functions f : H pAq Ñ C such that

fph � lq � χ̃plq�1fphq, h P H pAq, l P L1.

The induced representation is given by the action of H pAq on HA1 by left
translations

π1phqrf spxq � fph�1xq, f P HA1 , h P H pAq.
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To see that this representation is equivalent to the previous representation
π, observe first that any map f : A0 Ñ C extends in a unique way to a maprf P HA1 defined byrfpa0 � lq � χ̃plq�1 fpa0q, a0 P A0, l P L1.

Proposition 3.1. The map f ÞÑ rf is an isometry

L2pA0q Ñ HA1 , f ÞÑ rf,
which is an equivalence between the representations π and π1.

Proof. The first assertion follows from the definition. For the second
assertion, we verify the identify �πphqrf s � π1phqrf̃ s for h P H pAq and
f P L2pA0q. �

It follows in particular that the Schrödinger representation only depends on
the choice of one Lagrangian A0 in A rather than on a pair of transverse
Lagrangians of A. This is also clear from the definition of the Weyl operator
(where A1 can be replaced by A{A0 throughout the construction).

As our construction is based on the finite group A, there is yet another
presentation of the Schrödinger representation as a quotient of the group
algebra of the Heisenberg group. Let I � IA1,χ be the two-sided ideal in
CrH pAqs generated by the set th � l � χplqh, h P H pAq, l P L1u. Set

HpAq � CrH pAqs{I.
The Heisenberg group H pAq acts by translations on the left on the group
algebra CrH pAqs:

h � δk � δhk, h, k P H pAq.
Since I is stable under H pAq, this action descends to a representation
H pAq �HpAq Ñ HpAq:

π2phqrδks � rh � δks � rδhks, h, k P H pAq.
Proposition 3.2. The map δa0 ÞÑ rδa0s defines an equivalence

L2A0 Ñ HpAq
between the representation π and π2.

4. The Weil representation

4.1. The canonical intertwining operator. Consider the version of
the Schrödinger representation constructed in the previous paragraph as an
induced functional representation. It is defined as a map πΛ : H pAq Ñ
UpHΛqq (noted π1 in the previous paragraph) and depends on the choice
of a Lagrangian Λ in A (noted A1 in the previous paragraph). Another
choice of Lagrangian Λ1 leads to another Schrödinger representation πΛ1 :
H pAq Ñ UpHΛ1q. By the Stone-Von Neumann-Mackey theorem, the two
representations are unitary equivalent: there exists an isometry ρΛ1,Λ P
HomH pAqpHΛ,HΛ1q such that

ρΛ1,ΛpπΛfq � πΛ1pρΛ1,Λpfqq, f P HΛ.
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This relation determines the map ρΛ1,Λ1 up to a scalar of modulus one. Such
a map is called an intertwining operator .

Lemma 4.1. Suppose that Λ and Λ1 are transverse in A. Up to a complex
unit scalar,

(4.1) ρΛ1,Λrf sphq �
¸
l1PΛ1

fph � pl1, 0qq

Proof. We need to verify that ρrf s P HΛ1 . Let L1 � Λ1 � Q{Z the
maximal normal subgroup associated to Λ1. Let x1 � pl2, tq � pl2, 0qp0, tq P
L1. Then fphx1q � fph � pl2, 0q � p0, tq � pl1, 0qq � fph � pl2, 0qpl1, 0q � p0, tqq �
χptq�1 �fph �pl2, 0qpl1, 0qq � χ̃px1q�1fph �pl2, 0qpl1, 0qq. Then by summing over
l1 P Λ1, we see that ρrf sphx1q � χ̃px1q�1 � ρrf sphq. Thus ρrf s P HΛ1 . Next,
since the action is by translations, ρ is a H pAq-map. �

Consider now three Lagrangians Λ, Λ1 and Λ2 in A. They give rise to three
intertwining operators ρΛ1,Λ, ρΛ2,Λ1 and ρΛ2,Λ respectively. Both ρΛ2,Λ and
ρΛ2,Λ1�ρΛ1,Λ are intertwiners of HΛ2 and HΛ. Since HΛ is irreducible (Lemma
3.2), it follows from Schur’s lemma that there exists CpΛ2,Λ1,Λq P C such
that

(4.2) ρΛ2,Λ1 � ρΛ1,Λ � CpΛ2,Λ1,Λq ρΛ2,Λ.

As noticed by A. Weil, it turns out that the cocycle CpΛ2,Λ1,Λq can be
expressed as a Gauss sum. We shall describe it in the case when Λ2,Λ1

and Λ are mutually transverse. Since Λ k Λ2 � A, there is a well-defined
projection pΛ2,Λ : AÑ Λ2 on Λ2 with respect to Λ. Consider the restriction
p : Λ1 Ñ Λ2 of the map pΛ2,Λ to Λ1.

Lemma 4.2. Suppose Λ2,Λ1 and Λ are mutually transverse. Then

CpΛ2,Λ1,Λq �
¸
l1PΛ1

χp�βpl1, pΛ2,Λpl1qq.

Proof. Let δ̃0 P HΛ the extension of the map δ0 (defined in Prop. 3.1).

Note that the support of δ̃0 is Z �Λ � Λ�Q{Z. We apply the identity p4.2q
to δ̃0 evaluated at x � 0. Since Λ and Λ1 are transverse, Z � Λ and Z � Λ1

intersect exactly on the center Z. Hence

ρΛ1,Λrδ̃0sp0q �
¸
l1PΛ1

δ̃0pl1, 0q � δ̃0p0q � 1.

Thus

CpΛ2,Λ1,Λq � ρΛ2,Λ1pρΛ1,Λrδ̃0sqp0q
�
¸
l2PΛ2

¸
l1PΛ1

δ̃0ppl2, 0qpl1, 0qq

�
¸
l2PΛ2

¸
l1PΛ1

δ̃0pl2 � l1, βpl2, l1qq.

Now δ̃0pa, tq �� 0 if and only if a P Λ. Thus the only nonzero terms in the
sum above occur when l2� l1 P Λ. This is equivalent to l2 � �pΛ2,Λpl1q. Let
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us compute this term:

δ̃0pl1 � pΛ2,Λpl1qloooooomoooooon
PΛ

, βp�pΛ2,Λpl1q, l1qq � χpβp�pΛ2,Λpl1q, l1qq.

Summing over all l1 P Λ1 yields the desired result. �

4.2. Definition of the Weil representation. By definition, the affine
symplectic group ASppAq acts by automorphisms on the Heisenberg group
H pAq:

ASppAq �H pAq Ñ H pAq, ps, hq ÞÑ sphq.
For each s P ASppAq, define a new representation πs of the Heisenberg group
by

πsphq � πpsphqqq, h P H pAq.
This representation is still irreducible unitary and verifies

πs|Zp0, tq � π|Zpp0, tqsq � π|Zp0, tq � χptq IdL2A0

for any t P Q{Z. Hence by Theorem 3.1, the representations π and πs are
unitary equivalent: there exists a unitary operator (defined up to a unitary
scalar) ρs P L2A0 Ñ L2A0 such that

(4.3) ρspπphqfq � πsphqpρsfq, @h P H pAq, @f P L2A0.

Equivalently,

(4.4) πs � ρs π ρ
�1
s .

The Weil representation is the map

ASppAq Ñ UpL2A0q, s ÞÑ ρs.

This definition depends on the choice, for each s P ASppAq, of a unitary
operator ρs P UpL2A0q verifying p4.4q.
Lemma 4.3. The Weil representation is a projective representation in the
sense that for any s, s1 P ASppAq, there exists cps, s1q P Up1q � S1 such that

(4.5) ρss1 � cps, s1q ρsρs1 .
The map ps, s1q ÞÑ cps, s1q is a 2-cocycle satisfying the identity

(4.6) cps0, s1s2qcps1, s2q � cps0s1, s2qcps0, s1q, @s0, s1, s2 P ASppAq.

Proof. For s, s1 P ASppAq,
ρsρs1πphq � ρsπ

s1phqρs1 � ρsπps1phqqρs1 � πsps1phqqρsρs1 � πpss1phqqρsρs1
� πss

1phqρsρs1 .

Set Cps, s1q � ρ�1
ss1ρsρs1 P UpL2A0q. Then

Cps, s1qπphq � ρ�1
ss1ρsρs1πphq � ρ�1

ss1π
ss1phqρsρs1 � πphqρ�1

ss1ρsρs1 � πphqCps, s1q.
Since π is irreducible, Schur’s lemma implies that Cps, s1q � cps, s1q IdL2A0

for some multiple cps, s1q P C�. Since Cps, s1q is unitary, cps, s1q P Up1q.
The cocycle identity is derived from associativity by writing down the equal-
ity ρs0�ps1s2q � ρps0s1q�s2 and applying (4.5). �
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There is the natural question of linearization: can one choose the operators
pρsqsPASppAq in such a way that the corresponding Weil representation is
linear ? Specifically, is there a map b : A Ñ Up1q such that s ÞÑ bpsq ρs is
linear ? Such a map exists if and only if bpss1q cps, s1q � bpsq bps1q for all
s, s1 P ASppAq. The cocycle c is a coboundary in this case.

In general there is a construction of a central extension of ASppAq that has
defined on it a linear representation induced by the projective Weil represen-
tation and the cocycle c. The set ASppAqc of all pairs ps, tq P ASppAq�Up1q
becomes a group (the Mackey obstruction group associated to c) when en-
dowed with the operation

ps, tq � ps1, t1q � pss1, tt1cps, s1q�1q, s P AsppAq, t P Up1q.
Clearly the group ASppAqc is a central extension of ASppAq and fits into the
short exact sequence

(4.7) 1 Ñ Up1q Ñ ASppAqc Ñ ASppAq Ñ 1.

The map, induced by the projective Weil representation, defined by

ASppAqc Ñ UpL2A0q, ps, tq ÞÑ t ρs

is a linear representation.

One can ask for a smallest group U , a map u : U Ñ Up1q and a group Gc
and a map g : Gc Ñ ASppAqc such that there is a commutative diagram
with exact sequences

1 // Up1q // ASppAqc // ASppAq // 1

1 // U

u

OO

// Gc

g

OO

// ASppAq // 1.

By taking U � 1, we see the following

Proposition 4.1. The Weil representation is linearizable if and only if the
short exact sequence p4.7q splits.

Theorem 4.1. If A had odd order, then the Weil representation is lineariz-
able. If A had even order, then the projective Weil representation lifts to a
linear representation of the double cover of ASppAq.

5. The Maslov index for finite groups

We define here the Maslov index for an ordered triple of Lagrangians in a
finite symplectic group pA,ωq. We adapt the original definition by Kashi-
wara as described by Lion and Vergne in [38, I, §1.5] to our setting. For
other generalizations see also the work of Kamgarpour and Thomas [32].

Let A be a symplectic abelian group. Let A0, A1, A2 be three Lagrangians in
A. Consider the abelian group A0`A1`A2. The Maslov index is defined as
the Witt class of the homogeneous quadratic form Q defined on A0`A1`A2

by

Qpa0�a1�a2q � ωpa0, a1q�ωpa1, a2q�ωpa2, a0q, pa0, a1, a2q P A0�A1�A2.
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In the case when A is a lattice, the Witt group is the Witt group of integral
quadratic forms is isomorphic to Z, the isomorphism being given by the
signature. In the case when A is a finite abelian group, the Witt group is
the Witt group WQ of finite quadratic forms is isomorphic to Z{8Z�Z{2Z.
We denote the Maslov index of pL0, L1, L2q by µpL0, L1, L2q PWQ.

The following two properties are consequences of the definition. The first
property states that the Maslov index is invariant under circular permuta-
tion:

(5.1) µpL0, L1, L2q � �µpL1, L0, L2q � �µpL0, L2, L1q.

From the classification of finite symplectic pairings, we see that the symplec-
tic group SppAq acts transitively on pairs of transverse Lagrangians. The
second property states the Maslov index is invariant under the action of the
symplectic group:

(5.2) @s P SppAq, µps L0, s L1, s L2q � µpL0, L1, L2q.

A more subtle property of the Maslov index is the chain relation.

Proposition 5.1. Let A0, A1, A2, L be four Lagrangians. The Maslov index
verifies the relation

(5.3) µpA0, A1, A2q � µpA0, A1, Lq � µpA1, A2, Lq � µpA2, A0, Lq.

The chain relation is a relation in the Witt group. In the classical setting
(when A is a lattice or a vector space), the Maslov index is an integer and
the chain relation has a geometric interpretation. See [38, I, §1.5.8] for a
proof. (Autres références...)

6. The Weil representation of a finite quadratic form

Let q : G Ñ Q{Z be a homogeneous quadratic form on a finite abelian
group G with associated linking pairing bq : G�GÑ Q{Z. Let pV, ωq be a
symplectic lattice equipped with a Seifert form β : V � V Ñ Z. Then the
form

bq b ω : Gb V �Gb V Ñ Q{Z
is nondegenerate and alternate, hence is defines a symplectic form on GbV .

Lemma 6.1. The form bq b β : Gb V �Gb V Ñ Q{Z is a Seifert form for
bq b ω.

Proof. Let x, x1 P G and y, y1 P V . We compute

pbq b βqpxb y, x1 b y1q � pbq b βqpx1 b y1, xb yq � bqpx, x1qβpy, y1q � bqpx1, xqβpy1, yq
� bqpx, x1qβpy, y1q � bqpx, x1qβpy1, yq
� bqpx, x1q

�
βpy, y1q � βpy1, yq�

� bqpx, x1qωpy, y1q
� pbq b ωqpxb y, x1 b y1q
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where we used that bq is symmetric in the second equality. �

Denote by Opqq the group of automorphisms of G fixing q. Recall that for
s P SppV q, λs P LinkpV q denotes the linking pairing defined by λs � s�β�β.

Proposition 6.1. There is a well defined monomorphism

Opqq b SppV q Ñ ASppGb V q, αb s ÞÑ pαb s, q b λsq.
In particular, there is a well defined monomorphism

SppV q Ñ ASppGb V q, s ÞÑ pidG b s, q b λsq.

Proof. The point is to verify that pαbs, qbλsq P ASppGbV q. Clearly
αb s P SppGb V q. We compute

bqbλspxb y, x1 b y1q � pbq b λsqpxb y, x1 b y1q
� bqpx, x1q �

�
βpsy, sy1q � βpy, y1q�

� bqpx, x1q βpsy, sy1q � bqpx, x1q βpy, y1q
� bqpαx, αx1q βpsy, sy1q � bqpx, x1q βpy, y1q
� pbq b βq�pαb sqpxb yq, pαb sqpx1 b y1q�� pbq b βqpxb y, x1 b y1q.

�

Suppose that V � L0 ` L1 is a Lagrangian decomposition of V . Then
G b V � pG b L0q ` pG b L1q is a Lagrangian decomposition of G b V .
Composing the map of Prop. 6.1 with the Weil representation defined in
the previous section gives a projective representation

Opqq b SppV q Ñ UpL2pGb L0qq, pα, sq ÞÑ ραbs,qbλs .

This is the Weil representation of the quadratic form q.

The groups Opqq and SppV q, viewed as subgroups of ASppGbV q, are mutual
centralizers. They form a prominent instance of an reductive dual pair .

7. Particular cases and examples

Several particular cases of the Weil representation of the quadratic form q are
of interest. The representation Opqq b SppV q Ñ UpL2pGb L0qq considered
in the previous paragraph restricts to a representation

SppV q Ñ UpL2pGb L0qq, s ÞÑ ρidGbs,qbλs .

For simplicity, we denote this representation by s ÞÑ ρs. We describe this
representation in terms of generators for SppV q.
Let g ¥ 1. Let V � Z2g endowed with the canonical symplectic form. Then
SppV q identifies with the symplectic group

Sp2gpZq � tM P GL2gpZq, MTΩM � Ωu, Ω �
�

0 �1g
1g 0

�
,
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also called Siegel’s modular group. (Our convention follows the left action
notation: automorphisms act on the left on groups.) The Seifert form is

β �
�

0 0
1g 0

�
.

The lattice V has a canonical Lagrangian decomposition

V � L0 ` L1,

where L0 � tx P Z2g | @ g ¤ j ¤ 2g, xj � 0u and L1 � ty P Z2g | @ 1 ¤
j ¤ g, yj � 0u. For x � px0, x1q, y � py0, y1q P L0 � L1,

βpx, yq � xx1, y0y
where x�,�y denotes here the canonical symmetric positive definite product
on Zg. Examples of integral symplectic matrices are
(7.1)�

0 �1g
1g 0

�
,

�
1g 0
B 1g

�
with B � BT integral,

�
AT 0
0 A�1

�
with A P GLgpZq.

Remark 7.1. The set of all matrices of the three types above generates
Sp2gpZq, see [58] and [2]. Furthermore, the set of each type generates a
subgroup of Sp2gpZq which has a group theoretic section into ASp2gpZq.

We explicit below the map

Sp2gpZq Ñ UpL2pGb L0qq � UpL2pGgqq, s ÞÑ ρs.

Proposition 7.1. The Weil representation ρ : Sp2gpZq Ñ UpL2pGgqq is
determined by the following formulas:

(7.2) ρ

�
0 �1g
1g 0



f pxq � |Gb L0|�1{2

¸
yPGbL0

χppbq b βqpy, xqq fpyq.

(7.3) ρ

�
1g 0
B 1g



f pxq � χp�pq bBqpxqq fpxq.

(7.4) ρ

�
AT 0
0 A�1



f pxq � f

�p1G bAT q�1x
�
.

Remark 7.2. The proposition has a generalization (with essentially the
same proof below) for an arbitrary commutative locally compact group G
endowed with some Haar measure (a Borel measure invariant under transla-
tions which is unique up to a scalar multiple). In this case, the group GbL0

inherits a Haar measure dµ and the first relation reads

(7.5) ρ

�
0 �1g
1g 0



f pxq �

»
GbL0

χppbq b βqpy, xqq fpyq dµpyq.

Proof. The three operators defined in the proposition are unitary (for
the hermitian product defined by (3.1)). The rest of the proof consists in
verifying the identity (4.4). We have to verify that

ρspπsphqfq � πphqpρsfq, @h P HpGb V q, @f P L2pGb L0q
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with s being one of the three symplectomorphisms above. Set G0 � GbL0

and G1 � G b L1. Write ps0, s1q the image of a � pa0, a1q P G0 ` G1 by
idG b s P Sp2gpZq. Let h � pa0, a1, tq P HpG b V q. Recall that s acts on h
as

s � h � ps0, s1, t� pq b λsqptqq.

We have

πsphqf pxq � πps0, s1, t� q b λspa0, a1qqf pxq
� χpt� q b λspa0, a1qq Ws0,s1f pxq
� χpt� q b λspa0, a1qq χs1pxq fpx� s0q
� χpt� q b λspa0, a1qq χpbq b βps1, xqq fpx� s0q.

Let gpxq be

πpa0, a1, tqf pxq � χptq χppbq b βqpa1, xqq fpx� a0q.
Consider now each case separately. It will be convenient to denote in this
paragraph by x�,�y the symmetric bilinear product on Zg associated to the
g � g identity matrix.

In the first case: s0 � a1, s1 � �a0. Then

λspx, yq � �pxx0, y1y � xx1, y0yq.
This symmetric bilinear pairing admits a quadratic enhancement defined on
V by

x ÞÑ �xx0, x1y � �βpx, xq.
It follows that qbλspa, bq � �pbqbβqpa, bq for all a, b P GbV . We compute

ρsg pxq � |Gb L0|�1{2
¸

yPGbL0

χpbq b βpy, xqqgpyq

� |Gb L0|�1{2χptq
¸

yPGbL0

χpbq b βpy, x� a1qq fpy � a0q

� |Gb L0|�1{2χptq
¸

y1PGbL0

χpbq b βpy1 � a0, x� a1qq fpy1q.

On the other hand, setting h � ρsf , we have

πspa, tqh pxq � πpa1,�a0, t� q b λspa0, a1qqh pxq
� χpt� bq b βpa0, a1qq χpbq b βp�a0, xqq hpx� a1q
� |Gb L0|�1{2 χptq χpbq b βp�a0, x� a1qq �

�
¸

yPGbL0

χpbq b βpy, x� a1qqfpyq

� ρsg pxq.

In the second case: s0 � a0, s1 � Ba0 � a1. Then

λspx, yq � xT0 By0, x, y P V.
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It follows that pq b λsqpa0, a1q � pq bBqpa0q. We compute

ρsg pxq � χp�pq bBqpxqq gpxq
� χptq χpbq b βpa1, xqq χp�pq bBqpxqq fpx� a0q.

Let h � ρspfq. We have

πspa, tqh pxq � πpa0, Ba0 � a1, t� pq b λsqpa0, a1qqh pxq
� χpt� pq bBqpa0qq χpbq b βpBa0 � a1, xqq hpx� a0q
� χpt� pq bBqpa0qq χpbq b βpBa0 � a1, xqq χp�q bBpx� a0qq fpx� a0q
� χptq χpbq b βpa1, xqq χp�pq bBqpxqq fpx� a0q
� ρsg pxq.

Here we used in the penultimate equality the fact that pbq b βqpBa0, xq �
pbq b βqp0`Ba0, x` 0q � pbq bBqpa0, xq.
In the third case: s0 � p1G b AT qa0, s1 � p1G b A�1qa1. Then λs � 0. It
follows that q b λs � 0. We compute

ρsg pxq � gpp1G bA�T qxq
� χptq χpbq b βpa1, p1G bA�T qxqq fpp1G bA�T qx� a0q.

Let h � ρsf . We have

πspa, tqh pxq � πpp1G bAT qa0, p1G bA�1qa1, tq hpxq
� χptq χpbq b βpp1G bA�1qa1, xqq hpx� p1G bAT qa0q.

Since hpuq � fpp1G bA�T quq, we deduce that

πspa, tqh pxq � χptq χpbq b βpp1G bA�1qa1, xqq fpp1G bA�T qpx� p1G bAT qa0qq
� χptq χpbq b βpp1G bA�1qa1, xqq fpp1G bA�T qx� a0q
� χptq χpbq b βpa1, p1G bA�T qxqq fpp1G bA�T qx� a0q
� ρsg pxq.

�

We begin with the Weil representation associated to the group SL2pRq (cor-
responding to the case when the genus of the surface is 1) and then we
describe the general case.

Let SL2pRq, resp. SL2pZq, be the multiplicative group of 2 by 2 matrices
with real coefficients (resp. with integer coefficients) and determinant equal
to one. Let H � tτ � u � iv P C |v ¡ 0u be the upper half plane. The
formula

pM, τq ÞÑM � τ � aτ � b

cτ � d
, M �

�
a b
c d

�
, τ P H

defines a transitive (resp. discontinuous) action of SL2pRq (resp. SL2pZq) on
H. It is well known (see for instance [57, Chap. VII; Théorème 2]) that

S �
�

0 �1
1 0

�
and T �

�
1 1
0 1

�
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generate SL2pZq with relations

S2 � pST q3, pST q6 � 1.

The group SL2pRq admits a double cover, called the metaplectic group Mp2pRq.
This group is realized as the set of pairs

M �
�
a b
c d

�
P SL2pRq, τ ÞÑ fM pτq

where fM pτq is a holomorphic solution of the equation cτ � d � fM pτq2. In
other words, τ ÞÑ fM pτq is a function defined in H as a holomorphic square
root of the holomorphic function τ ÞÑ cτ � d. Elements in Mp2pRq obey the
associative multiplication law

(7.6) pM,fM pτqq � pN, fM pτqq � pMN, fM pN � τqfN pτqq
which turns Mp2pZq into a group with unit

1Mp2pZq �
��

1 0
0 1

�
, 1



.

Let Mp2pZq be the inverse image of SL2pZq under the covering map Mp2pRq Ñ
SL2pRq. The following lemma is a consequence of well known facts about
SL2pZq.
Lemma 7.1. The group Mp2pZq is generated by the two elements

Ŝ �
��

0 �1
1 0

�
,
?
τ



and T̂ �

��
1 1
0 1

�
, 1



with relations

Ẑ �
�� �1 0

0 �1

�
,
?�1



� Ŝ2 � pŜT̂ q3, Ẑ2 �

��
1 0
0 1

�
,�1



, Ẑ4 � 1Mp2pZq.

The order 4 element Ẑ generates the center of Mp2pZq.

Let q : G Ñ Q{Z be a quadratic function on a finite abelian group G
such that γpG, qq �� 0. There is a unitary representation ρq : Mp2pZq Ñ
AutpCrGsq, called the Weil representation, associated to pG, qq. Let pegqgPG
be the standard basis of the group ring CrGs so that eg � eh � eg�h (where
dot denotes the (convolution) product of CrGs). Then ρ � ρq is defined by

the action on the generators Ŝ, T̂ P Mp2pZq by

ρpŜqeg � |G|� 1
2γpG, qq �

¸
hPG

expp�2πi bqpg, hqq eh(7.7)

ρpT̂ qeg � expp2πi qpqqq eg(7.8)

One computes that
ρpẐqeg � γpG, qq2 e�g.

For a proof using relations of SL2pZq that these formulas indeed define a full
projective action of SL2pZq, see [47].

Let Â � pA, fAq be a preimage of A P SL2pZq. Then according to (7.6),

the other preimage of A is ÂẐ2 � pA,�fAq. Since ρpẐ2q � ρpẐq2 �
γpG, qq4 idCrGs, we see that ρ induces a linear representation of SL2pZq if

γpG, qq4 � 1 and only a projective representation of SL2pZq otherwise. For a
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homogeneous quadratic function q, the Gauss sum γpG, qq is an eighth root
of unity. It follows that the corresponding cocycle cpA,Bq � cqpA,Bq lies
in t�1,�1u for q is homogeneous. It can be computed as follows. Choose

first a canonical preimage Â in Mp2pZq of each A P SL2pZq by using a fixed

branch cut for the argument of fA. Then set ρpAq � ρpÂq. We have by
definition

(7.9) ρpABq � cpA,Bq ρpAq ρpBq, A,B P SL2pZq.
It follows from this definition and (7.6) that

cpA,Bq � ρpAB, fABpτqq ρpAB, fApBτqfBpτqq�1 � fABpτq fApBτq�1 fBpτq�1.

The second equality follows from the fact that the second term differs only
by the choice of the square roots and a different choice introduces only a
sign factor. For the same reason, we see that cpA,Bq is independent of the
actual value of τ . The explicit computation of ρ for an arbitrary element
Â P Mp2pZq is carried out in [56] and [60].

For g ¥ 1, let

Sp2gpRq � tM P GL2gpRq | MTJM � Ju, J �
�

0 1g
�1g 0

�
,

the symplectic group over R. This group contains a most important discrete
subgroup Sp2gpZq, consisting of symplectic matrices with integer coefficients,
called Siegel’s modular group. Exemples of integral symplectic matrices are
(7.10)�

0 �1g
1g 0

�
,

�
1g B
0 1g

�
withB � BT integral,

�
A 0
0 pAT q�1

�
withA P GLgpZq.

The set of matrices above generates Sp2gpZq, see [58]. Let Hg denote the set
of g� g symmetric matrices with complex coefficients the imaginary part of
which is definite positive (Siegel’s half space). The formula

pM,Zq ÞÑMxZy � pAZ �BqpCZ �Dq�1, M �
�
A B
C D

�
, Z P Hg

defines a transitive (resp. discontinuous) action of Sp2gpRq (resp. Sp2gpZq)
on Hg. Since π1pSp2gpRqq � Z, the symplectic group admits a double cover
Mp2gpRq, called the metaplectic group. This group can be realized as pairs

M �
�
A B
C D

�
P Sp2gpRq, Z ÞÑ

a
detpCZ �Dq.

Here the map Z ÞÑ
a

detpCZ �Dq is a holomorphic square root of the
holomorphic map Z ÞÑ detpCZ�Dq (See for instance [20, Chap. I, Remarks
2.3 and 3.1]). The group multiplication is given by the same formula as
above, except that the action is replaced by the action of Sp2gpRq on Hg.
The metaplectic group over Z is defined as the inverse image of Sp2gpZq
under the covering map Mp2gpRq Ñ Sp2gpZq. The elements

Ŝ �
��

0 �1g
1g 0

�
,
a

detpZq


, T̂ �

��
1g B
0 1g

�
, 1



and Û �

��
A 0
0 pAT q�1

�
,
a

detpA�1q



lying above p7.10q generate Mp2gpZq.
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Remarkably, the Weil representation extends to the metaplectic group Mp2gpZq
for any g ¥ 1. This is part of the content of the Theorem below. This ex-
tension is based on tensor product as follows. Let pexqxPGbZg be a basis for
CrGbZgs. The symbol 1g used to denote the g�g identity matrix shall also
be used to denote the canonical positive definite bilinear symmetric pairing

pa, bq ÞÑ
¸

1¤j¤g

ajbj , a, b P Zg.

Define a map ρ � ρq : Mp2gpZq Ñ AutpCrGb Zgsq by

ρpŜqex � |G|� g
2 γpG, qq

¸
yPGbZg

expp�2πipbq b 1Gqpx, yqq ey.(7.11)

ρpT̂ qex � expp2πipq bBqpxqq ex(7.12)

ρpÛqex � ep1GbAT q�1x.(7.13)

These formulas specialize to the case g � 1 which is the case considered
above. It is not immediately clear that these formulas fit to yield a repre-
sentation of the metaplectic group. This, however, will be seen below as a
consequence of the previous section.

Given a closed oriented surface Σg, it will be convenient to endow it with a
symplectic basis for H1pΣgq so that SppH1pΣgq, q is identified with Sp2gpZq.
Theorem 7.1. The map

ρ : Mp2gpZq Ñ AutpCrGb Zgsq
is a linear representation of the metaplectic group. It induces a projective
representation

Sp2gpZq Ñ AutpCrGb Zgsq, A ÞÑ ρpÂq
of the symplectic group.

The TQFT projective representation

MpΣgq Ñ AutpT pΣgqq � AutpCrGgsq, rf s ÞÑ τpfq
defined in the previous section factors through the projective Weil represen-
tation

Sp2gpZq Ñ AutpCrGb Zgsq, f� ÞÑ ρpf�q
so that the following diagram is commutative

Mp2gpZq
ρ

''OOOOOOOOOOOO

��
Sp2gpZq // AutpCrGb Zgs

MpΣq τ //

�

OO

AutpCrGgsq

This theorem achieves our final aim. By means of the previous section (for-
mula 3.2), the Weil representation is now interpreted intrinsically as a topo-
logical cobordism invariant. Note that this form of the Weil representation
requires a lattice presentation for the quadratic form pG, qq.
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Proof. We fix a standard handlebody of genus g whose boundary is
the standard closed oriented surface Σ of genus g. The surface Σ is equipped
with its standard geometrical symplectic basis b � prm1s, . . . , rmgs, rl1s, . . . , rlgsq
(Fig. 1.1). We endow H � H1pΣq with the basis b. By means of this basis,
SppH, q is identified to Spp2g,Zq. It suffices to prove that the two represen-
tations coincide on a system of generators for the symplectic group. It will
be convenient for our purpose to use the following small set of generators.
The following lemma follows from Birman’s work on the symplectic group
[2].

Lemma 7.2. For 1 ¤ k, l ¤ g, denote by Ekl the pk, lq-elementary square
matrix of size g. For 1 ¤ j ¤ g�1, let Bj � Ejj�Ej,j�1�Ej�1,j�Ej�1,j�1.
The symplectic group Spp2g,Zq is generated by the matrices

(7.14) S �
�

0 �1g
1g 0

�
, T piq �

�
1g Eii
0 1g

�
, T pj, j � 1q �

�
1g Bj
0 1g

�
with 1 ¤ i ¤ g and 1 ¤ j ¤ g � 1.

Hence it suffices to compute τpfq where rf s P MpΣq is such that f� � S,
T piq and T pj, j � 1q, for 1 ¤ i ¤ g and 1 ¤ j ¤ g � 1.

Let CylpΣq denote the set of parametrized cylinders over Σ up to parametrization-
commuting diffeomorphisms. There is an obvious composition of parametrized
cylinders defined by gluing the bottom base of the top cylinder to the top
base of the bottom cylinder and composing parametrizations. Then CylpΣq
becomes a group, clearly isomorphic to the mapping class group MpΣq.
Therefore, in order to compute τpfq, we may represent mapping classes as
parametrized cylinders over Σ and use §??.

The next step consists in presenting such a parametrized cylinder as a special
kind of tangle. The class of such special tangles can be made up into a group
(see Turaev’s presentation in [61, IV, §2] and Matveev–Polyak’s approach
in [41]1). We now sketch the construction, referring to [61, IV, §2], [41] and
[9] for details.

Consider a cylinder Mpfq � Σ�r0, 1s with the bottom base parametrized by
f P Diff�pΣq and the top base by the identity. Glue to Mpfq two standard
handlebodies along the given parametrizations on B�M � Σ and B�M � Σ
respectively.

This yields a closed oriented 3-manifold �M . Here M is the oriented cylinder
Σ�r0, 1s, Σ � Σ� � Σ�. The two sets of longitudes form a link l� �Mpfq
and a link f�pl�q �Mpfq. Each link is oriented and comes endowed with a
framing (from the standard framing on the surface and the parametrization).
We denote these links by L�, L� respectively, after the gluing, that is, inside�M . Now �M is presented by surgery on a framed link L in S3. By isotoping

1The two approaches are completely equivalent, but distinct. Turaev’s approach is
geometrically symmetric, but composition introduces new components while Matveev–
Polyak’s approach leads to a more natural composition but is not symmetric. In order to
be compatible with our previous work [9], we use here Turaev’s presentation. Since we
represent the full images of longitudes, our tangles will actually always be links.
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L�YL�, we may push it into the exterior of L in S3. The combinatorial data
that consists of the link L � L�YLYL� in S3 determines the parametrized
cylinder Σ � r0, 1s up to cobordism equivalence. (This presentation of the
parametrized cylinder is not unique. See [41] for a complete set of moves.)

For each pc�,�c�q P Gg �Gg, there is a C-valued invariant

(7.15) τc�,c�p�Mq � τ
��M,L; q, pc�,�c�q�

defined by (1.1). Following [9, §3], we consider the square |G|g�|G|g matrix
defined by

τM � |G|�g{2 �
�
τc�,c�p�Mq

	
c�PGg , c�PGg

.

It follows from [9, §4, Th. 3] that τM is the matrix of the linear map
τpMq : T pΣq Ñ T pΣq with respect to the basis specified by Remark 5.1.
With the notation of Remark 5.1, τM � τ 1pMq.
It remains to perform the computations for three tangles representing three
elements in the mapping class group MpΣq inducing in homology the three
elements described in Lemma 7.2.

In the three figures below, components with a small circle have a positive
�1-framing. All other components have framing 0.

The first link in Fig. 7.1 represents a mapping class f such that Matbpf�q �
S.

Figure 7.1. A special link in S3 representing a mapping
class in MpΣgq whose action in homology is S with respect
to the symplectic basis b.

The link in Fig. 7.2 represents the positive Dehn twist tmj relative to the
j-th meridian. Note that Matbptmj q � T pjq.
Recall the simple closed curve kj on Σ (depicted in Fig. 1.1). The link in
Fig. 7.3 represents the positive Dehn twist tkj relative to the simple closed
curve kj . Note that Matbptkj q � T pj, j � 1q.
It remains to check that (7.15) yields the same formulas in these three cases
as described by (7.11) and (7.12). �
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Figure 7.2. A special link in S3 representing the positive
Dehn twist relative to the j-th meridian mj .

Figure 7.3. A special link in S3 representing the positive
Dehn twist relative to the j-th simple closed curve kj .
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CHAPTER 5

Kirby calculus for oriented framed links in
3-manifolds

Throughout this chapter, M is a closed oriented connected 3-manifold. Con-
sider now an n-component oriented link L � L1Y � � � YLn �M . A framing
on L is a trivialization of its unit normal bundle in M . It is completely de-
termined by a vector field vL on L of constant length 1. The set of isotopy
classes of framings on each component of L in M (fixed at some basepoint
on each component) is freely and transitively acted on by Z (see e.g., [25,
Chap. 4]). The parallel L1j of a component Lj of L is obtained by pushing

slightly Lj in the direction of the vector field vL. If M � S3, the map
vL ÞÑ plkpL1j ,Ljqqj gives an explicit correspondence between framings on
L and Zn. By a theorem of Lickorish and Wallace, any closed oriented
connected 3-manifold M is homeomorphic to the manifold ML obtained by
surgery on the 3-sphere S3 on some framed link L � L1 Y � � � Y Lm � S3

(see e.g. [25, Chap. 5]). Another fundamental result due to Kirby asserts
that two framed links in S3 yield homeomorphic 3-manifolds if and only
if they are related by a finite sequence of operations called “Kirby moves”
[35]. (See also Remark 0.3 and Fig. 0.1 below.)

Suppose that M is presented by a framed and oriented link L � L1Y� � �YLm
in S3. Denote by AL the integral symmetric matrix whose pj, kq entry is the
linking coefficient lkS3pLj , Lkq P Z of Lj and Lk in S3 if j �� k and whose
pj, jq entry is the linking coefficient (framing number) lkS3pLj , L1jq P Z of Lj
and its parallel L1j in S3. The matrix AL is called the linking matrix of L

in S3. The result of surgery can be regarded as the trace of the following
4-dimensional surgery:

M �ML � BXL, XL � D4 YYmi�1pD2 �D2qi,
where each 2-handle D2 � D2 is attached to the 4-ball D4 by embedding
BD2 � D2 � S1 � D2 into BD4 � S3 in accordance to the orientation and
framing of Li. The group WL � H2pXLq is a finitely generated free abelian
and carries an intersection pairing gL : WL �WL Ñ Z which turns it into
a bilinear lattice. Choosing a Seifert surface Σi P S3 (which can be slightly
pushed into the interior of D4) for each component Li and closing it by the
core of the i-th handle yields a closed surface Si. The set prS1s, . . . , rSmsq
form a basis of H2pXLq. With respect to this basis, the matrix of gL is the
linking matrix AL.

The linking pairing of M is an algebraic linking pairing λM : Tors H1pMq�
Tors H1pMq Ñ Q{Z which is a fundamental homotopy invariant of M [25,
Chap. 4] (see also §?? below for a definition). It is a key observation

97
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that the discriminant construction from pWL, gLq yields the linking pairing
pTors H1pMq, λM q with opposite sign (for the usual convention of orientation
of M). With the notation previously introduced, we can state it as

Lemma 0.3.

(0.16) pGgL , λgLq � pTors H1pMq,�λM q.

This result will be used several times in the sequel.

The next step is to consider an ordered, oriented and framed n-component
link L in a closed oriented 3-manifold M . Two such pairs pM,Lq and pN,J q
are diffeomorphic if there is a diffeomorphism ϕ : M Ñ N such that ϕpLjq �
Jj (sending the j-th component onto the j-th component) and ϕ�vJj �
vLj (preserving the j-th framing). Note that if two links J and K are
isotopic in N (as oriented framed ordered links), then pN,J q and pN,Kq
are diffeomorphic.

The surgery presentation of an oriented link in a closed oriented 3-manifold
induces canonically an isomorphism class of a pointed bilinear lattice (see
3.6 for the definition). The construction is as follows. Let pL � L1 Y � � � Y
Lm, J � J1Y� � �YJnq be a pair of oriented and framed links presenting a link
L in a closed oriented 3-manifold M . Each component Jk when viewed in XL

bounds a surface Σk (that can be obtained for instance from a Seifert surface
for Jk in S3). Such a surface Σk represents an element rΣks P H2pXL,MLq.
The intersection pairing H2pXL,MLq � H2pXLq Ñ Z is nonsingular (by
Poincaré duality and the fact that XL is simply connected). Hence by the
left adjoint map, rΣks yields an element eJk P HompH2pXLq,Zq � W �

L . The
exact sequence

� � � // H2pXLq j� // H2pXL,MLq B // H1pMLq // � � �
shows that any other choice for rΣks will differ by an element in Im j�.
So any other choice for ek will differ by an element in pgLpWLq. Hence the
assignment

Jk ÞÑ reks P Coker pgL � Gg

is well defined. Therefore the isomorphism class of the pointed bilinear lat-
tice pWL, gL, e

J
1 , . . . , e

J
nq is well defined. Note that this class is independent

of the framing of L.

We make explicit a “Kirby calculus” slightly generalized to this setting. We
describe briefly the reversible moves indicated in Fig. 0.1. The first four
moves are the classical Kirby moves and involve only the first link: the first
two moves are the usual stabilization Kirby moves applied to the first link
L (the trivial component added is unlinked from all other component); the
third move consists in reversing orientation of the first link L; the fourth
move is the usual Kirby handle slide move applied between two components
of the first link L. The fifth move is a handle slide of one component of the
second link J over one component of the first link L. These handle slides
are performed regardless of the orientations of the components by choosing
a small band connecting the two components.
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* Stabilization:

* Orientation reversal:
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* Handle sliding:

Figure 0.1. The Kirby moves for links in 3-manifolds.

Theorem 0.2. Two pairs of disjoint oriented and framed links pL, Jq and
pL1, J 1q in S3 present diffeomorphic pairs pM,Lq if and only if, up to re-
ordering of the components of L and up to isotopy, they are related by a
finite sequence of moves indicated in Fig. 0.1.

Remark 0.3. The classical Kirby theorem corresponds to the special case
J � J 1 � ∅.

Proof. This is straightforward from the usual Kirby’s theorem. For
each Kirby move L1 Ñ L2, we consider the corresponding diffeomorphism
ML1 Ñ ML2 of 3-manifolds and write down combinatorially the image of
the link L in ML2 . �
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Remark 0.4. Theorem 0.2 applies to oriented framed ordered links in ori-
ented closed 3-manifolds. There are actually several versions of Th. 0.2, de-
pending on the exact class of links: ordered/unordered, framed/unframed,
oriented/unoriented. In particular, there are:

(1) [unordered, framed, oriented] The set of pairs pM,Lq formed by an ori-
ented and framed link L in an oriented closed connected 3-manifold M . Two
such pairs pM,Lq and pN,J q are diffeomorphic if there is a diffeomorphism
ϕ : M Ñ N such that ϕpLq � J and ϕ�vJ � vL. Such a pair pM,Lq is
presented by a pair pL, Jq of disjoint oriented and framed links in S3. The
version of Th. 0.2 is in this case:

Theorem 0.3. Two pairs of disjoint oriented and framed links pL, Jq and
pL1, J 1q in S3 present diffeomorphic pairs pM,Lq if and only if, up to re-
ordering of the components of each of the individual links (L and J), they
are related by a finite sequence of moves indicated in Fig. 0.1.

(2) [ordered, unframed, oriented] The set of oriented and ordered links in
oriented closed 3-manifolds. Such a link is presented by a pair pL, Jq of
disjoint oriented links where L is framed and J is ordered. Two such links
pM,Lq and pN,J q are diffeomorphic if there exists a diffeomorphism ϕ :
M Ñ N such that ϕpLjq � Jj . The corresponding version of Th. 0.2 is
obtained by forgetting the framing of the link J in the surgery presentation
pL, Jq and in the Kirby moves of Fig. 0.1.

Remark 0.5. The Kirby moves for pairs of disjoint links (a framed and
oriented link in S3, an oriented link in S3) preserve the stable equivalence
class of the (isomorphism class of the) pointed bilinear lattice defined in the
previous remark. This is straightforward from the definitions (Fig. 0.1).

Let A � ALYJ the linking matrix of the link LYJ in S3. This is an integral
symmetric matrix of size m � n. To distinguish it from the usual linking
matrix AL, we call it the extended linking matrix . The extended linking
matrix ALYJ not only represents the stable equivalence class of the pointed
bilinear lattice pWL, gL, e1, . . . , enq but also encodes the framing of the link
L �M .

Let us describe how the Kirby moves affect the linking matrix ALYJ . We
denote below AL,J the m� n matrix defined by pALYJqst � lkpLs, Jtq, 1 ¤
s ¤ m, 1 ¤ t ¤ n. We set AJ,L � At

L,J .

Stabilization:

ALYJ �

��������
AL AL,J

AJ,L AJ

��������Ø

������������

0

AL
... AL,J
0

0 � � � 0 �1 0 � � � 0
0

AJ,L
... AJ
0

������������
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Orientation reversal: for 1 ¤ i ¤ m, let Iip�1q be the size m � n square
matrix whose pj, jq entry is 1 for all 1 ¤ j �� i ¤ m � n, whose pi, iq
entry is �1 and all other entries are zero. Reversing the orientation of one
component Li of L induces the transformation

ALYJ Ø Iip�1q �ALYJ �Aip�1qt.

To handle the handle slide cases, we introduce some matrix notation. Let
N,N 1 ¥ 1. For 1 ¤ s ¤ N and 1 ¤ t ¤ N 1, let EijpN,N 1q be the N � N 1

matrix whose ps, tq entry is 1 and all other entries are zero. If N � N 1

(square matrices), we write EijpN,N 1q � EijpNq. Let IN � °k EkkpNq the
identity matrix of size N �N . Let TijpNq � IN � EijpNq P GLN pZq. Note
that TstpNqt � Tji and TstpNq�1 � IN � EstpNq.
Consider the first type of handle sliding. Let 1 ¤ i �� j ¤ m � n. Denote

by rLi the new component after handle sliding. Sliding the i-th component
of L onto the j-th component of L has the following effect.

lkp rLi, Lkq � lkpLi, Lkq � lkpLj , Lkq, for all 1 ¤ k �� i, j ¤ m,

lkp rLi, Ljq � lkpLi, Ljq � lkpLj , L1jq,

lkp rLi, Jkq � lkpLi, Jkq � lkpLj , Jkq, for all 1 ¤ k ¤ n

and

lkp rLi, rLi1q � lkpLi, L1iq � lkpLj , L1jq � 2 lkpLi, Ljq.
Consider the case of the sign � in the formulas above. The effect consists
in adding to the i-th column of ALYJ the j-th column of ALYJ and adding
to the i-th row of ALYJ the j-th row of ALYJ . As is well known, this has a
matrix interpretation: the handle slide of Li over Lj transforms ALYJ into
Tijpm� nq �ALYJ � Tijpm� nqt. Since there is a block decomposition Tij ��
Tijpmq 0

0 In

�
, the corresponding transformation of ALYJ is described by

ALYJ �

��������
AL AL,J

AJ,L AJ

��������Ø
��������

TijpmqALTijpmqt TijpmqAL,J

AJ,LTijpmqt AJ

�������� .

The case of the sign � is treated similarly and the formula is similar: the
matrix Tijpm�nq is replaced by its inverse Tijpm�nq�1 � Im�n�Eijpm�nq.
The second type of handle sliding is similar, except that this time a com-
ponent Ji of J slides over a component Lj of L. Here 1 ¤ i ¤ n and
1 ¤ j ¤ m. Given our ordering, the effect consists in adding to the
pm � iq-th column of ALYJ the j-th column of ALYJ and adding to the
pm � iq-th row of ALYJ the j-th row of ALYJ . Hence ALYJ is replaced
by Tm�i,jpm � nq � ALYJ � Tm�i,jpm � nqt. Observe that Tm�i,jpm � nq �
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Im 0

Eijpn,mq In

�
. We deduce that the transformation of ALYJ is given by

ALYJ �

��������
AL AL,J

AJ,L AJ

��������Ø
��������

AL A
L, rJ

A
rJ,L

A
rJ

��������
with

A
L, rJ

� ALEijpn,mqt �AL,J , A rJ,L � At
L, rJ
,

and A
rJ
� Eijpn,mqALEijpn,mqt � Eijpn,mqAL,J �AJ,LEijpn,mqt �AJ .

We call the transvections Tijpm � nq, 1 ¤ i �� j ¤ m, Tm�i,jpm � nq, 1 ¤
i, j ¤ n, the handle slide transvections (of first and second kind) respectively.

Lemma 0.4. The set of all handle slide transvections generate the subgroup�
SLmpZq 0

Matn,mpZq In

�
of SLm�npZq. The set of all handle slide transvections and all matrices
Iip�1q (induced by orientation reversal of one component of L), 1 ¤ i ¤ m,
generate the subgroup

Gm,n �
�

GLmpZq 0
Matn,mpZq In

�
� GLm�npZq.

Let m,n be two nonnegative integers. Consider the set Sm,n of pairs (a
nonnegative integer m, an integral symmetric square matrices of size m�n).
(One should think of elements of Sm�n as an integral symmetric square
matrix endowed with a block decomposition parametrized by m and n.)The
group Gm,n acts naturally on Sm,n by pg,Aq ÞÑ g � A � gt, for g P Gm,n and
A P Sm,n. Declare two such matrices A and B be equivalent if they are in
the same orbit of the action of Gm,n. Stabilization on A P Sm,n consists in
replacing A by a matrix in Sm�1,n by adding to A one new pm� 1q-th row
and one new pm� 1q-th column with pm� 1,m� 1q entry equal to �1 and
all other entries equal to 0. Let S � Ym,nSm,n. Let A,B P S be stably
equivalent if after some finite number of stabilizations on A and B, they
become equivalent.

The following result says that stably equivalent extended linking matrices
induce stably equivalent pointed bilinear lattices.

Proposition 0.2. Let pL, Jq and prL, rJq be two pairs of oriented framed
links in S3. If ALYJ and A

rLY rJ are two stably equivalent extended linking

matrices, then their associated pointed bilinear lattices pWL, gL, e
J
1 , . . . , e

J
nq

and pWL̃, gL̃, e
J̃
1 , . . . , e

J̃
nq are stably equivalent.

Remark 0.6. The converse of Prop. 0.2 does not hold: consider the sim-
plest case of the 3-sphere S3 equipped with a trivial knot L. A surgery
presentation of this knot is the pair p∅, J � Lq (no surgery is performed).
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The linking matrix is an element in S0,1 (a one-entry matrix) given by
the framing integer of L in S3. We have XL � D4 so that the lattice
WL � H2pD4q is trivial. The associated pointed bilinear lattice in this case
is pWL � 0, gL � 0, eJ � 0q. If J 1 � L1 is a trivial knot with a different

framing in S3, then eJ
1 � eJ � 0, so that p∅,L1q induces the same associated

pointed bilinear lattice p0, 0, 0q.
Example 0.1. Consider the two pairs of knots of Fig. 0.2. They differ only
by the framing of J in S3. In both cases, surgery on the framed knot L yields

0

1L

0

1
L J

1
0

J

Figure 0.2. Two presentations of knots in S1 � S2. The
framing of each component in S3 is indicated by an integer.

S1�S2 equipped with the same knot L of infinite order in H1pS1�S2q � Z.
Therefore they give rise to the same stable equivalence class of pointed
bilinear lattices, namely the stable equivalence class of pZ, 0, rLsq. We claim
that

(1) The oriented and framed knots presented by the two pairs are iso-
topic.

(2) Any Kirby equivalence between the two pairs of knots requires at
least one stabilization.

Proof of the first claim. There is a sequence of Kirby moves transforming
the first pair into the second pair indicated in Fig. 0.3. �

Remark 0.7. It is instructive to see the sequence of Kirby moves of Fig.
0.3 at the level of the extended linking matrix ALYJ . In the first case, the
matrix is A0 � r 0 1

1 0 s while in the second case, it is A1 � r 0 1
1 1 s. We have

A1 �
�

0 1
1 1

�
Ñ
�� 0 0 1

0 1 0
1 0 1

��Ñ
�� 0 0 1

0 1 0
1 0 0

��Ñ �
0 1
1 0

�
� A0

The first operation is a stabilization; the second operation is the action of an
element in G2,1 (corresponding to the composition of the three handle slide
moves indicated in Fig. 0.3 – note that these three handle slides commute

one with another): indeed
�

0 0 1
0 1 0
1 0 0

�
�
�

1 0 0
�1 1 0
�1 1 1

�
�
�

0 0 1
0 1 0
1 0 1

�
�
�

1 0 0
�1 1 0
�1 1 1

�t
; the last

operation is a destabilization. �

Proof of the second claim. To see why the second statement holds, we
consider again the extended linking matrices A0 and A1. We claim that
A1 and A2, as matrices in S1,1, are not equivalent. (But Remark 0.7 shows
that after each of them is stabilized once, they are become equivalent.) In
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+1

L2

+1

L2

1L

+1

L2

+1

L2

1L

0

J

+1

L2

1L

0

J

0

+1

L2

1L

0

1L J

10

+2

J1L

0

J

0
+2

J1L

0 +2

0

J1L

0

stabilization handle slide

handle slide

isotopyhandle slide

isotopy

destabilization

J

1

+2

Figure 0.3. The two pairs of links are Kirby equivalent.

fact, the parity of the p2, 2q entry of Aj pj � 0, 1q is preserved by action of

G1,1 �
� �1 0

Z 1

�
on A0. The claim follows. �



CHAPTER 6

The invariant τ of a closed 3-manifold

Throughout this chapter, M is a closed oriented connected 3-manifold. We
define a topological invariant τ of M and establish a number of properties
of τ

1. Definition and first properties

Let L � L1 Y � � � Y Lm be an oriented and framed link in S3 presenting
M . We denote by AL the linking matrix of L as defined in the previous
chapter. Recall that this is a square symmetric integral matrix of size m.
By tensor product over R, this matrix induces a symmetric bilinear pairing
Rm � Rm Ñ R. Let signpLq P Z denote its signature. In [6], we prove that
the number

(1.1) τpM, qq � γpG, qq�signpLq|G|�m{2
¸

xPGbZm
expp2πipq bALqpxqq

is invariant under the Kirby moves and is therefore a topological invariant
of M .

It is shown in [6, Th. 1] that τpM, qq depends actually only on the linking
pairing λM and the first Betti number b1pMq P N: more precisely, if two
closed oriented connected 3-manifolds M and N are related by an isomor-
phism f : H1pMq Ñ H1pNq such that λN pfpxq, fpyqq � λM px, yq for all
x, y P Tors H1pMq, then τpM, qq � τpN, qq. Therefore, τpM, qq depends on
the one hand, on the quadratic form pG, qq up to isomorphism and on the
other hand, on the linking group pH1pMq, λM q up to isomorphism (as de-
fined in §...). The relation is made explicit by means of a reciprocity formula
in [6, Th. 4].

In particular, we can make the following observation. Define an oriented
closed 3-manifold M to be an integral homology sphere if H�pMq � 0.

Proposition 1.1. τpM, qq � 1 if and only if M is an integral homology
sphere.

Proof. Since H1pMq � 0, the linking group pH1pMq, λM q is trivial. �

This proposition shows that τ detects only nontrivial rational homology
spheres. Therefore, one is led to present τ as an algebraic pairing which is the
viewpoint adopted in [10]. Let Q0p0q denote the set of isomorphism classes
of nondegenerate homogeneous quadratic forms on finite abelian groups.
We define a related set Mp0q as follows. An element in Mp0q is represented

105



106 6. THE INVARIANT τ OF A CLOSED 3-MANIFOLD

by a pair pH,λq where H is a finitely generated abelian group and λ :
Tors H � Tors H Ñ Q{Z is a linking pairing. Two such pairs represent the
same element in Mp0q if there is an isomorphism between the groups that
restrict on the respective torsion subgroups to an isomorphism of the linking
pairings. Both sets are monoids for the orthogonal sum `, with the trivial
form being the neutral element. Define a pairing

x�,�y : Mp0q �Q0 Ñ C, pH,λq, q ÞÑ xH,λ; qy
by

(1.2) xH,λ; qy � τpM, qq,
for any closed oriented 3-manifold M such that λM � λ and H1pMq � H.
The existence of such a 3-manifold is ensured by [33]. The discussion above
on τpM, qq ensures that xH,λ; qy is independent of the particular choice of
such a 3-manifold M . One can alternatively present the pairing x�,�y in a
purely algebraic fashion as follows. Let pW, gq be any bilinear lattice such
that pGg, λgq � pH,�λq via the discriminant construction. Then

(1.3) xH,λ; qy � γpG, qq�signpgq γpGbW, q b gq |GbGg|
1
2 |G|n2 .

The pairing x�,�y is biadditive in the sense that

xpH,λq ` pH 1, λ1q; qy � xH,λ; qy � xH 1, λ1; qy,
and

xH,λ; pq ` q1qy � xH,λ; qy � xH,λ; q1y.
It follows from [10, Th. 1] that the pairing x�,�y : Mp0q �Q0p0q Ñ C is
nondegenerate.

2. Extension to Spin structures

A spin structure σ on M is a trivialization considered up to homotopy of
the tangent bundle over the 1-skeleton M1 that extends over the 2-skeleton
M2 of M . Spin structures always exist on a closed 3-manifold M . The set
of spin structures on M is in bijective correspondence with H1pM ;Z{2q. A
spin structure σ on M induces a canonical quadratic refinement

qσ : Tors H1pM ;Zq Ñ Q{Z
of the linking pairing λM . See for instance [35], [25], [39].

Using this fact, a topological invariant τ spin of pM,σq is defined as follows.
Fix an element pH,λq PMp0q. The complex number

(2.1) τ spinpM,σ;H,λq � xH,λ; qσy
is a topological invariant of the pair pM,σq. More precisely: if two closed
oriented connected spin 3-manifolds pM,σM q and pN, σN q are related by
an isomorphism f : H1pMq Ñ H1pNq such that qσN pfpxqq � qpxq for all
x P Tors H1pMq, then τ spinpM,σ;H,λq � τ spinpN, σN ;H,λq for any pH,λq P
Mp0q.
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A converse is proved in [10, Th. 2]: if τ spinpM,σM ;H,λq � τ spinpN, σN ;H,λq
for any pH,λq P Mp0q, then pM,σM q and pN, σN q are related by an iso-
morphism f : H1pMq Ñ H1pNq such that qσN pfpxqq � qσM pxq for all
x P Tors H1pMq. It follows that τ spin classifies Y spin equivalent spin man-
ifolds in Massuyeau’s spin refinement of the Goussarov-Habiro theory (see
[39]).

3. Extension to Spinc structures

The idea of extending the invariant τ to Spinc structures is formally similar
to the extension to Spin structures. A Spinc structure on an oriented closed
connected 3-manifold M is a complex structure (considered up to homotopy)
on the 2-skeleton M2 that extends to M . For references on Spinc structures,
see [25] and [11]. The set SpincpMq of Spinc structures on M is acted on
freely and transitively by H2pM ;Zq.
The basic observation consists in the interpretation of Spinc structures as
quadratic refinements of the linking pairing, as in [11, Th. 2.3]. First define
a modified linking pairing

λ1M : H2pM ;Q{Zq �H2pM ;Q{Zq Ñ Q{Z
by the formula

λ1M � λM � pβM � βM q,
where βM : H2pM ;Q{Zq Ñ H1pMq denotes the Bockstein homomorphism.
This modified linking pairing is nondegenerate if and only if M is a rational
homology 3-sphere. There is a natural H2pM ;Zq-embedding

(3.1) SpincpMq Ñ Qpλ1M q, s ÞÑ qs

See [11, §2] for further details. To the Chern class cpσq P H2pMq cor-
responds the difference dqσ : H2pM ;Q{Zq Ñ Q{Z defined by dqσpxq �
qσpxq � qσp�xq � xcpσq, xy, x P H2pM ;Q{Zq. A spinc structure σ on M is
torsion if its associated Chern class cpσq P H2pMq is torsion. The quadratic
refinement qσ is nondegenerate if and only if qσ vanishes on H2pMq b Q{Z
if and only if σ is torsion. In this case, the quadratic function qσ factors
through a unique quadratic refinement of the usual linking pairing λM . In
particular, this is the case if M is a rational homology 3-sphere. As in [8],
we shall consider only torsion spinc structures.

A Spin structure induces naturally a Spinc structure, hence there is a nat-
ural map SpinpMq Ñ SpincpMq. This map is injective if M is a rational
homology 3-sphere. The image of this map is the set of Spinc structures σ
with trivial Chern class c1pσq � 0. This map and the maps above fit into
the commutative diagram

SpinpMq //

��

SpincpMq

��
QuadpλM q // Quadpλ1M q.
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The extension of the invariant τ to Spinc structures is not obvious, however,
because a priori one has to define a tensor product involving non homoge-
neous quadratic functions. If we try to mimic the definition of the spin case,
then we run into the problem of defining the tensor product q b g where q
is a possibly non homogeneous quadratic function1. An alternative product
(and the corresponding extension) is proposed in [10], but the extension
in question is shown to fail to have the property of classifying degree 0 in-
variants of complex spin structures (See [12, §3] for the foundations of the
theory of finite type invariants of complex spin structures). Another exten-
sion suggested at the end of the same paper corresponds to the Gaussian
invariant used in the classification of general quadratic functions described
here in §3.3 (Th. 3.2).

1Lemma 1 of [8] applies in fact only to homogeneous quadratic functions.



CHAPTER 7

The invariant τ for an oriented framed link in a
closed 3-manifold

The invariant τpM, qq of the chapter extends to an invariant of framed links
in M . (It was first introduced in [8]). We keep the previous notation.
This chapter is devoted to the study of the properties of this invariant. In
particular, we prove a conjecture stated in [?]...

1. Definition and invariance

Let L � L1 Y � � � Y Ln be an oriented and framed link in a closed oriented
3-manifold M . The pair pM,Lq is presented by surgery by a pair

L � L1 Y � � � Y Lm, J � J1 Y � � � Y Jn

of disjoint framed oriented links in S3: the manifold M is obtained by
surgery on L as before while the framed link L in M3 is the image of the
framed link J after the surgery is performed on L. Th. 0.2 asserts that any
closed oriented 3-manifold M equipped with an oriented framed link L can
be obtained in this fashion. Denote by A � ALYJ the linking matrix of the
link LYJ in S3. This is an integral symmetric matrix of size m�n. Denote
by signpLq P Z the signature of AL b R. Associate to each link component
Lj an element cj P G (called a color) and set c � pc1, . . . , cnq P Gn. The
tensor product q b A can be regarded as a homogeneous quadratic form
Gm�n � Gm �Gn Ñ Q{Z. The number

(1.1) τpM,L; q, cq � γpG, qq�signpLq|G|�m{2
¸

xPGm

expp2πipq bALYJqpx, cqq

is a topological invariant of pM,Lq. We verify that τpM,L; q, cq is invariant
under the Kirby moves of Theorem 0.2. Hence τpM,L; q, cq is a topological
invariant of pM,Lq, as claimed.

Clearly, the invariant previously considered in §?? is recovered if the link is
empty or the element c P Gn is trivial:

τpM ; qq � τpM,∅; q, cq � τpM,L; q, 0q.
Remark 1.1. For M , q and c fixed, τpM,L; q, cq is an invariant of the
ordered link L.

Remark 1.2. For a subset J � t1, . . . , nu, let LJ � YjPJ denote the

corresponding sublink of L. If L is ordered, then LJ is also ordered. If
c � pciq1¤i¤n P Gn is the color vector for the ordered link L, then cJ �
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pcjqjPJ P G|J | is the color vector for LJ . Let c P Gn be a color vector such
that ci � 0 if i R J . Then

(1.2) τpM,L; q, cq � τpM,LJ ; q, cJq.

In fact, τpM,L; q, cq is more precisely a topological invariant of the pair�
M,
¸
j

cj b Lj

�
where we regard

°
j cj b Lj as a framed 1-cycle with coefficients in G ([8,

Th. 1]).

We will show (as a consequence of Th. 3.1) that it depends on the framed
oriented 1-cycle only up to framed cobordism with coefficients in G.

2. The vanishing of the invariant

A necessary and sufficient condition for τpM,L; q, cq to vanish is described in
[8, Th. 4]. Since this condition plays a decisive rôle in the construction of the
topological quantum field theory in §, we relate it explicitly to our previous
constructions of the tensor product of linking pairings and the characteristic
homomorphism respectively.

Theorem 2.1. τpM,L; q, cq is nonzero if and only if the class¸
j

cj b rLjs

in H1pM ;Gq is the characteristic element of pG, bqq and pTors H1pMq, λM q,
i.e., if and only if

θbq ,λM �
¸
j

cj b rLjs.

Recall (cf. §2.9) that the characteristic element θ � θbq ,λM lives in G b
Tors H1pMq.

Proof. First, the fact that
°
j cj b rLjs must lie in GbTors H1pMq is

a necessary condition for τpM,L; q, cq to be nonzero is proved in [8, Th. 3
(1)].

Next, we observe from (1.1) that τpM,L; q, cq � 0 if and only if the last
Gauss sum on the right hand of (1.1) is zero. Developping the term q b
ALYJpx, cq in terms of the block decomposition of the matrix ALYJ ��

AL AL,J
AJ,L AJ

�
enables to rewrite the Gauss sum as a product of a nonzero

complex number and the Gauss sum

γpGb Zm, q bAL � pbq bAJ,Lqp�, cqq � γpGbW, q b g � ppbq b pgQqprωsq,
where g denotes the symmetric bilinear map on W � Zm determined the
m �m linking matrix AL and ω P G bW 7 is a lift of

°
j cj b rLjs P G b
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W 7{W � G b Tors H1pMq. Now we apply the formula (2.9) to obtain the
identity

q b g � pbq b gQqp�, ωq � ϕfbg,vbw�2t � jf ,
where pV, f, vq is a bilinear lattice equipped with an integral Wu class v for
f such that pGf , ϕf,vq � pG, qq(1), where w is a Wu class for g and where

t P V 7 bW 7 is a lift of ω P GbW 7.

Finally we apply Th. 3.4, condition (4): γpGbW,ϕfbg,vbw�2t�jf q �� 0 if and
only if ψpωq � θ P GfbGg is the characteristic element for λfbλg � bqbλM .
This is the desired result. �

Corollary 2.1. If τpM,L; q, cq �� 0 then
°
j cjbrLjs lies in GbTors H1pMq

and has order at most 2. In particular, if τpM,L, q, cq �� 0 and at least one
of the two groups G or Tors H1pMq has odd order, then

°
j cj b rLjs � 0.

Proof. The characteristic element θ lies by definition inGbTorsH1pMq
and satisfies 2 θ � 0 (see the end of §2.9). The first statement follows. The
second statement is a consequence of the first one. �

Corollary 2.2. The following assertions are equivalent:

(1) τpM, qq �� 0;
(2) The characteristic element θbq ,λM is zero;
(3) pG, bqq and pTors H1pMq, λM q have no common orthogonal cyclic

summand of even order.

Proof. Apply Th. 2.1 with L � ∅. Then
°
j cj b Lj � 0. This gives

p1q ô p2q. The equivalence p2q ô p3q follows from the definition of the
characteristic element. �

3. Classification results: topology

In this paragraph, we investigate the sensitivity of the invariant τpM, θq to
the topology of pM,Lq.
There is a well defined notion of linking numbers of cycles whenever they
represent torsion elements in homology. A framing of a smooth 1-cycle Z
in M is a framing on each of its components. We denote by Z 1 the parallel
copy of Z in M . The framing allows to define a number qfr

M pZq P Q by the
formula

qfr
M pZq �

1

2
lkM pZ,Z 1q P Q.

If Z does not represent a torsion element inH1pMq, then qfr
M pZq is undefined.

Theorem 3.1. Let pM,Lq and pN,J q be two closed oriented connected 3-
manifolds equipped with oriented and framed n-component links L and J .
The following two assertions are equivalent:

1Such a triple exists by Th. 2.4.
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I. (i) There is an isomorphism

pH1pMq, λM , rL1s, . . . , rLnsq � pH1pNq, λN , rJ1s, . . . , rJnsq
of pointed linking groups;

(ii) The rational linking and framing numbers are equal:

lkM pLi,Ljq � lkN pJi,Jjq and qfr
M pLiq � qfr

N pJiq for all 1 ¤ i   j ¤ n.

II. τpM,L, q, cq � τpN,J ; q, cq for any quadratic function q : GÑ Q{Z
equipped with c P Gn.

The proof is dealt with in the next section. We first consider two simples
examples of applications of Theorem 3.1.

Example 3.1. Consider the two pairs of links in S3 representing two oriented
knots pM,Lq and pN,J q respectively (see Fig. 3.1). Since the surgery links
are the same, M � N � pS1 � S2q 7 Lp5, 1q (the connected sum of S1 � S2

and a lens space). Set an arbitrary framing � P Z for the component J1 � S3

(in red in the figure; it should be the same for both components labelled J1).

L1 L1L2 L2

J1
J1

0 +5 0 +5

Figure 3.1. Two pairs of links representing two oriented
knots in pS1 � S2q 7 Lp5, 1q .

We have
H1pMq � Z` Z{5Z, λM px, yq � xy

5
mod 1.

Under the identification above, rLs � p5, 1q and rJ s � p5, 3q respectively.

The extended linking matrices are

�� 0 0 2
0 5 1
2 1 �

�� and

�� 0 0 2
0 5 3
2 3 �

�� respec-

tively.

Let pG, q, cq be a pointed quadratic form. The characteristic element for
pbq, λM q is zero since Tors H1pMq has odd order. Hence c b rLs is charac-
teristic if and only if c b rLs is zero. Consider the case when G is cyclic of

order n. Let k be the 5-valuation of n. Let n1 �
"

n if k � 0, 1;
n{5 otherwise.

. Then

cbrLs � 0 if and only if c � 0 mod n1 (if and only if cbrJ s � 0). Let n � 25
and c � 5 mod 25. Using the definition (1.1) of τ and the observation above
on the characteristic element, we find that

τpM,L; q, cq �� τpM,J ; q, cq.
Thus there is no isomorphism φ : H1pMq Ñ H1pMq such that φprLsq � rJ s
and φ�pλM q � λM . �
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Example 3.2. Consider again the two oriented and framed knots L and J
in S1 � S2 presented in Fig. 0.2. Here M � N � S1 � S2. Let pG, q, cq be
a pointed quadratic form. It is not hard to see that cb rLs is characteristic
if and only if c � 0 in G. We conclude immediately that

τpS1 � S2,L; q, cq � τpS1 � S2,J ; q, cq.
It follows that there exists an isomorphism φ : H1pMq Ñ H1pMq such that
φprLsq � rJ s and φ�pλM q � λM . (This isomorphism is actually induced by
a diffeomorphism of the pair pS1�S2,Lq, as described in the Example 0.1.)
�

Corollary 3.1. Let pM,Lq and pN,J q be two closed oriented connected
3-manifolds with framed oriented n-component links L and J . Assume that
none of the components of L represents a torsion element in H1pMq. Then
the following assertions are equivalent:

I. There is an isomorphism

pH1pMq, λM , rL1s, . . . , rLnsq � pH1pNq, λN , rJ1s, . . . , rJnsq
of pointed linking groups.

II. τpM,L, q, cq � τpN,J ; q, cq for any quadratic function q : GÑ Q{Z
equipped with c P Gn.

4. The proof of the classification theorem

Both implications2 will be derived from the formula of [8, Th. 3] which we
recall and slight adapt to our notation. To state this formula, there are a
number of choices to make (although the final result does not depend on
the particular choices made). Choose a spin structure s on M , inducing a
homogeneous quadratic refinement qs : Tors H1pMq Ñ Q{Z of the linking
pairing λM onM . Choose a lattice pairing pV, f, vq equipped with an integral
Wu class such that pV 7{V, ϕf,vq � pG, qq.
Assume first that

°
j cj b Lj P G b Tors H1pMq. Choose a framed 1-cycle

η � °j ξj b Lj by lifting the coefficients cj P G � V 7{V to ξj P V 7. Then

rηs P V 7 b Tors H1pMq. Evaluating η against the Wu class v P V yields a
framed integral 1-cycle ηv �

°
j fQpv, ξjqLj . Note that this cycle represents

a torsion element. There is an invariant of framed 1-cycles δs defined by the
following conditions (see [8, §2.3, Lemma 14]):

(1) δs is a Z-homomorphism and takes values in t0, 1{2u � 1
2Z{Z �

Q{Z;
(2) δs depends on the spin structure s on M ;
(3) δs vanishes exactly on framed 1-cycles for which the spin structure

s and the framing are compatible.

In the case when the framed cycle σ represents a torsion element, we have

δspσq � qfrpσq � qsprσsq.
2This is not strictly necessary for the direct implication (I) ùñ (II); however the idea

of using characteristic elements is a key ingredient in the converse.
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In particular, for σ � ηv, we have

δspηvq �
¸
j

fQpv, ξjqδspLjq.

Hence

(4.1) δspηvq �
¸
j

fQpv, ξjq
�
qfrpLjq � qsprLjsq

	
P 1{2Z{Z.

In particular, if v � 0 mod 2, then δspηvq � 0.

Using the fact that η also has a framing, we can slightly generalize the
definition of qfr above by defining

pf b qfrqpηq �
¸
j

fQpξj , ξjq qfrpLjq �
¸
j k

fQpξj , ξkq lkM pLj ,Lkq P Q.

A fundamental formula [8, Th. 3] is the relation

τpM,L; q, cq � e2πippfbqfrqpηq�δspηvqq γpTors H1pMq, qsq�fQpv,vq

γ

�
V b Tors H1pMq, f b qs �

� pfQ b pλM	prηsq
 |H1pM ;Gq|1{2.

(4.2)

Here f b qs denotes the quadratic function V b Tors H1pMq Ñ Q{Z over
f b λM defined by

xb y ÞÑ fpx, xq qspyq.
The map

� pfQbpλM	prηsq is the map on V bTors H1pMq induced by the map

adjoint to the linking pairing f b λM at rηs P V 7 � Tors H1pMq. Explicitly

V b Tors H1pMq Ñ Q{Z, z ÞÑ pfQ b λM qprηs, zq.
Note that this map is well defined and non-trivial in general since rηs P
V 7 b Tors H1pMq.
Let us prove the implication pIq ùñ pIIq. Consider the case¸

j

cj b rLjs R Gb Tors H1pMq

first. By Cor. 2.1, τpM,L; q, cq � 0 � τpN,J ; q, cq, which is the desired
result. Consider next the case¸

j

cj b rLjs P Gb Tors H1pMq.

Since φ�λN � λM , choose a spin structure s1 on N such that φ�qs
1

N � qsM .

Thus qs
1

N � qsM and their associated Gauss sums are equal. Set ηM � °j ξjb
Lj and ηN � °j ξj b Jj . The isomorphism φ : H1pMq Ñ H1pNq induces

an isomorphism 1V 7 bφ sending rηM s P V 7bH1pMq to rηN s P V 7bH1pNq.
The isomorphism 1V 7 b φ induces an isomorphism

f b qsM � p pfQ b pλM qprηM sq � f b qsN � p pfQ b pλN qprηN sq.
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Hence their associated Gauss sums are equal. In view of H1pMq � H1pNq,
the equality |H1pM ;Gq| � |H1pN ;Gq| is clear. Finally it follows from (iii)
that

pf b qfr
M qpηM q � pf b qfr

N qpηN q
and it follows from (i) and the definition of s1 that

δpηM q � δpηN q.
This is the desired result.

We now prove the converse.

Step 1: we recover the homology by taking the absolute value of τpM ; qq �
τpM,∅; q, 0q. By Corollary 2.2, if pG, qq and pTors H1pMqq have no common
orthogonal cyclic summand of even order, then

|τpM ; qq| � |H1pM ;Gq|1{2 � |H1pMq bG|1{2.
By allowing G to vary, we recover all p-components of H1pMq for all odd
primes p. For 2-components, for each k ¥ 1 and Gk � Z{2kZ, we compute
τpM ; qq. By Corollary 2.2, we know that H1pMq has Gk as an orthogonal
summand if and only if τpM ; qq � 0. We only need to know the num-
ber of such summands. We observe that given any finite abelian group
G, the group G ` G carries a hyperbolic linking with no cyclic orthogonal
summand. Lift this linking to any quadratic form q. Then |τpM ; qq|2 �
|H1pM ;G`Gq| � |H1pM ;Gq|2. By allowing G to vary over all 2-groups, we
recover all 2-components of H1pMq. Finally we recover in this fashion the
isomorphism class of H1pMq. (For more details on this step, see [7].) �

Step 2: For c � 0, the formula (1.1) simplifies to
(4.3)

τpM,L; q, 0q � τpM, qq � γpV b Tors H1pMq, f b qsq
γpTors H1pMq, qsqfpv,vq � |H1pM ;Gq|1{2.

Using the discriminant construction (§2.4, Th. 2.4), we may choose any
bilinear even lattice pV, f, 0q equipped with Wu class v � 0 P WuV pfq such
that pGf , ϕf,0q � pG, qq. Then the formula simplifies further to

τpM, qq
|H1pM ;Gq|1{2 � γpV b Tors H1pMq, f b qsq(4.4)

� γpV bH1pMq, 1

2
f b λM q.(4.5)

For the second equality above, we regard 1
2f as the homogeneous quadratic

function defined by p1
2fqpxq � fpx,xq

2 P Z for all x P V and we use the fact
that 2 qspyq � λM py, yq for all y P H1pMq. We now apply the classifica-
tion theorem (Th. 3.1) to the Gauss sums τpM, qq � γ1{2 f,0pλM , 0q (this is
the special case when the distinguished element is trivial): we recover the
isomorphism class of the linking pairing λM . It follows from Step 1 and
Corollary 3.4 that we recover the isomorphism class of the linking group
pH1pMq, λM q. �
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Step 3: we show how to detect whether a Z-linear combination
°
jPJ ajrLjs

is torsion in H1pMq and if it is, we show how to compute its order.

Let J � t1, . . . , nu. Recall the corresponding ordered sublink LJ � YjPJLj
of L. Let pajqjPJ P Z|J |. We prove that τ detects whether the Z-linear
combination

°
jPJ ajrLjs is torsion in H1pMq. Note that it actually suffices

to detect whether
°
jPJ aj rLjs � 0 in H1pMq. We use the following fact

from p-adic numbers. LetpZ � lim
Ñ

Z{nZ � tpxkqk¥1 P
¹
k¥1

Z{kZ, for all n|m, xm � xn mod nu.

Note that the natural homomorphism

ZÑ
¹
k¥1

Z{kZ, x ÞÑ px mod kqk¥1

factors through a map ZÑ pZ.

Lemma 4.1. Let H be an abelian group. The map H Ñ pZbH is injective.

Applying this lemma to H � H1pMq for the particular element
°
j aj rLjs

yields the

Corollary 4.1.
(4.6)¸
jPJ

aj rLjs � 0 if and only if
¸
jPJ

paj mod kqbrLjs � 0 P Z{kZ, for all k ¥ 1.

Let k ¥ 1. Set Ck � Z{kZ. By 1k, we denote (1 mod k) P Ck. Let
1�k P C�

k be the unique form defined by 1�kp1kq � 1
k mod 1. Let Gk �

Ck`C�
k . Define qk : Gk Ñ Q{Z by qkpx, αq � αpxq. The quadratic form qk is

hyperbolic. In particular, pGk, qkq has no cyclic orthogonal summand. Hence
the characteristic homomorphism vanishes: χbqk ,λM � 0. Equivalently the

characteristic element is zero. Denote by cJ � pcjqjPJ P G|J |
k the color vector

associated to the ordered sublink LJ . By the vanishing condition (Th. 3.4),
τpM,LJ ; qk, c

Jq �� 0 if and only if
°
jPJ cj b rLjs � 0. This holds for any

color vector cJ � pcjqjPJ and for any k ¥ 1. In particular, for each k ¥ 1, we

take cj � cj,k � aj p1k, 1�kq P Gk. For each k ¥ 1, set cJk � pcj,kqjPJ P G|J |
k .

We have
°
jPJ cj b rLjs � 0 if and only if

°
jPJpaj mod kq b rLjs � 0. By

corollary 4.1, we conclude that¸
jPJ

ajrLjs � 0 if and only if for all k ¥ 1, τpM,LJ ; qk, c
J
k q �� 0.

In particular the invariant τ detects whether
°
jPJ aj rLjs � 0, as claimed.

The order of
°
jPJ aj rLjs is the smallest n ¥ 1 such that

°
jPJ naj rLjs � 0.

It follows that it is the smallest n ¥ 1 such that τpM,LJ ; qk, n c
J
k q �� 0.

As a particular case, τ detects whether a given component Lj represents a
torsion element in H1pMq of fixed finite order. �
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Step 4. Set F1pMq � H1pMq{Tors H1pMq. We show how to detect whether
any Z-linear combination

°
jPJ ajrLjs projects onto a primitive element in

F1pMq. (Recall that a primitive element in a lattice V is an element x P V
that can be completed to a Z-basis px, x2, . . . , xnq of V .)

We use the notation of the previous step.

Lemma 4.2. Let k ¥ 1. Let c � cJ P G|J |
k denote the color vector defined by

cj � cj,k � ak p1k, 1�kq P Gk for all j P J .

(1) The element
°
jPJ ajrLjs projects onto a nonzero element in k F1pMq

if and only if the following two conditions are verified:
p1.1q τpM,L; qk, c

Jq �� 0 for cj � ak p1k, 1�kq P Gk, j P J .
p1.2q For any positive integer k1 not multiple of k, for any nonzero

cJ P pGk1q|J |, τpM,L; qk1 , c
Jq � 0.

(2) The element
°
jPJ ajrLjs projects onto a primitive element in F1pMq

if and only if τpM,L; qk, c
Jq � 0 for all k ¥ 1.

Step 5: we show how to recover qfrpLjq P Q for all 1 ¤ j ¤ n such that
rLjs P Tors H1pMq. By Step 3, we know which components represents
torsion elements. Henceforth we assume that there is at least one component
Lj that represents a torsion element in H1pMq. Consider the set S of all
pairs pG, cq where G is a finite Abelian group and c � pc1, . . . , cnq P Gn

is an n-tuple of colors such that rθs � c b rLs � °
j cj b rLjs � 0. Let

pG, cq P S. By Theorem 2.4, choose a triple pV, f, vq over pG, qq. Since
rθs � 0 P GbH1pMq, we choose a lift η such that rηs � 0. Then the formula
(4.2) reduces to
(4.7)

τpM,L; q, cq � e2πippfbqfrqpηq�δpηqq�γpV b Tors H1pMq, f b qsq
γpTors H1pMq, qsqfpv,vq �|H1pM ;Gq| 12 .

Since we know the isomorphism class of λM , we can freely choose a spin
refinement qs of λM . Hence we can compute the Gauss sums of the right
hand side of p4.7q. We already know the order |H1pM ;Gq| by Step 1. Since
rθs � 0, we know that the invariant does not vanish if and only if pG, qq
and pTors H1pMq, λM q have no common cyclic orthogonal summand of even
order. Let pV, f, vq be a triple over pG, qq satisfying this condition and the
condition that pG, cq P S. Then we recover

exp 2πi
�
pf b qfrqpηq � δpηq

	
.

In particular for v � 0, we have δpηq � 0, hence we recover the term

exp 2πipf b qfrqpηq.

We now prove our claim. Let 1 ¤ j ¤ n. Let d be the order of Tors H1pMq.
Set

α �
"

1 if d is even;
2 if d is odd.
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For each N ¥ 2, consider the pair formed by the group G � Z{αdNZ and
the colors defined by

ck �
"
αd mod αdN if k � j

0 if k �� j.

Clearly

rθs � cb rLs � cj b rLjs � 1b αd rLjs P Z{αdNZbH1pMq.

Thus pG, cq P S since d rLjs � 0 in Tors H1pMq. Consider the bilinear
lattice f : Z � Z Ñ Z defined by fpx, yq � αdN x � y. Observe that f is
always even (so that v � 0 is a Wu class) and Gf � G. Note that q � φf,0
is a quadratic form over a cyclic group of order αdN . Thus pG, qq and
pTors H1pMq, λM q have no common cyclic orthogonal summand. We lift
θ � pαd mod αdN q b Lj to η � αd{αdN b Lj � 1{dN�1 b Lj . Given our
choice of pV, f, 0q, the argument above applies: we recover the term

exp
�
2πipf b qfrqpηq� � exp

�
2πifQpξj , ξjq qfrpLjq

�
� exp

�
2πi α

dN�2 q
frpLjq

�
.

Hence we recover α
dN�2 q

frpLjq mod 1 for all N ¥ 2. The lemma below (well
known in the context of p-adic numbers when d is prime) implies that we
recover α qfrpLjq P Q and hence qfrpLjq P Q.

Lemma 4.3. Let d ¥ 2. Let Qd be the inverse limit of Q{εdNZ. The map

QÑ Qd, r ÞÑ pr mod dN qN¥1

is injective.

The following fact is also well known: a sequence 0 ¤ rN   dN of rational
numbers such that rN � rN�1 mod dN for all N ¥ 1 corresponds to a
rational number r P Q provided that there exists N0 ¥ 0 such that rN �
rN�1 for all N ¡ N0. �

Step 6. Let p : H1pMq Ñ F1pMq denote the canonical projection. We show
that the invariant detects the isomorphism class of the pointed (plain) lattice
pF1pMq, pprL1sq, . . . , pprLnsqq. From Step 1, we know ρ � rankpF1pMqq.
From the previous two steps, we can find in a finite number of steps the
(unique) maximal subset I � t1, . . . , nu such that pprLisq �� 0 in F1pMq for
each i P I.

For all c P G|I|, τpM,L; q, cIq � τpM,LI ; q, cq. By Step 4, the invariant
detects whether any Z-combination

°
i ai pprLisq lies in kF1pMq. Apply the

classification of pointed plain lattices (Prop. 3.1) to deduce the isomorphism
class of pF1pMq, pprL1sq, . . . , pprLnsqq. This proves our claim. �

Step 7. Let r : H1pMq Ñ Tors H1pMq be a retraction. We claim that the
invariant τ determines the isomorphism class of the pointed linking pairing
pλM , rprLsqq.
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Preliminary step: let pG, q, cq be a pointed quadratic form. We prove that
for any choice of a 4-tuple pV, f, v, ξq such that pGf , ϕf,v, rξsq � pG, q, cq,

γpV b Tors H1pMq, f b qsM�p pfQ b pλM qprηM sqq �
� γpV b Tors H1pNq, f b qsN � p pfQ b pλN qprηN sqq.

(4.8)

Set

θM �
¸
k

ck b Lk, θN �
¸
k

ck b Jk P GbH1pMq.

First, notice that according to Th. 2.1, if rθM s is non characteristic then rθN s
is also non characteristic and both Gauss sums in p4.8q vanish (whatever our
choice for pV, f, v, ξq). Hence p4.8q is verified.

Next, suppose that rθM s is characteristic. Then rθN s also is characteristic.
There is an isomorphism ψ : pTors H1pMq, λM q Ñ pTors H1pNq, λN q of
linking pairings (by Step 2), hence idGf bψ is also an isomorphism of linking
pairings

pGf b Tors H1pMq, λf b λM q � pGf b Tors H1pNq, λf b λN q.
Since the characteristic element is preserved under linking isomorphisms (by
(??)), this is actually an isomorphism

pGf b Tors H1pMq, λf b λM , rθM sq � pGf b Tors H1pNq, λf b λN , rθN sq
of pointed linking pairings. Observe that idGf b ψ lifts to an isomorphism

idV 7 b ψ : V 7 b Tors H1pMq � V 7 b Tors H1pNq. Thus for any lift ξ of
c P Gn,

pV 7 b Tors H1pMq, f b λM , rηM sq � pV 7 b Tors H1pNq, f b λN , rηN sq.
This isomorphism lifts to an isomorphism of pointed quadratic forms pf b
qsM , rηM sq � pf b qsM , rηN sq. Therefore, p4.8q is again verified. This com-
pletes the preliminary step.

Since F1M is free, there is a commutative diagram of split exact sequences

0 // V 7 b Tors H1pMq //

��

V 7 bH1pMq //

��

V 7 b F1pMq //

��

0

0 // Gb Tors H1pMq // GbH1pMq // Gb F1pMq // 0

with retractions 1V 7br and 1Gbr respectively. If follows that
°
k ckbrLks P

Gb Tors H1pMq if and only if
°
k ck b rLks �

°
k ck b rrLks. Thus

rηM s �
¸
k

ξk b rLks P V 7 b Tors H1pMq ùñ rηM s �
¸
k

ξk b rrLks.

Let pV, f, 0q be an even lattice over pG, qq (cf. Th. 2.4). For any homoge-
neous quadratic form q, we have

f b q � 1

2
f b bq,
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where 1
2f denotes the homogeneous quadratic function defined on the lattice

V by p1{2 fqpxq � fpx,xq
2 P Z for all x P V . In particular,

f b qsM � 1

2
f b λM .

Now equality (4.8) reads

(4.9) γh,s pλM , rprL1sq, . . . , rprLnsqq � γh,s pλN , rprJ1sq, . . . , rprJnsqq ,
where h � 1

2f and s � pfQpξq|V n � p pfQpξ1q|V , . . . , pfQpξnq|V q P pV �qn. We
apply Theorem 3.1: Step 1 ensures that condition (1) is satisfied and (4.9)
ensures that condition (2) is satisfied. The isomorphism

pTors H1pMq, λM , rprL1sq, . . . , rprLnsqq � pTors H1pNq, λN , rprJ1sq, . . . , rprJnsqqq
follows.

Step 8. Steps 7 and 8 imply that the hypotheses of Lemma 3.4 are satisfied.
We conclude that there is an isomorphism of pointed linking groups

pH1pMq, λM , rL1s, . . . , rLnsq � pH1pNq, λN , rJ1s, . . . , rJnsq .
This concludes the proof. �

5. The extension of the monoid pairing

Theorem 3.1 suggests extending the monoid pairing x�,�y : M� �Q0 Ñ C
defined in §??. This section is devoted to the construction of this extension.
Our main result is that this extended pairing is nondegenerate.

Let n ¥ 0. Let M�pnq denote the monoid of n-pointed linking groups.
In other words, M�pnq consists of triples pH,λ, `q where H is a finitely
generated abelian group, λ : Tors H � Tors H Ñ Q{Z is a linking pairing
and ` � p`1, . . . , `nq P Hn is an n-tuple of distinguished elements. The
operation is the expected one, induced componentwise by orthogonal sum
and addition. There is a natural embedding M�pnq ÑM�ppq for any n ¤ p
defined by adding p � n zeros on the right on the distinguished n-tuple to
form a distinguished p-tuple. We define also a monoid Q0pnq that consists
of pairs pq, cq where q : GÑ Q{Z is a nondegenerate homogeneous quadratic
function on a finite abelian group G and c is a distinguished element in Gn.
Clearly, Q0 � Q0p0q embeds in Q0pnq in the usual way for any n ¡ 0. An
ordered link L � L1Y � � �YLn in a closed connected oriented 3-manifold M
induces an element

rLs � prL1s, . . . , rLnsq P H1pMqn
and therefore determines an element pH1pMq, λM , rLsq PM�pnq.
Lemma 5.1. Let pH,λ, `q PM�pnq. There exists a closed oriented 3-manifold
M equipped with an oriented and ordered link L � L1 Y . . .Y Ln �M such
that pH1pMq, λM , rLsq � pH,λ, `q.

Proof. By [33, Th. 6.1], any (nondegenerate) linking pairing can be
realized as the linking pairing of a closed oriented 3-manifold. Actually, the
3-manifold can be chosen as a rational homology 3-sphere M 1 (b1pM 1q � 0).



5. THE EXTENSION OF THE MONOID PAIRING 121

Let m be the rank of H. One needs to modify M 1 to another 3-manifold
M such that b1pMq � m so that H1pMq � H. The simplest way to do
this is to make connected sums with S1 � S2: M �M 177mj�1S

1 � S2. Then

b1pM77mj�1S
1 � S2q � b1pMq �m b1pS1 � S2q � 0 �m 1 � m. It remains

to choose an ordered oriented link L � M 1 such that its components rep-
resent prescribed homology classes `1, . . . , `n. Since the dimension of each
components is one, we can achieve this component by component. Since
the codimension of each component in M is two, we can ensure that the
components are pairwise disjoint. �

Let n ¥ 0. We define a pairing M�pnq �Q0pnq Ñ C by

(5.1) xH,λ, `; q, cy � τpM,L; q, cq,
where M is any closed oriented 3-manifold equipped with a link L � L1 Y
. . . Y Ln � M provided by the lemma above. For n � 0 (no distinguished
element), this coincides with the previous definition (see §??). For n ¥ 1
(when there is at least one distinguished element), the definition is unam-
biguous only if we fix the framing lkM pLj ,L1jq of torsion components of L
in M . We require that for each 1 ¤ j ¤ n,

lkM pLj ,L1jq �
�1

Nj
P Q

where Nj is the order of the homology class rLjs in H1pMq. We refer to
this framing as the reference framing of L. For non torsion components, the
framing is undefined. Theorem 3.1 ensures that the pairing x�;�y is well
defined by p5.1q.
Theorem 5.1. The pairing

M�pnq �Q0pnq Ñ C,
�
pH,λ, `q, pq, cq

	
ÞÑ xλ, `; q, cy

is bilinear, left and right nondegenerate.

Bilinearity is meant with respect to the operations

pH,λ, `q ` pH 1, λ1, `1q � pH `H 1, λ` λ1, `` `1q
and

pq, cq ` pq1, c1q � pq ` q1, c` c1q.
Clearly the pairing above generalizes the pairing introduced in §??:

xH,λ,∅; q, cy � xH,λ; q,∅y � xH,λ; 0y � xH,λ, `; q, 0y.

Proof. Bilinearity follows from the definition. Th. 3.1 asserts that
x�,�y is left nondegenerate. It remains to prove that it is also right nonde-
generate.

Step 1: we recover G by taking the absolute value of τpM,L; q, cq. This step
is completely symmetric to the first step of the proof of Th. 3.1. We have

|xλ,m, `; q, cy| � |H1pM ;Gq|1{2 � |Gb Tors H1pMq|1{2,
if G and Tors H1pMq have no common cyclic orthogonal summand of even
order (and is zero otherwise). According to the previous lemma, for any
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pointed linking pairing pλ, `q PMpnq, there is a closed oriented rational ho-
mology 3-sphere M equipped with an oriented link L such that pλ, 0, `q �
pλM , 0, rLsq. Endow L with the reference framing. By appropriate choices
of pTors H1pMq, λM q, we recover all p-components of G, hence the isomor-
phism class of G itself.

Step 2: we establish a formula for τpM,L; q, cq in a particular case (first
proved in [12, Cor. 4]). Let L � L1Y� � �YLn �M be an oriented link whose
components are all homologically trivial: rLjs � 0 in H1pMq for 1 ¤ j ¤ n.
We have rηs � °k ξk b rLks � 0 for any lift of rθM s �

°
k ck b rLks � 0.

Furthermore,

δspηvq � °
j fQpv, ξjq

�
qfrpLjq � qsprLjsq

�
� °

j fQpv, ξjq
�
qfrpLjq � 0

�
� °

j fQpv, ξjqqfrpLjq.
Since each component is homologically trivial, all framing and linking num-
bers are integers. It follows that

pq b lkM qpθM q � pϕf,v b lkM q
�¸

j

cj b Lj

�
� pf b qfrqpηq � δspηvq mod 1.

It follows from the formula (4.2) that

(5.2) τpM,L; q, cq � exp

�
2πipq b lkM qpθq



τpM, qq.

In particular, if M is a Z-homology 3-sphere, τpM, qq � 1. Hence

(5.3) τpM,L; q, cq � exp

�
2πipq b lkM qpθq



.

for an empty (or zero-framed algebraically split) link, we have

xλ,m,∅; q, cy � xλ,m; qy.
We have noted earlier that the pairing x�,�y : M� �Q0 Ñ C is right non-
degenerate. Hence the (isomorphism class of the) homogeneous quadratic
form pG, qq is determined. In particular, the Gauss sum γpG, qq is recovered.

Step 3: consider the case when M is a Z-homology 3-sphere with an oriented
link L �M . Then it can be shown ([8, corollary 5]) that

xλM , 0, rLs; q, cy � τpM,L; q, cq � exp
�

2πipq bALqpcq
	
,

where AL denotes the n � n symmetric integral linking matrix of L in M .
Hence by varying the zero-framed link L in M , we can realize any symmet-
ric integral n � n matrix with zeros on the diagonal. It follows that qpcjq,
bqpcj , ckq P Q{Z, 1 ¤ j, k ¤ n, are all determined.

Step 4: given any pointed linking pairing pλ, `q, we realize it as the pointed
linking pairing pλM , rLsq associated to a closed oriented 3-manifoldM equipped
with a zero-framed oriented link L. The pair pM,Lq itself can be realized
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as a pair pL, Jq of disjoint links in S3 where L is a framed m-component
link (on which the surgery is performed) and J is an oriented framed n-
component link (giving rise to L once the surgery on L is performed). Such
a pair determines a linking matrix ALYJ . This symmetric integral matrix
decomposes as

ALYJ �
�

AL AL,J
AJ,L AJ

�
where AL is the linking m �m matrix of L in S3, AJ is the linking n � n
matrix of J in S3 and AJ,L � At

L,J is the n�m matrix of the linking numbers

of the components of L with the components of J in S3. Hence, for x P Gm
and c P Gn,

pq bALYJqpx, cq � pq bALqpxq � pbq bAJ,Lqpx, cq � pq bAJqpcq,
where qbALYJ is regarded as a quadratic function on GbZm�n � Gm�n �
Gm � Gn, q b AL is regarded as a quadratic function on G b Zm � Gm,
qbAJ is regarded as a quadratic function on GbZn � Gn and bq bAJ,L is
regarded as a bilinear pairing pGb Zmq � pGb Znq � Gm �Gn Ñ Q{Z. It
follows from the previous step that we recover the term

pq bAJqpcq �
¸
k

qpckq lkS3pJk, J 1kq �
¸
k l

bqpck, clq lkS3pJk, Jlq.

Step 5: with the notation previously introduced, we have

τpM,L; q, cq
γpG, qq�signpLq|G|�m{2 �

¸
xPGm

expp2πipq bALYJqpx, cqq.

By Steps 1 and 3, we know the factors γpG, qq�signpLq and |G|�m{2. There-
fore, we recover the Gauss sum¸
xPGm

expp2πipqbALYJqpx, cqq �
¸

xPGm

exp

�
2πi
�
pqbALqpxq�pbqbAJ,Lqpx, cq�pqbAJqpcq

	

.

According to Step 4, we know the term pq b ALqpcq. Hence we recover the
Gauss sum ¸

xPGm

exp

�
2πi
�
pq bALqpxq � pbq bAJ,Lqpx, cq

	

.

Since we know its absolue value |GbTors H1pMq| 12 from Step 1, we recover
the Gauss sum

γpGb Zm, q bAL � pbq bAJ,Lqp�, cqq � γpGbW, q b g � ppbq b pgQqprωsq,
where g denotes the symmetric bilinear map on W � Zm determined the
m � m linking matrix AL and ω P G bW 7 is a lift of θ � °j cj b rLjs P
G bW 7{W � G b Tors H1pMq. It follows that we recover all Gauss sums
γg,spq, cq for all bilinear pairings pW, gq. Therefore, applying the classifica-
tion result for homogeneous quadratic functions (Corollary 3.2) yields the
desired result. �





CHAPTER 8

Abelian topological quantum field theory

Let M � pM,Σ�,Σ�q be a connected compact oriented 3-cobordism. In
other words, M is a connected compact oriented 3-manifold such that

BM � Σ�

º
�Σ�.

The surfaces Σ� and Σ�, called the bases of the cobordism, are closed and
oriented. We also write

Σ� � B�M, Σ� � B�M.

If each base is connected, we say that the cobordism is elementary . Note
that a given orientation restricts to an orientation on each of the connected
component. The opposite orientation is denoted by a minus sign. Each con-
nected component Σ of the base carries a nondegenerate symplectic pairing

H1pΣq �H1pΣq Ñ Z, pras, rbsq ÞÑ ras  rbs
in the first homology with integral coefficients, namely the intersection pair-
ing . If Σ is not connected (if the cobordism is not elementary), the pairing
may be degenerate. Recall that H1p�Σq � �H1pΣq is the same space as
H1pΣq but carries the symplectic pairing opposite to that of H1pΣq.
We regard two cobordisms as equivalent if they are equivalent by an orien-
tation preserving homeomorphism that is the identity on the boundary. As
is well-known, 3-cobordisms form a category Cob where objects are closed
oriented surfaces and morphisms are oriented 3-cobordisms and the com-
position is provided by the gluing along a common base. The composition
will be denoted by �. For our purpose, this category has the right notion of
morphisms but too many objects (too many noncanonical objects). In order
to reduce the number of objects (to make them more canonical), we need to
enrich somewhat this category.

Once we have defined the right category, we extend the invariant defined
in the previous chapters to cobordisms. There are actually two equivalent
constructions.

The first one is based on the following idea: glue to each base of a cobordism
pM,Σ�,Σ�q a finite union of standard handlebodies. This yields a closed

3-manifold M̃ with a pair of distinguished framed oriented links L�, L� in
�Σ� Y Σ� (the links are the images of the meridians of the handlebodies
respectively). Let g� (resp. g�) be the total genus of Σ� (resp. Σ�).
Color the links with some elements x�, x� P Gg� � Gg� . According to
the previous chapter, to a pair pM̃, L� Y L�q is associated a topological

invariant τpM̃, L� Y L�, pg�, g�qq P C. By varying the colors and using a
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normalization factor, we obtain a linear operator τpMq associated to the
cobordism M .

The second construction uses only linking invariants associated to the cobor-
dism M itself. It relies ultimately on the reciprocity.

Finally the invariant has special functorial properties: it is a topological
quantum field theory (TQFT). It can be approximately regarded as a func-
tor from an appropriate category of cobordisms to the category of finite-
dimensional C-vector spaces.

1. The parametrized cobordism category

Let g be a natural number. For each g, we fix an oriented handlebody Hg of
genus g as follows. The standard handlebody H0 of genus 0 is the unit closed
3-ball D3 � R3. For g ¥ 1, consider a union Ug of g circles C1, . . . , Cg of
radius 1 in the plane z � 0 of R3 centered on the x-axis such that CjXCj�1

is a singleton for 1 ¤ j ¤ g � 1. The standard handlebody Hg of genus g
is a closed tubular neighborhood of Ug in R3 symmetric with respect to the
planes z � 0 and y � 0. All the standard handlebodies are orientable as
submanifolds of R3: we choose the orientation so that the outward normal
vector is last. The map mir : px, y, zq ÞÑ px, y,�zq is an orientation reversing
homeomorphism that restricts to Hg. It is the standard orientation reversing
homeomorphism of Hg. We also fix a closed oriented surface Σg of genus g
by Σg � BHg. The j-th simple closed curve ��S1 � Σg (resp. S1�� � Σg)
is the j-th meridian (resp. the j-th longitude) of Σg. A closed surface Σ is
standard if Σ is empty or if there is g P N such that Σ � Σg.

Definition 1.1. A standard 3-cobordism is a 3-cobordism pM,Σ�,Σ�q
whose bases are finite disjoint unions of standard surfaces.

The definition of a standard cobordism is rigid. It is completely dependent
of our geometrical model of a closed surface of genus g. The idea is to
make all the gluings and all the computations using standard cobordisms
and standard surfaces.

Two standard cobordisms pM,Σ�,Σ�q and pN,Σ1
�,Σ

1
�q such that Σ� � Σ1

�

can be composed by gluing along the common basis: N � M � N Y M .
Composition is an associative operation.

We need to define an equivalence relation on cobordisms. A first attempt
could be to define a weak equivalence between two standard cobordism as an
orientation preserving homeomorphism that sends the bottom (resp. top)
base to the bottom (resp. top) base. If two standard cobordisms are weakly
equivalent then their bottom and top bases respectively coincide. We cer-
tainly want this property to hold. As any homeomorphism restricts to a
homeomorphism of the boundary, the only difference between this defini-
tion and a general homeomorphism is to distinguish between top and bottom
bases.

Definition 1.2. An equivalence between two standard cobordisms is an ori-
entation preserving homeomorphism that induces the identity on the bases.
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Denote equivalence by �.

Lemma 1.1. Let M,M 1, N,N 1 be standard cobordisms. Suppose that N �M
and N 1�M 1 are well-defined. If M �M 1 and N � N 1 then N �M � N 1�M 1.

Proof. Trivial. �

Lemma 1.2. Equivalence classes of standard cobordisms form a small cate-
gory with finite coproducts (disjoint unions).

Proof. Cobordisms are morphisms between two standard surfaces (pos-
sibly empty). Formally speaking, an object is a finite sequence of elements
in t�, 0, 1, 2, . . .u. We set Σ� � ∅. For instance, a morphism between g�
(one term sequence) and g� (one term sequence) is represented by an el-
ementary standard cobordism pM,Σg� ,Σg�q. In general, a morphism be-

tween pg�1 , . . . , g�r q and pg�1 , . . . , g�s q is a standard cobordism with bottom
base (resp. top base) a surface with connected closed components of genus
g�1 , . . . , g

�
r (resp. of genus g�1 , . . . , g

�
s ) respectively. The notion of equiva-

lence enables to have an identity cobordism for each object g: it is empty if
the object is � or it is the cylinder Σg � r0, 1s otherwise. �

The category of equivalence classes of standard cobordisms is denoted Cob0.

Definition 1.3. A parametrized 3-cobordism is a 3-cobordism pM,Σ�,Σ�q
equipped with two orientation preserving homeomorphisms f� : Σg� Ñ Σ�

and f� : Σg� Ñ Σ� respectively.

Example 1.1. The standard handlebody Hg of genus g can be regarded as
a parametrized 3-cobordism pHg,∅,Σgq parametrized by the identity f� �
idΣg . More generally, any standard cobordism provides an example of a
trivially parametrized cobordism with identity parametrizations.

Definition 1.4. Let pM,Σ�,Σ0q and pN,Σ1,Σ�q be two parametrized
cobordisms such that there is an orientation preserving homeomorphism
sending Σ0 to Σ1. Let g be the genus of Σ0. Denote by f0 : Σg Ñ Σ0 � M
and f1 : Σg Ñ Σ1 � N the parametrizations of Σ0 and Σ1 respectively. The
composition N �M of N and M is defined as

N �M � N
º
f1

Σg � r�1, 1s
º
f0

M.

Here the identifications are given by ps,�1q � f0psq for all s P Σg and
ps, 1q � f1psq for all s P Σg.

Loosely speaking, we glue a cylinder (over the basis Σg) to the disjoint union
N
²
M via the respective parametrizations. See Fig. 1.1.

Definition 1.5. Let pM,Σ�,Σ�q and pN,Σ1
�,Σ

1
�q be two parametrized

cobordisms. Let g� (resp. g�) denote the genus of the surface Σ� (resp.
g�). Let f�, f�, f

1
�, f

1
� be the parametrizations of Σ�,Σ�,Σ

1
�,Σ

1
� respec-

tively. An equivalence between M and N is an orientation preserving home-
omorphism F : M Ñ N inducing homeomorphisms on the bases such that
F |Σ� � f� � f 1� and F |Σ� � f� � f 1�.
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Σ�

N
Σ1

Σ�

Σg � r�1, 1s

M
Σ0

Figure 1.1. Gluing two parametrized cobordisms.

Lemma 1.3. Let M,M 1, N,N 1 be parametrized cobordisms. Suppose that
N �M and N 1 �M 1 are well-defined. If M �M 1 and N � N 1 then N �M �
N 1 �M 1.

Proof. Let FN (resp. FM ) be an equivalence between N and N 1 (resp.
between M and M 1). Let g be the genus of the bottom base of N which
coincides with the genus of the top base of M . Define a map

F̃ : N
º

Σ� r�1, 1s
º

M Ñ N 1
º

Σg � r�1, 1s
º

M 1

by

F̃ pxq �
$&% FN pxq if x P N

x if x P Σ� r�1, 1s
FN pxq if x PM.

This map induces an orientation preservation homeomorphism F : N �M Ñ
N 1 �M 1 which commutes with the parametrizations, hence is an equivalence
between N �M and N 1 �M 1. �

Lemma 1.4. Equivalence classes of parametrized cobordisms form a small
category with finite coproducts (disjoint unions).

Proof. An object is a finite sequence of elements in t�, 0, 1, 2, . . .u. We
set Σ� � ∅. For a finite sequence g � pg1, . . . , grq, let Σg denote the
disjoint union of the standard surfaces Σg1 , . . . ,Σgr . A morphism between
pg�1 , . . . , g�r q and pg�1 , . . . , g�s q is represented by a triple pM,f�, f�q where M
is an oriented cobordism pM,Σ�,Σ�q, f� : Σg� Ñ Σ� and f� : Σg� Ñ Σ�

are orientation preserving homeomorphisms. The identity morphism is rep-
resented by a cylinder with identity parametrizations on the bases. The
other axioms are easily verified. �

The category of equivalence classes of parametrized cobordisms is denoted
Cobpar.

Any parametrized cobordism pM,Σ�,Σ�q yields a standard cobordism p�M,Σg� ,Σg�q
as follows. We set g� to be the genus of Σ�. (If Σ� is empty, then we choose
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Σg� to be empty.) We define

M̃ � pΣg� � r0, 1sq
º
f�

M
º
f�

pΣg� � r0, 1sq.

The identification are given by ps, 1q � f�psq for all s P Σg� and ps, 0q �
f�psq for all s P Σg� . Clearly M̃ is a standard cobordism pM̃,Σg� ,Σ�q
obtained by gluing the cylinders over Σg� (resp. Σg�) to Σ� (resp. Σ�) by
means of the parametrization f� (resp. f�) along Σg� � t1u (resp. along
Σg� � t0u).
Lemma 1.5. If M and N are two equivalent parametrized cobordisms then
M̃ and Ñ are two equivalent standard cobordisms.

Proof. Suppose there is an equivalence F : pM,Σ�,Σ0q Ñ pN,Σ1
�,Σ

1
�q

between two parametrized cobordisms. It follows that the genus of the bases
coincide: g� � g1� and g� � g1�. Define a disjoint union of maps

F̃ : pΣg��r0, 1sq
º

M
º
pΣg��r0, 1sq Ñ pΣg1�

�r0, 1sq
º

N
º
pΣg1�

�r0, 1sq
by

F̃ pxq �
$&% x if x P Σg� � r0, 1s

F pxq if x PM
x if x P Σg� � r0, 1s.

Since F commute with parametrizations, the maps glue together to induce
a map pM̃,Σg� ,Σg�q Ñ pÑ ,Σg1�

,Σ1
g�q between standard cobordisms. The

map is easily seen to be an orientation preserving homeomorphism. By
construction, it preserves pointwise the bases. It is therefore an equivalence.

�

Proposition 1.1. The assignment M ÞÑ M̃ induces a covariant full functor
Cobpar Ñ Cob0.

Proof. Lemma 1.5 implies that the assignment is well defined at the
level of equivalence classes. Let F : Cobpar Ñ Cob0 denote the correspond-
ing assignment. The identity morphism of the object g � pg1, . . . , grq in
Cobpar is represented by the cylinder C � Σg � r0, 1s with the identity as

parametrization of the bases. It follows from the definition that C̃ � C in
Cob0. Thus F sends the identity morphism of g in Cobpar to the identity
morphism of g in Cob0. The identity F pN �Mq � F pNq � F pMq follows
from Fig. 1.2. By Example 1.1, any standard cobordism is realized as the
image of a trivially parametrized cobordism. Hence F is a full functor. �

2. The Lagrangian cobordism category

Let A be a symplectic lattice. As is customary, we denote by �A the same
underlying lattice A with the symplectic pairing opposite to that of A. In
particular, if Σ is a closed surface, then H1p�Σq � �H1pΣq. Any orientation
preserving homeomorphism Σ Ñ Σ induces a symplectomorphism H1pΣq Ñ
H1pΣq.
The following definition should be seen as a motivation.



130 8. ABELIAN TOPOLOGICAL QUANTUM FIELD THEORY

M̃

N M

Σg� � r0, 1s

Σ� Σg�Σg� Σ�

N �M

M

Σg � Σg

�

Σg� Σg�

Σg� � r0, 1s

N

Ñ

Figure 1.2. The composition Ñ � M̃ .

Definition 2.1. A Lagrangian cobordism is an oriented compact 3-cobordism
M,Σ�,Σ�q endowed with

(1) Lagrangians A� � H1pΣ�q and A� � H1pΣ�q.
(2) A Lagrangian ΛM � H1pBMq � �H1pΣ�q`H1pΣ�q such that ΛM

is transverse to the Lagrangian A�kA� in H1pBMq � �H1pΣ�qk
H1pΣ�q.

Remark 2.1. The condition p2q is equivalent to Λ X A� � Λ X A� � 0.
This follows from Lemma 1.4.

Remark 2.2. The Lagrangian ΛM associated to the cobordism M is de-
composable. This follows from Lemma 1.2.

Example 2.1 (Meridional and longitudinal Lagrangians). For any standard
surface Σg, there are two distinguished and transverse Lagrangians, namely
the Lagrangian generated in 1-homology by the meridians of Σg (the stan-
dard meridional Lagrangian) and the Lagrangian generated in 1-homology
by the longitudes of Σg (the standard longitudinal Lagrangian).

Example 2.2 (The trivial Lagrangian cylinder). Let M � Σ� r0, 1s be the
oriented cylinder over a standard surface Σ � Σg. We endow Σ� t0u (resp.
Σ � t1u with the longitudinal Lagrangian A� (resp. A�) in H1pΣ � t1uq
(resp. H1pΣ � t0uq) generated in 1-homology by the longitudes l1, . . . , lg
of Σ � t1u (resp. H1pΣ � t0uq). We endow M with the Lagrangian ΛM
generated in H1pBMq � �H1pΣ� t0uq kH1pΣ� t1uq in 1-homology by the
meridians of Σ�t1u and Σ�t0u. Clearly ΛM is transverse to A�kA�. The
cobordism acquires a structure of Lagrangian cobordism called the trivial
Lagrangian cylinder.

Example 2.3 (Lagrangian cobordism associated to a parametrization). Let
f : Σg Ñ Σ be an orientation preserving homeomorphism (a parametriza-
tion). We associate to f a Lagrangian cobordism Cpfq as follows. As a
cobordism, Cpfq is obtained by gluing two cylinders Σg�r0, 1s and Σ�r0, 1s
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via f :

Cpfq � Σ� r0, 1s
º
f

Σg � r0, 1s

with the identification ps, 1q � pfpsq, 0q for all s P Σ. Hence Cpfq is an
oriented cobordism between Σg and Σ. To the bottom base we associate
the standard longitudinal Lagrangian A� � H1pΣgq. To the top base we
associated the Lagrangian fpA�q � H1pΣq. To the cobordism Cpfq, we
associate Λ � Graphpf�q. Clearly Λ is transverse to A� k fpA�q. The
case when f � idΣg yields the diagonal Lagrangian for Λ and the trivial
Lagrangian cylinder.

Definition 2.2. The composition of two Lagrangian cobordisms pM,Σ�,Σ0q
and pN,Σ0,Σ�q is defined as the underlying composition of the two cobor-
disms N �M � N YM endowed with the Lagrangians of the bottom base
of M and the top base of N and the Lagrangian ΛN�M � ΛN � ΛM . (See
Chap. 2, Lemma 1.1, for the composition of Lagrangians.)

Lemma 2.1. The composition of two Lagrangian cobordism is a Lagrangian
cobordism.

Proof. This follows from Lemma 1.6. �

Definition 2.3. Two Lagrangian cobordisms are equivalent if there exists
a cobordism equivalence (an orientation preserving homeomorphism that
restricts to the identity on the boundary) between them sending Lagrangian
onto Lagrangian.

Equivalence classes of Lagrangian cobordisms form a category Coblag with
trivial Lagrangian cylinders being the identity morphisms. The assignment

pM,Σ�,Σ�q ÞÑ pΛ, H1pΣ�q, H1pΣ�qq
is a functor Coblag Ñ Lag�1

transpZq. As before the category Coblag has too
many objects. We now modify this category.

Definition 2.4. A Lagrangian decorated cobordism is an oriented 3-cobordism
pM,Σ�,Σ�q endowed with

(1) A pair of isotopy classes of oriented framed links L� � Σ� and
L� � Σ� such that the subgroups A� and A� generated in 1-
homology by the components of L� and L� respectively are La-
grangians in H1pΣ�q and H1pΣ�q respectively.

(2) A Lagrangian Λ � H1pBMq � �H1pΣ�q `H1pΣ�q such that Λ is
transverse to the Lagrangian A� ` A� in H1pBMq � �H1pΣ�q `
H1pΣ�q.

Example 2.4 (The trivial Lagrangian decorated cobordism). Let M � Σg�
r0, 1s be the trivial Lagrangian cobordism. If we provide M with the two
underlying sets of longitudes in Σg �t0u and Σg �t1u, then M is called the
trivial Lagrangian decorated cobordism.

Example 2.5 (Lagrangian decorated cobordism associated to a parametrized
cobordism). Any parametrized cobordism pM,Σ�,Σ�q yields a Lagrangian
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decorated cobordism. The cobordism is topologically the same. Let L� be
the oriented framed link formed by the images of the longitudes of Σg� by the
parametrization f� : Σg� Ñ Σ�. Similarly let L� be the oriented framed
link formed by the images of the longitudes of Σg� by the parametriza-
tion f� : Σg� Ñ Σ�. Let ΛM be the Lagrangian in H1pBMq generated
in 1-homology by the images of the meridians of Σg� and Σg� under the
parametrizations f� and f� respectively. Clearly ΛM and A� k A� are
transverse. This provides M with the structure of a Lagrangian decorated
cobordism.

We now define the composition of two Lagrangian decorated cobordisms
using standard surfaces.

Definition 2.5. Let pM,Σ�,Σ0q and pN,Σ1,Σ�q be two Lagrangian dec-
orated cobordisms such that there is an orientation preserving homeomor-
phism Σ0 Ñ Σ1. Let g be the genus of Σ0. Let L0 (resp. L1) be an oriented
framed link inside Σ0 (resp. Σ1). Let 1 ¤ j ¤ g. Denote by lj the j-th lon-
gitude of Σg. Choose orientation preserving homeomorphisms f0 : Σg Ñ Σ0

and f1 : Σg Ñ Σ1 such that f0pliq � L0
i and f1pliq � L1

i , i � 1, . . . , g. The
composition N �M of M and N is defined by

N �M � N
º
f1

Σg � r�1, 1s
º
f0

M

with the identifications ps,�1q � f0psq and ps, 1q � f1psq for all s P Σg.

Remark 2.3. Each longitude mj , 1 ¤ j ¤ g, has a natural parallel in Σ:
at each point p P mj , there is a well defined positive normal of length 1.
The framing of the links L0 and L0 is inherited from the framing of the
longitudes mj , 1 ¤ j ¤ g, in Σg.

Remark 2.4. The choice of the homeomorphisms f0 and f1 is not unique
in general. One should complete the definition of f0 and f1 by defining
for instance on meridians and extending completely the definition of each
homeomorphism to Σg. However, we shall soon see that a different choice
will eventually lead to an equivalent Lagrangian decorated cobordism.

Lemma 2.2. The composition of two Lagrangian decorated cobordisms has a
natural structure of Lagrangian decorated cobordism.

Proof. Two Lagrangian decorated cobordisms pM,Σ�,Σ0q and pN,Σ1,Σ�q
are composable if and only if there is an orientation preserving homeomor-
phism Σ0 Ñ Σ1 sending the link L0 to the link L1 (up to isotopy in Σ1). The
link associated to the bottom base (resp. top base) of N �M is the link L�

(resp. L�) associated to Σ� (resp. to Σ�). The links L� and L� generate
Lagrangians A�pMq and A�pNq in H1pΣ�q and H1pΣ�q respectively.

The only point consists in defining the Lagrangian ΛN�M in H1pN �Mq asso-
ciated to the Lagrangian decorated cobordism N �M so that it be transverse
to A�pMq kA�pMq. Let ΛM and ΛN be the Lagrangians associated to M
and N respectively. Our gluing depends on the intermediate links in Σ0

and Σ1, so we cannot define ΛN�M � ΛN �ΛM as in the case of Lagrangian
cobordisms.
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The cobordism N �M can be written as the composition of cobordisms (in
the sense of morphisms of Cob)

N �M � N � Cpf1q � Cpf�1
0 q �M

where Cpf1q and Cpf�1
0 q are Lagrangian cobordisms associated to f1 and

f2 respectively. (See Example 2.3.) Now regard M and M as Lagrangian
cobordisms as well. We have expressed N �M as the composition of four
Lagrangian cobordisms, hence N �M is a Lagrangian cobordism. Therefore
(in the usual sense of composition of Lagrangians, by Lemma 2.1)

ΛN�M � ΛN �Graphpf1�q �Graphpf�1
0� q � ΛM ,

where f0� and f1� denote the symplectomorphisms induced in 1-homology
by f0 and f1 respectively, is a Lagrangian transverse to A�pMq and A�pMq.
We are therefore forced to define the composition ΛN�M by the formula
above which proves the result. �

Definition 2.6. Two decorated Lagrangian cobordisms M and N are equiv-
alent if there is an orientation preserving homeomorphism f : M Ñ N
sending the top base (resp. the bottom base) to the top base (resp. the top
base), sending the oriented framed link in the top base (resp. in the bottom
base) to the oriented framed link in the top base (resp. in the bottom base)
and sending the Lagrangian ΛM to the Lagrangian ΛN .

The composition is associative and the trivial Lagrangian decorated cobor-
disms represent the identity morphisms.

Definition 2.7. The category formed by equivalence classes of Lagrangian

decorated cobordisms is denoted Coblag
fr .

Example 2.5 shows that a Lagrangian decorated cobordism M̃ is naturally
associated to a parametrized cobordism M .

Proposition 2.1. The assignment M ÞÑ M̃ induces a full covariant functor

Cobpar Ñ Coblag
fr .

Proof. Let pM,Σ�,Σ�q be a decorated Lagrangian cobordism with
transverse Lagrangians ΛM � H1pBMq and A� k A� � H1pBMq respec-
tively. We show that this cobordism is represented by a parametrized cobor-
dism. First the symplectic group acts transitively on pairs of transverse
Lagrangians.

we need to find parametrizations f� : Σg� Ñ Σ� and f� : Σg� Ñ Σ� such
that the images of meridians �

Remark 2.5. We could introduce a more general category �Cob
lag

fr by re-
moving the condition of transversality for the Lagrangians. For all practical

purposes, the category Coblag
fr will suffice.

In the rest of this paragraph, we make a number of elementary observations
about the nature of Lagrangians.
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Consider a connected oriented 3-manifold M with non-empty boundary BM .
Such a manifold gives rise to a Lagrangian Ker i� � H1pBMq where i� :
H1pBMq Ñ H1pMq denotes the inclusion homomorphism. See for instance
[4, Th. 10.4]. Such a Lagrangian depends only on the topology of M and
will be called standard in the sequel.

In general, there are many other Lagrangians in H1pBMq; if we regard M as
some Lagrangian decorated cobordism, the standard Lagrangian generally
differ from the Lagrangian ΛM associated to the cobordism. One way to see
that is to remark that Ker i� does not have to be decomposable.

Example 2.6. Let M � T 2 � r0, 1s, the cylinder over the 2-torus. The
boundary of M consists of two copies

T� � T � 0, T� � T � 1

(with opposite orientations) of the 2-torus. The standard Lagrangian Ker i�
is the Lagrangian generated by pairs p�x, xq P �H1pT�qkH1pT�q. It is not
decomposable. Denote by

l�,m� P H1pT�q
the homological classes represented by the longitude S1�� and the meridian
��S1 of T� � S1�S1 respectively. They clearly generate H1pT�q. Any pair
of primitive elements of H1pT�q forms a symplectic basis of H1pT�q if and
and only if it is uniquely represented by a matrix A P SL2pZq with respect
to the basis pl�,m�q. In particular, there is a one-to-one correspondence
between Lagrangians in H1pT�q and primitive elements in H1pT�q. Let now
Λ P H1pBMq � �H1pT�q k H1pT�q be a Lagrangian. It is generated by
two independent primitive elements. If one of these two elements can be
taken to be in H1pT�q then (since it is primitive) it generates a Lagrangian
Λ� P H1pT�q. If both elements can be taken in H1pT�q and H1pT�q respec-
tively, then Λ is a decomposable Lagrangian and Λ � Λ�kΛ�. Conversely,
any decomposable Lagrangian Λ � �H1pT�q kH1pT�q is generated by two
primitive elements in H1pT�q and H1pT�q respectively. For instance,

Λ11 � xl�ykxl�y, Λ12 � xl�ykxm�y, Λ21 � xm�ykxl�y, Λ22 � xm�ykxm�y
are four distinct decomposable Lagrangians ofH1pBMq � H1p�T�q`H1pT�q.

It is not hard to extend the observation of the previous example.

Lemma 2.3. Let pM,Σ�,Σ�q be a 3-cobordism with BM consisting of exactly
two connected components, Σ� and Σ�. A Lagrangian Λ � H1pBMq is
decomposable (with respect to the decomposition H1pBMq � �H1pΣ�q k
H1pΣ�q) if and only if Λ is generated by elements represented by simple
closed oriented curves.

In the example above for M � T � r0, 1s, the standard Lagrangian ΛM is
generated by pairs p�x, xq P �H1pT�q kH1pT�q, x P H1pT q. None of these
pairs (except the trivial one) can be represented by one single simple closed
oriented curve.
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Proof. The representation of generators of Λ by simple closed oriented
curves is a sufficient condition: each simple closed curve must lie in one
single connected component of BM and in particular will induce a well-
defined homological class in H1pΣ�q or in H1pΣ�q. Since Λ is Lagrangian,
there are exactly g� simple closed curves in Σ� where g� denotes the genus
of Σ�. The result follows.

Conversely, if Λ is decomposable then Λ� � Λ X H1pΣ�q is a Lagrangian
in H1pΣ�q. Such a Lagrangian is generated by a system of g independent
primitive elements in H1pΣ�q. An element in H1pΣ�q is primitive if and
only if it is represented by a simple closed oriented nonseparating curve (see
e.g., [42]). Hence the result. �

3. Linking pairings and Lagrangians

3.1. The linking pairing of a 3-manifold. Let M be any connected
compact oriented 3-manifold with boundary BM . Poincaré-Lefschetz duality
and the (torsion) universal coefficient theorem lead to the following sequence
of isomorphisms

Tors H1pMq � Tors H2pM, BMq � Tors ExtpH1pM, BMq,Zq
� HompTors H1pM, BMq,Q{Zq.

There is therefore a nonsingular bilinear pairing

aM : Tors H1pMq � Tors H1pM, BMq Ñ Q{Z.
A geometrical definition of this pairing is as follows. First define linking
numbers for cycles. Let x be an integral 1-cycle in M and let y be a rela-
tive 1-cycle in pM, BMq representing homology classes in Tors H1pMq and
Tors H1pM, BMq respectively. We may assume that x and y are in general
position. There exists n P Z and a 2-chain C in M such that n x � BC.
We may further assume that C and y intersect transversally, i.e. in a finite
number of points away from the boundary. Define

lkM px, yq � C � y
n

P Q.

Example 3.1. Let M � S1 � D2 be the solid torus. Let � denote an
arbitrary point on S1. Let x � � � BD2 be a meridian and y � S1 � 0 be a
longitude. Clearly x bounds a disc C � ��D2 and y is a boundary modulo
BM � S1 � BD2 (the torus surface). Since C and y intersect in exactly one
point, it follows that for a suitable choice of orientations, lkpx, yq � �1.

At the level of homology, define

aM prxs, rysq � lkpx, yq mod 1.

Here we denote by a small dot the algebraic intersection number. The linking
pairing λM associated to M is defined by

λM � aM � pj� � idq,
where j� : Tors H1pMq Ñ Tors H1pM, BMq denotes the natural projection
homomorphism. In particular, if j� is an isomorphism or when M has no
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nonempty boundary, the linking pairing λM is nonsingular. In general when
M has a nonempty boundary, the linking pairing is degenerate.

3.2. Lagrangians. We consider a slight variation of the previous set-
ting. Suppose that M is equipped with an isotropic subgroup Λ � H1pBMq
(isotropic with respect to the intersection pairing on H1pBMq). Let x, y be
two 1-cycles in general position in M such that their homology classes lie
in Tors pH1pMq{i�pΛqq. Unravelling the definition, we see that there exist
n P Z, a 1-cycle z whose homology class lies in Λ and a 2-chain C in M such
that n x � i�z�BC. Assuming that C is in general position with respect to
y and denoting by a dot algebraic intersection, we define the linking number

lkΛpx, yq � C � y
n

P Q.

Lemma 3.1. lkΛ is well-defined, symmetric and bilinear.

Remark 3.1. The linking number takes values in Z if and only if one of the
2-cycles is a boundary.

Proof. If n x � i�z
1�BC 1 is another decomposition, then BpC �C 1q �

i�pz1 � zq represents an element in i�pΛq. In particular, C �C 1 is a relative
2-cycle, i.e. represents an element in H2pM, BMq. Let p P Z such that
p rys � i�pwq in H1pMq for some w P Λ. Thus the algebraic intersection
pC � C 1q � p y is computed using the homological intersection product  :
H2pM, BMq � H1pMq Ñ Z. Let a � rC � C 1s P H2pM, BMq. Since this
product takes value in Z, no torsion occurs. Hence

pC � C 1q � y � 1

p

�
a � p y� � 1

p

�
a M i�pwq

� � 1

p
pBa BM wq � 0.

The third equality is a well-known property of intersection products with
respect to the long exact sequence associated to pM, BMq. In the last equal-
ity, the product is the intersection product on H1pBMq. Since both Ba and
w lie in the same isotropic Λ, their product vanishes. This proves that lkΛ

is well defined.

Since lkΛ is defined for 1-cycles, it is a bilinear pairing. To see that the pair-
ing is symmetric, let C 1 be a 2-chain in M and z1 a 1-cycle whose homology
class lies in i�pΛq such that p y � i�z

1 � BC 1. Assume transversality, the
intersection of two 2-chains C and C 1 is a 1-cycle in M . Hence

0 � BpC � C 1q � BC � C 1 � C � BC 1 � pnx� i�zq � C 1 � C � pny � i�z
1q

� n x � C 1 � C � p y � i�z � C 1 � C � i�z1
� n x � C 1 � C � p y.

Dividing by n p gives 0 � lkΛpy, xq � lkΛpx, yq. �

Given the special role that Lagrangians play in 3-cobordisms (see §...), we
are interested in the special case when Λ is a Lagrangian.

Lemma 3.2. Let M be any connected compact oriented 3-manifold with
boundary BM . Let Λ be a Lagrangian in H1pBMq. Let

i� : H1pBMq Ñ H1pMq
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be the homomorphism induced by inclusion. The linking pairing on M in-
duces a linking pairing

λΛ : Tors
�
H1pMq{i�pΛq

	
� Tors

�
H1pMq{i�pΛq

	
Ñ Q{Z

defined by

λΛpras, rbsq � lkΛpa, bq mod 1.

Remark 3.2. The case when BM is empty, we recover the usual linking
pairing. See [25, Chap. 4].

Proof. See [45, §6]. Another proof follows from Lemma 3.3 below. �

In the sequel, we set

GΛ � H1pMq{i�pΛq, TΛM � Tors GΛ.

According to Lemma 3.2, TΛM carries a linking pairing λΛ. An important
case arises when the Lagrangian is decomposable.

3.3. Lagrangians and gluings. Consider a disjoint union H of stan-
dard oriented solid handlebodies H1, . . . ,Hr and an orientation reversing

homeomorphism f : YjBHj Ñ BM . Let �M � M Yf H be the closed ori-
ented 3-manifold obtained by gluing the handlebodies to BM via f . Let Λ
be the Lagrangian generated in H1pBMq by the images by f of the meridians

of BH1, . . . , BHr. Let j denote the map M Ñ �M induced by the inclusion
M �M YH and the gluing. The following observation is useful.

Lemma 3.3. Let x, y be two 1-cycles in general position in M such that some
of their multiples lie in i�Λ. Then

lkΛpx, yq � lk
�M
pj�x, j�yq.

In particular, there is a linking pairing isomorphism

pTors H1p�Mq, λ
�M
q � pTΛM,λΛq.

In particular, λΛ is nondegenerate.

Example 3.2. Let M be the solid torus S1 � D2. Its boundary is BM �
S1 � BD2 � S1 � S1. The first integral homology of BM is freely generated
by a meridian m � � � BD2 and a longitude l � S1 � �. Let Λ be the
Lagrangian generated by the longitude l � S1 � � � S1 � BD2. Then
GΛM � H1pMq{i�Λ � 0, the linking numbers lkΛpx, yq are integers and the
linking pairing lkΛ is trivial. Consider a homeomorphism f : BpS1 �D2q Ñ
M sending the meridian � � BD2 to the longitude l of M . Then �M � S3.
Hence linking numbers are usual linking numbers in S3 (hence are integers)
and the linking pairing on S3 is trivial since the homology of S3 is trivial.

Example 3.3. Consider the same solid torus M � S1 � D2. Let n be a
nonzero integer and m and l the meridian and longitude as before. Let Λ �
Λn be the Lagrangian in H1pBMq generated by m�n l. Then H1pMq{i�Λ �
Z{nZ and lkΛpp rls, q rlsq � �pq

n mod 1. If f : BpS1 � D2q Ñ M is a

homeomorphism sending the meridian � �D2 to m � n l in M , then �M is
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the lens space Lpn, 1q and we recover the cyclic linking pairing on Lpn, 1q in
this fashion.

Under the hypothesis of this paragraph, any quadratic enhancement qΛ of
λΛ is nondegenerate. We observe that any quadratic enhancement can be
regarded as partially induced by a relative spin structure s on the 3-manifold
M with boundary. We describe it as follows. With the same notation as
above, endow the disjoint union of oriented solid handlebodies H1, . . . ,Hr

with relative spin structures s1, . . . , sr respectively, in such a way that

s|BM � Yif�si|BHi
Then gluing the handlebodies to M via f yields a closed 3-manifold �M
with spin structure rs. Any quadratic enhancement of λΛ is obtained as the
quadratic form induced by rs for some suitable choice of s1, . . . , sr.

Remark 3.3. We regard the Lagrangian Λ as a kind of algebraic remnant
of the gluing. Topologically it is easier to think in terms of gluings; alge-
braically (specifically in relation with the Weil representation), it is easier
to think in terms of Lagrangians. This motivates the following definitions.

Definition 3.1. Let K,K 1 �M be two disjoint oriented framed knots and
Λ a Lagrangian in H1pBMq. If for any parametrization f : YjBHj Ñ BM
such that Λ is generated by the images by f of all the meridians of the
standard handlebodies Hj , the framed knot K (thought as an annulus)

bounds a disc in the closed manifold �M (resp. the knots K and K 1 are

separated by a 2-sphere in �M), then we say that K Λ-unknotted or is Λ-
trivial (resp. we say that K and K 1 are Λ-unlinked). Given an oriented
link L �M , we say that L is λ-unlinked if all pairs of components of L are
Λ-unlinked. We say that L is Λ-trivial if L is Λ-unlinked and each individual
component of L is Λ-trivial.

Example 3.4. Consider the cylinder M over the 2-torus equipped with the
four closed simples curves m�,m�, l�, l� as depicted in Fig. 2.1. Endow
these curves with collars provided by the orientation of the tori, which turn
them into annuli (framed curves). The curves m� and l� generate in 1-
homology a Lagrangian Λ. Then both m� and l� are Λ-unknotted. Since

lkΛpi�m�, i�l�q � �1

the oriented framed link m� Y l� is not Λ-unlinked.

4. Construction I: filling in

This section is devoted to a first construction of the abelian TQFT asso-
ciated to a quadratic form q : G Ñ Q{Z on a finite abelian group. This
construction relies on “closing” cobordisms by standard handlebodies. The
ground cobordism category is the category Cobpar of parametrized cobor-
disms.

Let pM,Σ�,Σ�q be a Lagrangian decorated cobordism. For simplicity we
shall assume that Σ� and Σ� are connected. By definition, M is endowed
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with two parametrizations f� : Σg� Ñ Σ� and f� : Σg� Ñ Σ�. Consider
the closed oriented manifold�M � Hg� Yf� M Yf��mir �Hg�

obtained by gluing two standard handlebodies to M via the parametrization
maps. Let L� (resp. L�) be the image in Σ� (resp. in Σ�) of the standard
longitudes of BHg� (resp. BHg�). Hence L� (resp. L�) is a g�-component
(resp. g�-component) oriented link that can be colored correspondingly by
an element c� P Gg� (resp. c� P Gg�). Furthermore, since a standard longi-
tude has a preferred standard parallel, each link comes with a framing. Let
A� (resp. A�) denote the abelian group freely generated by L� (resp. L�).
Let T pΣ�q � CrGb A�s and T pΣ�q � CrGb A�s. Define a C-linear map
τpMq : T pΣ�q Ñ T pΣ�q in matrix form by τpMq � pτc�,c�qc�PGg� ,c�PGg�
with

τc�,c� � |G|�g�{2 τpM̃, L� Y L�; q, pc�, c�qq.
Theorem 4.1. The assignment τ : Cobpar Ñ VectC, pM,Σ�,Σ�q ÞÑ τpMq
defines a TQFT in dimension 3.

This is a simplified case of Turaev’s construction [61, Chapter IV]. For a
proof, see [9, Theorem 2].

5. The construction II: counting cycles

First we fix some auxiliary algebraic data. We need a fixed homogeneous
nondegenerate quadratic function q : G Ñ Q{Z on a finite abelian group.
We shall use the discriminant construction in the form of a presentation of
pG, qq given by a triple pV, f, vq where f : V � V Ñ Z is a (nondegener-
ate) bilinear lattice equipped with an integral Wu class v P WuV pfq. We
note that there are many choices for the presentation pV, f, vq and for the
lift of coefficients according to a given presentation of pG, qq as a discrimi-
nant quadratic function. However, the outcome of our construction will be
independent of all these choices.

Consider a 3-cobordism pM,Σ�,Σ�q in Cobfr
Lag. Recall the free abelian

groups A� � A�, A� generated by the framed 1-cycles L�i , p1 ¤ i ¤ g�q
and L�i , p1 ¤ i ¤ g�q respectively. We shall use the same notation, A�

and A�, to denote the Lagrangian they generate in H1pΣ�q and H1pΣ�q
respectively. Furthermore, A� ` A� is a (decomposable) Lagrangian in
H1pBMq � �H1pΣ�q `H1pΣ�q. Define two state modules by

T pΣ�q � CrGbA�s.
These are simply vector spaces of formal combinations over C of certain
framed 1-cycles in M (with coefficients in G) of dimensions |G|g� and |G|g�
respectively. (The algebra structure on T pΣ�q will not be used.)

Consider the two nondegenerate linking pairings bq : G�GÑ Q{Z and λM :
TΛM � TΛM Ñ Q{Z. According to Corollary ??, there is a characteristic
element

θ � θbq ,λM P Gb TΛM � GbGΛM
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of order at most 2.

There are natural maps i�� : GbA� Ñ GbGΛ defined as the composition

GbA� � // Gb Z1pΣ�q // Gb Z1pMq // Gb H1pMq
i�Λ � GbGΛ

where Z1pMq denotes the group of 1-cycles in M and the middle map is
induced by the inclusion homomorphism. For each x P GbA�, let

Hpxq � ty P GbA� | i�� prysq � i�� prxsq � θ P GbGΛMu.
An informal (and probably more inspiring) way of defining the set Hpxq is
to declare that a 1-cycle y P GbA� lies in Hpxq if and only if when viewed
inside M , the difference of the cycles x and y lies in the class defined by the
characteristic element θ P GbTΛM . Since G is finite, the set Hpxq is finite.
Note that Hpxq can be empty.

Example 5.1. In the case TΛM � 0, then λΛ � 0 and θ � 0. Thus

Hpxq � ty P GbA� | i�� prysq � i�� prxsq � 0 P GbGΛMu.
Example 5.2. In the case GΛM � 0, then for all y P Gb A�, the equality
i�� prysq � i�� prxsq � 0 in GbGΛM � 0 is satisfied. Hence Hpxq � GbA�.

The 1-cycle κxy � i�� pyq � i�� pxq (with coefficients in G) inherits a framing
from the original framings of x and y. This cycle lifts to a framed ori-
ented 1-cycle rκxy with coefficients in V 7 by lifting coefficients. Similarly the

characteristic element θ P Gb TΛM lifts to an element rθ P V 7 b TΛM .

Note that there exists a lift rκxy such that rrκxys � rθ P V 7bTΛM if and only
if rκxys � θ P Gb TΛM if and only if y P Hpxq.
Let rκv denote the framed 1-cycle obtained by evaluating (coefficients of) rκxy
against the integral Wu class v P WuV pfq � V : rκv � p pfQb idqpvb idqprκxyq.
We shall need to use the invariant δsprκvq P 1

2Z{Z defined by (4.1). (As it
was defined, this invariant depends on the choice of a spin structure, but
the spin structure was used only to select a quadratic enhancement of the
linking pairing.) We denote this quadratic form by qΛ. We denote the
resulting invariant by δΛprκvq P 1

2Z{Z.

CΛpMq � γpTΛM, qΛq�fQpv,vq

γ

�
V b TΛM,f b qΛ �

� pfQ b pλΛ

	
prθq
 |GbGΛ|1{2|G|�g�{2.

(5.1)

The number CΛpMq P C is independent of the lift θ̃ for θ. It is nonzero
because of Theorem 2.1.

We define a linear operator τpMq � τpM, qq : T pΣ�q Ñ T�pΣ�q by setting

(5.2) τpMqx � CΛpMq
¸

yPHpxq
exp

�
2πi

�
pf b qfrqprκxyq � δΛprκvq


�
y
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for any x P GbA� and extending by C-linearity.

In an informal way (forgetting about the choice of the Lagrangian), we may
say that τpMqx computes a weighted sum of cycles in Σ� almost homologous
to x when viewed inside M .

The major result of the paper [9] is the following theorem.

Theorem 5.1. The assignment pM,Σ�,Σ�q ÞÑ τpMq defines a TQFT in
dimension 3.

The assignment actually takes a cobordism (a morphism in the category

Cobfr
Dec) to a unitary linear operator (cobordism invariant operator). In

particular, τpMq depends on a Lagrangian Λ P H1pBMq. It is part of the
statement of Th. 5.1 that if M and N are equivalent, then τpMq � τpNq.
A consequence of the classification theorem (Th. 3.1).

Let us record a particular case of Theorem 5.1.

Corollary 5.1. Suppose that G or TΛM has odd order. Then
(5.3)

CΛpMq � γpTΛM, qΛq�fQpv,vqγ
�
V b TΛM,f b qΛ



|GbGΛ|1{2|G|�g�{2.

and for any x P GbA�,

(5.4) τpMqx � CΛpMq
¸

yPHpxq
expp2πipq b lkΛpκxyqqq y.

Proof. Either hypothesis implies that the characteristic element θ is
zero in homology. Then each cycle κxy representing θ can be written as a
linear combination, with coefficients in G, of boundaries, say κxy �

°
k ck b

Lk. Lift coefficients ck P G to coefficients ξk P V 7 and get a cycle rκxy
with coefficients in V 7. Recall that pG, qq is the discriminant quadratic form
derived from pV, f, vq. It follows that

pq b lkΛqpκxyq � °
k qpckqlkΛpLk, L1kq �

°
j k bqpcj , ckqlkM pLj , Lkq

� pf b qfrqp°k ξk b Lkq �
°
k fQpξk, vq1

2 lkΛpLk, L1kq
� pf b qfrqprκxyq �°k fQpξk, vq

�
1
2 lkΛpLk, L1kq � 0

�
� pf b qfrqprκxyq �°k fQpξk, vq

�
1
2 lkΛpLk, L1kq � qΛprLksq

�
� pf b qfrqprκxyq � δΛprκvq.

Since in homology we can take θ̃ � 0 P V 7 b TΛM , CΛpMq is as stated in
(5.3) and the result stated follows. �

Corollary 5.2. If TΛM � 0 then

(5.5) τpMqx � |GbGΛ|
1
2 |G|�g�{2

¸
yPGbA�

i�� prysq�i
�
� prxsq

expp2πipq b lkΛqpκxyqq y.

A complete proof of Th. 5.1 was given in [9] for v � 0. The same proof
carries over in the general case. Here we wish to make a few comments.
The crucial point in the proof of Theorem 5.1 lies in the exact behavior of
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τ under the gluing of 3-cobordisms. To the best of the author’s knowledge,
this is done in an indirect way: the 3-cobordisms are viewed as boundaries
of 4-cobordisms and the composition of the 3-cobordisms is computed as the
boundary of the composition of 4-cobordisms; then Wall’s corrective formula
for the signature of the composition is used to compute the anomaly1. Wall’s
formula involves the Leray-Maslov index. However, the Leray-Maslov index
is an invariant of a triple of Lagrangians (with respect to an antisymmetric
bilinear pairing). We deduce the following result:

Theorem 5.2. The assignment pM,Σ�,Σ�q ÞÑ τpMq defines a TQFT in
dimension 4k � 1 for any k ¥ 1.

Proof. Each closed p4k � 2q-manifold is naturally equipped with its
intersection pairing H2k�1pΣq �H2k�1pΣq Ñ Z which is antisymmetric. In
addition, it is equipped with the isotopy class of framed p2k� 1q-cycles that
generate a Lagrangian. A cobordism M between Σ� and Σ� is equipped
with a Lagrangian Λ � H2k�1pBMq � H2k�1p�Σ�q`H2k�1pΣ�q. The defi-
nitions of linking number lkΛ, linking pairing λΛ and quadratic enhancement
qΛ are the same. Then formula (5.2) makes sense for a p4k � 1q-cobordism
M with boundary BM � �Σ�

²
Σ�. All the axioms for a TQFT are easily

seen to hold except maybe the gluing axiom. Let N �M be the compo-
sition of two cobordisms pM,Σ�,Σq and pN,Σ,Σ�q. Let A�, A,A� the
respective Lagrangians in H2k�1pΣ�q, H2k�1pΣq and H2k�1pΣ�q. Consider
the standard Lagrangians ΛM � Kerpi� : H2k�1pBMq Ñ H2k�1pMqq and
ΛN � Kerpi� : H2k�1pBNq Ñ H2k�1pNqq respectively. The subspaces

λ� � pΛM q�A� � ty P H2k�1pΣq | px, yq P ΛM for some x P A�u,
λ� � pΛN q�A� � ty P H2k�1pΣq | py, zq P ΛN for some z P A�u

are Lagrangians in H2k�1pΣq. As in the case of 3-cobordisms, one finds that

τpN �Mq � γpG, qq�µpλ�,A,λ�qτpNq � τpMq,
where µpλ�, A, λ�q P Z denotes the Leray-Maslov index (see for [64] and
[61, IV,4]) of the three Lagrangians λ�, A, λ� in H2k�1pΣq. �

Remark 5.1. A careful reader may notice that not only the cobordism
invariant map τpMq : T pΣ�q Ñ T pΣ�q but the state modules T pΣ�q them-
selves depend on the extra structure on Σ�, namely the oriented framed
links L�. The key dependency is that of the cobordism invariant operator.
If we think of the link L � H1pΣq as playing the rôle of a base of a fixed
Lagrangian, we can identify the module of states T pΣq to a fixed vector
space (thought of as a color module). Suppose first that Σ has genus g and
let A be the Lagrangian generated in homology by the components of L.
Consider the canonical isomorphism

canL : CrGgs Ñ CrGbAs � T pΣq, px1, . . . , xgq ÞÑ x1 bL1 � � � � � xg bLg.
Define the color module of Σ to be T pΣq � CrGgs. Suppose next that Σ
consists of several connected components Σ1, . . . ,Σr. We define T pΣq to be

1The exact computation is not needed, for instance, if one is interested only in the
projective representation of the mapping class groups; in this case, Wall’s formula is not
necessary.
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the (non-ordered) tensor product of all the color modules of the components:
T pΣq �Àr

j�1 T pΣjq. The isomorphism can T pΣq Ñ T pΣq is defined to be

the (non-ordered) tensor products of the isomorphisms corresponding to the
components. Then we may define the cobordism invariant operator as a
map

T pΣ�q Ñ T pΣ�q, τ 1pMq � can�1
L�

� τpMq � canL� .

In particular, a cylinder (with extra structures at its bases) on a surface Σ of
genus g gives rise to an operator T pΣq Ñ T pΣq. This is especially relevant in
the next section when we derive representations of the mapping class group
of surfaces from this TQFT.





CHAPTER 9

The return of the Weil representation

According to the general theory, any TQFT in dimension 3 yields a projec-
tive representation of the mapping class group of surfaces. We shall outline
the procedure in our setting and proceed to the explicit computation of the
representation. Then we state in a more precise form the identification with
the Weil representation.

1. The mapping class group and parametrized cylinders

Let Σ be an oriented connected compact surface of genus g without bound-
ary. Let MpΣq denote the mapping class group of Σ, that is the group that
consists of isotopy classes of orientation preserving homeomorphisms of Σ.
We begin with a tautological representation of MpΣq.
Definition 1.1. A parametrized cylinder Cϕ over Σ is an oriented cylinder
Σ� r0, 1s equipped with a homeomorphism ϕ : Σ� 0 Ñ Σ� 1.

Remark 1.1. A parametrized cylinder Cϕ over Σ is equivalently defined
as the oriented cylinder Σ � r0, 1s equipped with a homeomorphism Σ Ñ
Σ � 0, parameterizing the bottom base. Thus a parametrized cylinder is a
particular parametrized cobordism pΣ�r0, 1s,Σ�t1u,Σ�t0uq where the top
base is parametrized by the identity and the bottom base is parametrized
by a fixed homeomorphism.

Definition 1.2. An equivalence between parametrized cylinders is an ori-
entation preserving homeomorphism Φ : Cφ Ñ Cψ such that

(1.1) Φ|Σ�t1u � idΣ�t1u,Φ|Σ�t0u � φpxq � pψpxq, 0q for all x P Σ.

Remark 1.2. Two parametrized cylinders are equivalent if and only if they
are equivalent as parametrized cobordisms.

Denote by CylpΣq the set of parametrized cylinders up to equivalence.

Lemma 1.1. The map ϕ ÞÑ Cϕ from the group of homeomorphisms to the
set of parametrized cylinders induces a map

MpΣq Ñ CylpΣq, rϕs ÞÑ rCϕs.

Proof. Let px, tq ÞÑ ϕtpxq be an isotopy between two homeomorphisms
ϕ0 and ϕ1 of Σ. We need to show that there is an equivalence between Cϕ0

and Cϕ1 . The map

Φ : Σ� r0, 1s Ñ Σ� r0, 1s, px, tq ÞÑ pϕtϕ�1
0 , tq

145
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is clearly a level-preserving homeomorphism and commutes with parametriza-
tions. �

Lemma 1.2. The set CylpΣq is equipped with a product defined as follows:
for rCϕs, rCψs P CylpΣq, let

Cϕ � Cψ �
�
Cϕ
º

Cψ
�{ �,

where for any x P Σ, Cϕ

Ppϕpxq, 0q � px, 1q P Cψ. In other words, Cϕ � Cψ
is the cylinder Σ � r0, 1s obtained by identifying the top base of a cylinder
with the bottom base of a cylinder via ϕ and compressing the result in the
t-coordinate. Define a product in CylpΣq by

rCϕs � rCψs � rCϕ � Cψs.
In other words, the top base of Cψ is identified via ϕ with the bottom base
of Cϕ. With this product, CylpΣq becomes a group so that the natural map

MpΣq Ñ CylpΣq
is a group isomorphism.

Proof. The product at the level of CylpΣq is the composition of (equiv-
alence classes of) parametrized cobordisms. Thus the map rϕs ÞÑ rCϕs is
multiplicative. There is obviously a map from the set of parametrized cylin-
ders over Σ to the mapping class group MpΣq that sends Cϕ to rϕs. We
claim that this map induces a map CylpΣq Ñ MpΣq. Let Φ : Cφ Ñ Cψ be
an equivalence between two parametrized cylinders. Let ϕtpxq � Φ|Σ�ttu for
all x P Σ. Then ϕ1pxq � idΣ and ϕ0pxq � ϕ � ψ. Therefore ft � ϕt � ϕ
defines an isotopy between ψ (t � 0) and ϕ (t � 1). Hence rϕs � rψs. So
we have just defined an inverse map CylpΣq Ñ MpΣq, rCϕs ÞÑ rϕs. CylpΣq
inherits its group structure from that of MpΣq. �

Remark 1.3. This implies that any obvious generalization of CylpΣq, for
instance homology cylinders, will contain the mapping class groups.

Definition 1.3. A geometric symplectic basis for H1pΣq is a system of 2g
oriented simple closed curves pm1, l1, . . . ,mg, lgq on Σ such that

(1) the complement Σ� pm1 Y . . .Ymgq is connected;
(2) the system prm1s, rl1s, . . . , rmgs, rlgsq of their 1-homology classes is a

symplectic basis for the intersection pairing  : H1pΣq�H1pΣq Ñ Z.

Lemma 1.3. For any system pm1, . . . ,mrq of oriented simple closed curves
whose complement is connected, there exists a geometric symplectic basis
extending it.

Proof. See [17, §1.3]. �

We call the curves m1, . . . ,mg (resp. l1, . . . , lg) meridians (resp. longitudes).

Remark 1.4. We could have as well defined meridians and longitudes as
images by some parametrization of meridians and longitudes of a standard
surface (Cf. §1).
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The surface Σ shall always be equipped with a geometric symplectic basis.
See Fig. 1.1.

m1

l2 lgl1

m2 mg

Σ

k1 k2 kg�1

Figure 1.1. The standard oriented surface Σ of genus g
equipped with 2g oriented simple closed curves and g � 1
unoriented simple closed curves. The geometric symplectic
basis of H1pΣq is pm1, l1, . . . ,mg, lgq.

2. Lagrangian cylinders and Seifert pairings

Definition 2.1. A Lagrangian cylinder CΛ over an oriented compact surface
Σ is an oriented cylinder C � Σ � r0, 1s equipped with Lagrangians A� �
H1pΣ�q, A� � H1pΣ�q and Λ � H1pBCq such that Λ`A�`A� � H1pBCq.

A Lagrangian cylinder is a special case of a Lagrangian decorated cobordism
(and hence, a Lagrangian cobordism). As a consequence, a parametrized
cylinder induces a Lagrangian cylinder (cf. Prop. 2.1) as we recall now. Let
Cϕ be a parametrized cylinder. As a parametrized cobordism, Cϕ comes
equipped with two sets of oriented links L� and L� respectively: L� consists
of the image of the longitudes l�1 , . . . , l

�
g in Σ� by ϕ : Σ� Ñ Σ� while L�

consists of the longitudes l�1 , . . . , l
�
g in Σ�. The links L� and L� are framed

by the framing given by a small positive collar of L� and L� in Σ� and Σ�.
The links L� and L� generate Lagrangians A� and A� in H1pΣ�q � H1pΣq
and in H1pΣ�q respectively. The Lagrangian Λ � Λϕ is generated by the
image by ϕ of the meridians in Σ� and by the meridians in Σ�.

The observation of this paragraph is that a Lagrangian cylinder over a sur-
face gives rise to a Seifert pairing on the homology of the surface.

Let CΛ be a Lagrangian cylinder over an oriented compact surface Σ. Let
Σ� � Σ�t1u and Σ� � Σ�t0u. We regard Σ as embedded in Σ�r0, 1s via
the inclusion Σ Ñ Σ�t1{2u � Σ�r0, 1s. The cylinder structure provides Σ
with a natural bicollar. For a 1-cycle x P Σ � Σ � t1{2u, we denote by x�

the 1-cycle corresponding to x�t1u and by x� the 1-cycle corresponding to
x � t0u. Denote as usual the inclusion homomorphisms by i� : H1pΣ�q Ñ
H1pΣ�r0, 1sq. We keep the same notation for the inclusion homomorphisms
followed by the projection map H1pΣ� r0, 1sq Ñ GΛ � H1pΣ� r0, 1sq{i�Λ.
Let x, y be two 1-cycles in Σ. We define a map β : H1pΣq �H1pΣq Ñ Z by

βprxs, rysq � lkΛpi�� x�, i�� y�q.
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Lemma 2.1. The pairing β : H1pΣq �H1pΣq Ñ Z is a Seifert pairing with
respect to the intersection pairing on Σ.

Example 2.1 (The Hopf Seifert pairing). Let pM,Σ�,Σ�q be the trivial
cylinder over the 2-torus Σ � �Σ� � Σ� � S1 � S1. Recall that BM �
�Σ� Y Σ�.

m�

l�

m�l�

Figure 2.1. The cylinder over the torus equipped with a
geometric symplectic basis on the components Σ� and Σ�.

Choose two systems pm�, l�q and pm�, l�q of oriented closed curves forming
geometric symplectic basis for Σ� and Σ� respectively. In particular,

m� Σ� l
� � �1 � �m� �Σ� l

� � �m� BM l�.

Let Λ be the Lagrangian in H1pBMq generated by rm�s and rl�s. Then

lkΛpi��m�, i�� l
�q � m� Σ� l

� � �1.

Glue two copies of a standard solid torus H � S1 � D2 of genus g to
Σ � r0, 1s as follows. We glue the first solid torus via a homeomorphism
�BH Ñ Σ � t1u sending the meridian of BH to m�. We glue the second
solid torus via a homeomorphism BH Ñ Σ�t0u sending the meridian ��BD2

of BH to l�. The resulting closed 3-manifold is S3. We call this gluing the
Hopf gluing . By Lemma 3.3, for any disjoint 1-cycles x, y in Σ� r0, 1s,

lkΛpx, yq � lkS3pi�x, i�yq,
In particular, βpm, lq � lkΛpi��m�, i�� l

�q is the linking number of a positive
Hopf link in S3. For this reason we call the Lagrangian Λ above the Hopf
Lagrangian and the corresponding Seifert form the Hopf Seifert form.

These considerations extend obviously to the case of an oriented closed con-
nected surface Σ of arbitrary genus.
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Definition 2.2. Let Σ � r0, 1s be the cylinder over the standard surface
of genus g ¤ 1. Let Hg denote the standard oriented handlebody of genus
g. Let f� : Σg� Ñ Σ � t1u be the identity and let f� : Σg� Ñ Σ � t0u
be an orientation preserving homeomorphism sending the j-th meridian of
Σg� � BHg onto the j-th longitude of Σ�t0u. The Hopf gluing is defined as
the gluing that consists in gluing two handlebodies to the cylinder Σ�r0, 1s
via the parametrization f� and f� on the bases:

S3 � Hg Yf� Σ� r0, 1s Yf��mir �Hg.

The Lagrangian Λ � H1pBpΣ�r0, 1sqq generated by the meridians of Σ�t1u
and the longitudes of Σ � t0u is called the Hopf Lagrangian. The Hopf
Seifert form is defined similarly.

3. The modular representation

According to the TQFT τ defined in the previous chapter, the cylinder
Mphq gives rise to a cobordism map τphq : T pΣ�q Ñ T pΣ�q. Note that
τphq � τph�1q is a multiple of τpidΣq, hence a multiple of the identity, it
follows that τphq is invertible.

The isomorphism τphq depends on the quadratic form q: when we need
to emphasize this, we write τqphq. It follows from Lemma 1.2 that the
cobordism Mphq depends only on the mapping class rhs PMpΣq.
Any oriented closed surface can be endowed with a geometric symplectic
basis. Since cylinders form a very particular class of cobordisms, we can be
more specific about our choices here. We choose two geometric symplectic
bases pm�

1 , l
�
1 , . . . ,m

�
g , l

�
g q and pm�

1 , l
�
1 , . . . ,m

�
g , l

�
g q forH1pΣ�q andH1pΣ�q

respectively, as follows. Since any cobordism Mphq is a cylinder over Σ, the
natural inclusion map

i� : �Σ� Ñ Σ� t1
2u � Σ� r0, 1s �Mphq

is a positive embedding which induces an isomorphism

i�� : H1p�Σ�q �Ñ H1pMphqq.
We require the geometric symplectic bases to verify

i�� pl�j q � i�� pl�j q, i�� pm�
j q � i�� pm�

j q.
In particular, let

m1 � i�� prm�
1 sq, . . . ,mg � i�� pm�

g q, l1 � i�� pl�1 q, . . . , lg � i�� pl�g q.
The set rm1s, rl1s, . . . , rmgs, rlgs is a Z-basis for H1pMphqq.
Definition 3.1. The Lagrangian generated in H1pMphqq by l1, . . . , lg is the
longitudinal Lagrangian and is denoted Υ. The state module T pΣq associ-
ated to a standard oriented closed surface Σ is the group algebra CrGbΥs.
More generally, the state module associated to an oriented closed surface
endowed with a Lagrangian A � H1pΣq is T pΣq � CrGbAs.
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For a standard surface, the state module T pΣq plays the rôle of a reference
state module. If f : Σg Ñ Σ is a parametrization of Σ sending Υ to Λ...

By definition τphq depends on the choice of geometrical Lagrangians A�

and A� in Σ� and Σ�. In the particular setting of parametrized cylin-
ders, A� (resp. A�) is the lattice generated by the oriented framed link
hpl�1 q, . . . , hpl�g q (resp. by l�1 , . . . , l

�
g ). Note that A� and A� both identify

to Υ in H1pMphqq via the maps i�� and i�� respectively. With this identifi-
cation in mind, we can set T pΣ�q � T pΣ�q � CrGbΥs.
The following result is a consequence of Theorem 5.1.

Lemma 3.1 (Modular representation). The map

MpΣq Ñ AutpT pΣqq, rhs ÞÑ τqphq
defines a projective representation of MpΣq.

The fact that the representation is projective and not just linear is a conse-
quence of the non trivial anomaly in the TQFT.

Let us describe more explicitly the modular representation τq above in terms
of the formulas (5.1) and (5.2) for the TQFT given in the previous section.

By construction, i�pΛq is the subgroup generated by i�� h�prm�
1 sq, . . . , i�� h�prm�

g sq
and i�� prm�

1 sq, . . . , i�� prm�
g sq. Writing in the basis of H1pMq

i�� h�prm�
j sq �

¸
k

pajk rlks � bjk rmksq , k � 1, . . . , g,

we find thatGΛ � H1pMphqq{i�Λ is the abelian group generated by rl1s, . . . , rlgs
with relations

°
k ajk rlks. In particular, GΛ has rank at most g.

Therefore, TΛMphq � Tors Cokerpajkq1¤j,k¤g depends only on the matrix
pajkq1¤j,k¤g. According to the previous section, this matrix has a simple
interpretation:

ajk � lkΛ

�
i�� h�pm�

j q, i�� pl�k q
� P Z.

On the other hand, linking numbers inside Mphq between images of longi-
tudes are rational in general.

The pair pGΛ, λΛq is the discriminant linking group associated to the matrix
pajkq1¤j,k¤g. The characteristic element θ P G b GΛ is the characteristic
element associated to λΛ and λq. Any choice x � px1, . . . , xgq P Gg of colors
determines an oriented framed 1-cycle

°
j xj b pi� � hqpl�j q in Mphq with

coefficients in G. Similarly any choice y � py1, . . . , ygq P Gg of colors deter-
mines an oriented framed 1-cycle

°
j yj b i�pl�j q in Mpfq with coefficients

in G. Given x � px1, . . . , xgq P Gg, we set

Hpxq �
!
y � py1, . . . , ygq P Gg | i��

�¸
j

yj b rl�j s


� i��

�¸
j

xj b h�prl�sq



looooooooooooooooooooooooooomooooooooooooooooooooooooooon
rκxys

� θ
)
.

Choose a lattice presentation pV, f, vq for pG, qq and a quadratic enhance-

ment pG, qΛq of pG,λΛq. Then we may lift θ to an element rθ P V 7bTΛMphq
as before. More generally, we may lift 1-cycles with coefficients in G to
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1-cycles with coefficients in V 7. In particular, for any choices of colors x, y,
we obtain a 1-cycle rκxy with coefficients in V 7.

We define a normalization coefficient Cphq using p5.1q:
(3.1) Cphq � CΛpMphqq.
Given x P Gg and y P Hpxq, we define the phase weight associated to y by

Ωpx, yq � exp

�
2πi

��
f b qfr

	
prκxyq
� δvprκvq

�
.

Let ex, x P Gg be the standard basis of CrGgs. Then

(3.2) τpfqex � Cphq �
¸

yPHpxq
Ωpx, yq ey.

As noted above, it is a consequence of Th. 5.1 that the map

(3.3) MpΣq Ñ AutpCrGgsq, rhs ÞÑ τphq
is a projective representation of MpΣq.
Proposition 3.1. The representation rhs ÞÑ τphq is unitary and factors
through the symplectic linear representation

MpΣgq Ñ SppH1pΣqq, rhs ÞÑ h�

induced by homology.

Proof. We first show that τphq only depends on h� P SppH1pΣqq. �

(Since τpMq � 1 if M is an integral homology 3-sphere, the representation
rhs ÞÑ τphq factors through the symplectic representation.)

The following theorem is our main goal. It asserts that the Abelian TQFT
representation based on a finite quadratic form q is essentially the Weil rep-
resentation associated to q. Together with our description of the Abelian
TQFT representation (3.2), it provides a new description of the Weil repre-
sentation.

We first define the Weil representation in the appropriate setting. The group
G is endowed with its quadratic form q : G Ñ Q{Z, which turns it into a
quadratic group and in particular, into a linking group. The homology
group H1pΣq is endowed with its intersection form , which turns it into a
symplectic group. In particular, the group GbH1pΣq becomes a symplectic
group with the symplectic form bq b .
We endow the standard surface Σ with the Hopf Lagrangian Λ and the
corresponding Hopf Seifert pairing β : H1pΣq�H1pΣq Ñ Z (see §2), defined
by

(3.4) βprxs, rysq � lkΛpi�� x�, i�� y�q
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where as usual i�� : H1pΣ�q Ñ H1pΣ � r0, 1sq{i�Λ denotes the inclusion
homomorphisms. This Seifert pairing β induces a Seifert pairing

bq b β : H1pΣ;Gq �H1pΣ;Gq Ñ Q{Z
for the symplectic form bq b  which we still call the Hopf Seifert pairing .

One needs to select a Lagrangian in GbH1pΣq � H1pΣ;Gq. We choose the
Lagrangian L0 in H1pΣq, which induces the Lagrangian GbL0 in H1pΣ;Gq.
Define a character χ : H1pΣ;Gq Ñ C� by χ � exp

�
2πi
�
bq b β

�	
.

Consider the Weil representation

ρ : SppH1pΣqq Ñ UpL2Gb L0q � UpCrGb L0sq
associated to Lagrangian L0 and character χ (see §...).

Theorem 3.1 (“Weil = TQFT”). The TQFT representation rhs ÞÑ τphq
factors through the Weil representation ρ : SppH1pΣqq Ñ UpCrGb L0sq. In
other words, the diagram

MpΣq τ //

��

UpCrGgsq

SppH1pΣqq //

ρ
66

ASppH1pΣ;Gqq

OO

is commutative.

4. Abelian skein theory

In this section we give a topological (“skein”) interpretation of the Heisen-
berg algebra and the Schrödinger representation of the Heisengerg algebra.
These results are interesting by themselves because they provide state mod-
ules with extra structures. They give a completely skein-theoretic approach
to the construction of Abelian TQFTs and they are building blocks used
in the proof of Theorem 3.1. For this, we develop an appropriate calculus,
called skein calculus, pioneered by J. H. Przytycki and V.G. Turaev.

4.1. Heisenberg skein modules. We fix as before a quadratic form
q : G Ñ Q{Z on a finite abelian group. Denote by b : G � G Ñ Q{Z the
associated linking pairing. Let

U � ttg, t�1
g | g P Gu and V � ttg,h, t�1

g,h | tg, hu � Gu
be two independent sets of free and commuting variables. The set U has
cardinality 2|G|. The set V is indexed by all nonempty subsets of |G| of
cardinality less or equal to 2. Let V � � V � ttgg, t�1

gg | g P Gu the subset of
V corresponding to indices by all unordered pairs of distinct elements in G.
We have |V �| � |G| � p|G| � 1q. Finally we set SG � U Y V �. We shall drop
the subscript G if the group G is understood from the context.

Let M be an oriented compact 3-manifold. A colored link in M is a link L
together with a map

col : π0pLq Ñ G.
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If π0pLq � tL1, . . . , Lnu, we usually denote colpLjq � gj , 1 ¤ j ¤ n. A
framed link is conveniently thought of as an annulus. We use the black-
board convention for the framing, meaning that the annulus determining
the framing lies in the plane of the figure.

Consider the free module L pMq over CrU, V s generated by the set of all
isotopy classes of oriented framed colored links in M , including the empty
link denoted ∅. Figure 4.1 below represents two oriented framed colored
links X�pg, hq and X�pg, hq which are identical except in a small embedded
ball in M where they look exactly as shown, where one arc is part of a
component colored by an element g P G and the other arc is part of a
component colored by h P G.

X+

g h

−XX
hg

Consider now the elements

(4.1) X�pg, hq � tghX�pg, hq, X�pg, hq � t�1
ghX�pg, hq

where X�pg, hq and X�pg, hq are two oriented framed colored links which
are identical except in a small embedded ball D in M where they look
exactly as shown in the figure, where one arc is part of a component colored
by an element g P G and the other arc is part of a component colored by
h P G. The possibility g � h is accepted, whether the arcs belong to distinct
components or not.

The next figure (Fig. 4.1 below) represents an arbitrary oriented framed link
X0pg, gq in M , where the interior of a small embedded ball D3 is specified
as shown.

g
X0

g

We consider also the elements

(4.2) X�pg, gq � tgX0pg, gq, X�pg, gq � t�1
g X0pg, gq

where X�pg, gq and X0pg, gq are two oriented framed colored links which are
identical except in a small embedded ball in M where they look exactly as
shown in the figure. (Note that the number of components of X�pg, gq is
the number of components of X0pg, gq plus or minus one.)
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Let X be an arbitrary element in L pMq. Denote by XO the element in
L pMq that consists of X and an extra annulus that bounds in M a disc
disjoint from X (the trivial framed unknot). Consider finally all the elements

(4.3) X �XO.

Let S pMq be the submodule spanned by all elements of the three kinds
enumerated above, respectively by (4.1), (4.2) and (4.3). The corresponding
relations are called skein relations. It is easy to see that the skein relations
preserve the last two Reidemeister moves, hence preserve the isotopy class
of the framed link.

Definition 4.1. The Heisenberg skein module A pMq is the quotient

L pMq{S pMq
Elements of A pMq are called skeins. The skein represented by an oriented
framed link L will be denoted by xLy. If we need to emphasize the color, we
include it in the notation. For instance, if K is an oriented framed knot, then
xK, gy denotes the skein represented by K colored with g P G. Similarly, if
we need to emphasize that the Heisenberg skein module depends on G, we
denote it by AGpMq.
Lemma 4.1. The following relations hold in A pMq:

(1) The commutativity relations: tgth � thtg, tgh � thg and tgthk �
thktg for all g, h, k P G.

(2) The doubling relations: t2g � tgg for all g P G.

Proof. (1) The order in which the skein relations are processed is ir-
relevant. (2) The following relations hold in A pMq:

X�pg, gq � tgX0pgq, X�pg, gq � tggX�pg, gq � tggt
�1
g X0pg, gq.

Therefore

tgX0pg, gq � tggt
�1
g X0pg, gq

for any skein. The result follows. �

Example 4.1. Consider the 3-manifold M � S3 (or an integral homology
3-sphere). Let L � L1 Y � � � Y Ln be an oriented framed link colored with
g1, . . . , gn. Then

xLy �
¹

1¤i j¤n

t
lkpLi,Ljq
gi,gj �

¹
1¤i¤n

t
lkpLi,L

1
iq

gi x∅y

where L1i denotes the component parallel to Li determined by the framing.
It follows that A pS3q � CrU, V �s.
Example 4.2. Consider the case when G is the trivial group. We can set
t0 � t and t00 � u. According to the lemma, t2 � u. The relations of
the first kind are X� � tX�, X� � t�1X�. The relations of the second
kind are X� � uX0, X� � u�1X0. The Heisenberg module A pMq is a
Crt, t�1s-module.
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Example 4.3. Consider the oriented framed and colored two component
link L in the solid torus (oriented handlebody of genus one) S1 � D2 as
pictured in Fig. 4.1. Denote as usual by m � ��BD2 a meridian of S1�D2

and by l � S1�� a longitude of S1�D2. Color the meridian by an element
g P G and the longitude by an element h P G.

h

g

h

g

h
� tgh � tgh

Figure 4.1. A skein relation in S1 �D2.

Fig. 4.1 shows that in the Heisenberg skein module A pS1�D2q, the follow-
ing relation holds:

xLy � tghxl;hy.
Note that both a relation of the first type (4.1) and a relation of the third
type (4.3) were used.

Exercise 4.1. In general, nontrivial identities are produced on a link dia-
gram by a combination of Reidemeister moves and skein moves.

Consider the skein xLy represented by two
parallel framed knots with opposite orienta-
tions in an arbitrary 3-manifold M and col-
ored with the same color as represented here
opposite. Prove that xLy � x∅y.

In the sequel we adopt the normalization x∅y � 1.

Consider the 3-manifold M � Σ � r0, 1s where Σ is a closed oriented sur-
face. Provide M with the product orientation as usual. The product
of two elements L,L1 P L pΣ � r0, 1sq is defined by uniformly compress-
ing L in Σ � r0, 1{2s, respectively L1 in Σ � r1{2, 1s, and juxtaposing in
Σ� r0, 1s � Σ� pr0, 1{2s Y r1{2, 1sq. The result L � L1 is clearly an oriented
framed colored link in Σ� r0, 1s.
Definition 4.2. The product

(4.4) pL,L1q ÞÑ L � L1

induces a product on A pΣ� r0, 1sq, called the skein product .

The skein product turns A pΣ� r0, 1sq into an associative algebra with the
empty link being the unit. The n-th power of a skein xLy is easily seen to be
represented by n parallel copies of L. By Exercise 4.1 and our normalization,
we have xLy�n � x�Ly where �L denotes L with the reversed orientation.
By definition, xLy0 � x∅y � 1.
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Example 4.4. If K is an oriented framed knot in Σ � r0, 1s then xK; gy �
xK;hy � xK;hy � xK; gy for any colors g, h P G.

Example 4.5. Consider the skein xLy in the cylinder T � r0, 1s over the
torus T 2 represented by the two component oriented framed colored link L
as pictured in Fig. 4.2. Denote as usual by m the meridian (here colored by

g

h h

g

� tgh

Figure 4.2. A skein relation in T � r0, 1s.

g P G) and by l (here colored by h) the longitude of T � BS1�D2. Then Fig.
4.2 shows that the following relations hold in the Heisenberg skein algebra
A pT � r0, 1sq:

xLy � xm; gy � xl;hy � tgh xl;hy � xm; gy.
This example shows that A pT � r0, 1sq is not commutative.

Example 4.6. Consider the skein xLy in the cylinder T � r0, 1s over the
torus T represented by the two component oriented framed colored link L
as pictured in the left side of Fig. 4.3. This is the same oriented framed
link as in the previous example except that the two components are colored
by the same element g P G. An application of the second skein relation
is pictured in Fig. 4.3. Observe that the integral homology of the link in

g

g

g
� tg

Figure 4.3. Another skein relation in T � r0, 1s.

T � r0, 1s is unchanged after the skein relation.
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4.2. A skein multivariable polynomial. We now proceed to gener-
alize Examples 4.3 and 4.5. Let Σ be a compact oriented connected surface.
Embed Σ� r0, 1s into S3 by the Hopf gluing (see Example 2.1). Denote by
Λ the corresponding Hopf Lagrangian in H1pBΣ� r0, 1sq.
Lemma 4.2. Let L be a framed oriented colored link in Σ� r0, 1s. There is
an oriented framed colored link L0 � Σ � t1{2u and a Laurent polynomial
PL P ZrSGs such that

(4.5) xLy � PL � xL0y P A pΣ� r0, 1sq
with

(4.6) PL �
¹
pairs

,`Pπ0pLq
��`

t
lkΛp,`q
colpq,colp`q �

¹
`Pπ0pLq

t
lkΛp`,`

1q
colp`q

with the following properties:

p1q The oriented links L and L0 represent the same homology class:
rLs � rL0s in H1pΣ;Gq.

p2q The oriented framed link L0 is Λ-trivial.
p3q The decomposition is canonical in the sense that the Laurent poly-

nomial PL and the skein xL0y are unique.

Here lkΛp`, `1q denotes the Λ-linking number of ` and its distinguished par-
allel `1, i.e., the Λ-framing number of `.

Remark 4.1. The link L0 itself (even up to isotopy) may not be unique:
for instance, the relation of the third type does not affect properties p1q, p2q
and p3q (but changes the framed isotopy class).

Proof. Using the skein relations and by induction on the number of
crossings of an appropriate generic projection, one easily obtains a decom-
position satisfying the properties p1q, p2q and p3q with PL as stated. The
skein relations in Σ�r0, 1s do not modify the framing nor the linking numbers
inside S3. Since PL only depends on the framing and the linking numbers
inside S3, PL is an invariant of the skein xLy. This proves the uniqueness
property. �

Corollary 4.1. The Laurent polynomial PL associated to a link L is an
invariant of the skein xLy. In particular, it is an invariant of framed isotopy
of L.

Definition 4.3. The Laurent polynomial PL associated to the link L is
called the linking number skein polynomial of L.

Example 4.7. For the skein xLy of Example 4.5 (see Fig. 4.1), we have
PL � tgh. One verifies that the link represented on the right hand side of
Fig. 4.1 is Λ-trivial.

We record the behaviour of the linking number skein polynomial under the
skein product.
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Lemma 4.3. Let J and L be two oriented framed colored links in Σ� r0, 1s.
Then

PJ �L �
¹

p,`qPπ0pJq�π0pLq

t
lkΛp,`q
colpq,colplq PJPL.

Proof. There are three Hopf Lagrangians: let Λ0 (resp. Λ1) be associ-
ated to the Hopf gluing applied to the first copy of Σ�r0, 1s which contains J
(resp. applied to the second copy of Σ�r0, 1s which contains L). Finally let
Λ be associated to the Hopf gluing applied to Σ�r0, 1s � Σ�r0, 1sYΣ�r0, 1s.
Abusing notations and denoting by the same letter a component in possi-
bly three distinct manifolds, we have lkΛ0p, `q � lkΛp, `q for any pair , `
of components of J . (if  � `, the framing number lkΛp`, `1q is meant.)
Similarly, lkΛ1p, `q � lkΛp, `q for any pair , ` of components of L. Since
π0pJLq is the disjoint union of π0pJq and π0pLq, we compute by means of
Lemma 4.2, the skein polynomial PJL and the product of skein polynomials
PJPL. Comparing the two yields the desired formula. �

4.3. Heisenberg skein modules and homology. We fix a standard
surface of genus g with its geometric symplectic basis pm1, l1, . . . ,mg, lgq.
Proposition 4.1. The Heisenberg skein algebra A pΣ � r0, 1sq is a free
CrSGs-module whose basis consists of all elements of the form

(4.7)

g¹
j�1

rj¹
l�1

xmj ;xj,ly �
g¹
j�1

sj¹
l�1

xlj ; yj,ly

where the indices r1, . . . , rg, s1, . . . , sg lie in Z and the colors xj,l and yj,l lie
in G.

The Heisenberg skein module A pHgq of the genus g oriented handlebody is
a free CrSGs-module with basis

g¹
j�1

sj¹
l�1

xlj ; yj,ly,

where each longitude is colored with an arbitrary element of G.

Proof. Let xLy be a skein in A pΣ � r0, 1sq. By Lemma 4.2, xLy �
PL � xL0y where L0 is a Λ-trivial oriented framed link. It remains to show
that xL0y is equivalent to a skein of the form stated in the Proposition. View
Σ as the connected sum of g tori. Using isotopy and skein calculus (second
relation), we can realize L0 in such a way that every component lives in no
more than one torus. So each component is a torus knot Ta,b, a, b P Z � Z
(see for instance [54, 2C]). Using skein calculus, we see by induction on pa, bq
that xTa,by � xmya � xlyb (The case a � b � 1 is provided by Example 4.6).
The first statement follows.

For the second statement, view the solid handlebody H as containing the
cylinder over the closed oriented surface Σ so that BH identifies with one of
the bases, say Σ�0, of the cylinder over Σ. Let xLy be a skein in A pHq. By
isotopying L is necessary, we may assume that L lies in Σ� r0, 1s � H. By
the previous argument, xLy is proportional to an element of the form (4.7).
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Now in A pHq, each meridian is a trivial knot so xmy � x∅y. This gives the
desired result. �

Remark 4.2. There is a slight abuse of notation in the second statement
of Prop. 4.1. Indeed, A pHq has not been given yet any natural product
structure. What the second statement really means is that any skein in H
can be geometrically represented by a disjoint union of parallel longitudes
(with the standard orientation) arbitrarily colored.

Let K be an oriented framed knot in M . The orientation and the framing
of K determine an oriented knot K 1. Extend the framing of K to a framing
for K 1. Let g, h P G be arbitrary colors for K and K 1 respectively. Consider
the element

(4.8) xpK, gq Y pK 1, hqy � xK, g � hy
in A pMq. For any arbitrary oriented framed link L P S pMq, consider the
elements

(4.9) tgxLy � expp2πiqpgqqxLy, tg,hxLy � expp2πibqpg, hqqxLy
in A pMq. Let I pMq be the submodule of A pMq spanned by all elements
of the form p4.8q and p4.9q respectively.

Definition 4.4. The reduced Heisenberg skein module xA pMq is the quotient
A pMq{I pMq. If we need to emphasize that the reduced Heisenberg skein

module depends on the quadratic form q : GÑ Q{Z, we denote it xAGpMq.

In other words, in the reduced skein module, (1) we replace two paral-
lel knots by one of them and add their original colors; (2) we evaluate
tg � expp2πiqpgqq and tg,h � expp2πibqpg, hqq. The first relation allows in
particular to replace n parallels of a link by the link with n times the original
color and conversely (for any n P Z). In particular, a knot colored by 0 P G
represents x∅y � 1.

Remark 4.3. The skein relations do not affect the 1-homology of the link
with coefficients in G. There is a natural C-linear epimorphism

c : xAGpMq Ñ CrH1pM ;Gqs
which consists in assigning to a skein xLy its homology class

rLs �
¸

`Pπ0pLq

colp`q b r`s P H1pM ;Gq

and extending by C-linearity.

In the case M � Σ� r0, 1s, the product defined above induces a product onxA pMq which turns it into an associative algebra with unit. In particular,

in xA pΣ� r0, 1sq,
xK; gy � xK;hy � xK; g � hy

for any oriented framed knot K and colors g, h P G.
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Proposition 4.2. Let L be an oriented framed colored link in Σ � r0, 1s.
Let pθL � °`Pπ0pLq

colp`qb` the framed 1-cycle determined by L in Σ�r0, 1s.
Denote by rLs � θL its homology class in H1pΣ;Gq. Then

(4.10) xLy � e2πipqblkΛqppθLq � xL0y in xA pΣ� r0, 1sq
where L0 is an oriented framed colored link such that

� rL0s � θL � rLs in H1pΣ;Gq;
� L0 is Λ-trivial.

Furthermore, the decomposition p4.10q is unique.

Proof. We apply Lemma 4.2 to L in A pΣ � r0, 1sq. Now we observe
that

PL

�
tg � expp2πiqpgqq, tgh � expp2πibpg, hqq, g, h P G

	
� e2πipqblkΛqppθLq.

This gives the desired formula. �

Let Hg be an oriented handlebody of genus g, so that BHg � Σg. Recall
the geometric symplectic basis pm1, l1, . . . ,mg, lgq for the surface Σ. Then
pl1, . . . , lgq is a geometric basis for the first homology of Hg.

Corollary 4.2. The map defined by

xLy ÞÑ δrLs

defines a linear isomorphism xA pΣ� r0, 1sq Ñ L2pH1pΣ;Gqq. In particular,

the Heisenberg skein algebra xA pΣ�r0, 1sq is a vector space over C with basis

xm1y � � � xmgy � � � xl1y � � � xlgy,
where the geometric elements of the symplectic basis are colored with arbi-
trary elements of G.

Proof. We apply the extra relations p4.8q (which removes powers of
elementary skeins) and p4.9q (which gives complex coefficients) to the bases
respectively obtained in Prop. 4.1. We obtain the elements described in the

statement above. Therefore they form a set S of generators for xA pΣ�r0, 1sq.
Consider the linear epimorphism xA pΣ� r0, 1sq Ñ CrH1pΣ;Gqs. A basis for
CrH1pΣ;Gqs consists of all elements in H1pΣ;Gq. The image of S under the

epimorphism is precisely that basis. Thus S is also a basis for xA pΣ�r0, 1sq
and the map is a linear isomorphism. �

Corollary 4.3. Let Λ be the Lagrangian in H1pΣq generated by the longi-
tudes. The map defined by

xLy ÞÑ δrLs

defines a linear isomorphism xA pHgq Ñ L2pG b Λq. In particular, the

Heisenberg skein module xA pHgq of the genus g oriented handlebody is a
vector space over C with basis

xl1y � � � xlgy,
where each longitude is colored with an arbitrary element of G.
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Proof. The proof is similar to that of Cor. 4.2. Alternatively apply
Cor. 4.2 to Σ being the disc with g punctures. �

In other words, an element of the basis of xA pΣ � r0, 1sq is an arbitrary
product of the skeins of the symplectic basis. Similarly, an element of the

basis of xA pHgq is an arbitrary product of the skeins of the basis of the first
homology of Hg. Whether a given skein appears in the product is determined

by the color. In particular dim xA pΣ�r0, 1sq � |G|2g and dim xA pHgq � |G|g.

Definition 4.5. The product structure on xA pHq is defined by as being
induced by that of L2pG b Λq on the generators given in Cor. 4.3. This

product turns xA pAq into an algebra isomorphic to L2pGb Λq.

In particular, the algebra xA pHq is commutative. The product has a simple
geometric meaning.

Proposition 4.3. Let L and L1 be two oriented framed links in H. If L
and L1 are topologically disjoint in H or if L1 is parallel to L then

(4.11) xLY L1y � xLy � xL1y.

In particular, this justifies our previous notation in Corollaries 4.2 and 4.3
(see Remark 4.2) for xl1y � � � xlgy � xl1 Y � � � Y lgy.

Proof. By means of Prop. 4.2, any link is skein equivalent (up to a unit
complex number) to a disjoint union of oriented framed colored longitudes.
Therefore it suffices to verify the identity for an oriented framed colored link
that is a disjoint union of oriented framed colored longitudes l1 . . . , lg. Let
rlis P H1pH;Gq denote the 1-homology class of the colored i-th longitude.
Then

cpxLyq � δrLs � δrl1s�����rlgs � δrl1s � � � � � δrlgs.
This justifies our previous notation: xLy � xl1y � � � xlgy � xl1 Y � � � Y lgy. If li
and l1i denote the same longitude l with different colors x, y P G, then

δxliy�xl1iy � δrlis � δrl1is � δrlis�rl1is � δpx�yqbrls,

where rls denotes the integral 1-homology of l. Hence

xl;xy � xl; yy � xl;x� yy.
Since for a longitude l1 parallel to l (determined by the framing of l), xl1; yy �
xl; yy, the definition of the reduced Heisenberg module implies that

xl;xy � xl1; yy � xl;x� yy � xpl;xq Y pl1; yqy.
The result follows. �

Remark 4.4. If the links are not topologically disjoint or not parallel, then
the formula (4.11) does not hold. For instance, consider the Hopf link LYL1
inside the handlebody of genus 2 depicted below. Denote by x, y P G the
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respective colors of the components. Then xLy � xL1y � xl1y � xl2y � xl1 Y l2y.
But

� expp2πibqpx, yqq � .

Hence xLYL1y � expp2πibqpx, yqq � xl1Y l2y. So if bqpx, yq �� 0 (mod 1), then
xLY L1y �� xLy � xL1y.

There is a natural question: do the linear isomorphism xA pΣ � r0, 1sq Ñ
L2pH1pΣ;Gqq of Cor. 4.3 extend to an algebra isomorphism ? It turns out

that the algebra structure on xA pΣ � r0, 1sq defined geometrically above is
not compatible with this linear isomorphism.

We now turn to the study of the natural module epimorphism

xLy ÞÑ rLs, xAGpΣq Ñ CrH1pΣ;Gqs
defined in Remark 4.3. Can it be extended to an algebra morphism ? The
answer (which is “almost”) is given in the next section (see Th. 4.1).

4.4. Relation to the Heisenberg group algebras. Our goal is to
compare the Heisenberg skein algebra to the group algebra of a suitable
Heisenberg group. Let ZrGs be the group algebra of the group G, which
we identify as usual to the algebra of Z-valued functions over G with the
canonical basis given by all maps δg pg P Gq defined by δgphq � 1 if g � h
and δgphq � 0 if g �� h.

Lemma 4.4. The assignment, from the set of all isotopy classes of oriented
framed colored links to 1-homology with coefficients in L2G, defined by

L ÞÑ
¸

`Pπ0pLq

δcolp`q b r`s

induces a map κ : A pΣ� r0, 1sq Ñ H1pΣ;L2Gq that verifies

(4.12) κpxLy xL1yq � κpxLyq � κpxL1yq � κpxLy � xL1yq.

Proof. It is not hard to verify that the map is invariant under the
skein relations. For instance, let us consider the second skein relation. This
relation does not change the integral 1-homology class of the whole link
but increases (or decreases) by one the number of components. Suppose
that L and L1 are related by a skein relation of the second kind. Suppose
for instance that the skein relation involves two components `, `1 of L (both
labelled by g) and that after the skein move, the two components merge into
one component `2 (labelled by g) of L1. Then r`2s � r`s�r`1s in H1pΣ�r0, 1sq
and all other components are unaffected. Hence the result follows. To verify
the identity (4.12), it suffices to observe that π0pL �L1q is the disjoint union
of π0pLq and π0pL1q. Finally, we extend the map κ by taking the action
of the Laurent polynomial algebra CrSs on H1pΣ;L2Gq to be the trivial
action. �
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We define a set-theoretic map

Φ : A pΣ� r0, 1sq Ñ CrH1pΣ;L2Gq � ZrSss
as follows. First, we define a map with values in H1pΣ;L2Gq � ZrSs on
generators of A pΣ� r0, 1sq by the formulas

tng,h xLy ÞÑ pκpLq, tng,h PLq, tng xLy ÞÑ pκpLq, tng PLq
for any skein xLy, any pair of distinct elements g, h P G and any integer
n P Z. Secondly, we extend the map by C-linearity.

Lemma 4.5. The C-linear map Φ : A pΣ� r0, 1sq Ñ C
�
H1pΣ;L2Gq � ZrSs�

is injective.

Hence Φ induces a C-linear isomorphism on its image ImpΦq.

Proof. Define a map Ψ : ImpΦq Ñ A pΣ � r0, 1sq as follows. Let
p°` δg` b r`s, P q P ImpΦq. Set n � ts P G | degs P �� 0u P N. Lift°
` δg` b r`s to some oriented colored n-component link L in Σ� r0, 1s such

that κpLq � °` δgl b r`s. Then we use the monomial P to modify L in such
a way that the linking and framing numbers of the components match the
corresponding partial degrees of P . Namely two components ` and `1 are
linked algebraically degcolp`q,colp`1q P times and a one-component ` is framed
algebraically degcolp`q P times. Using skein relations and the definition of Φ,

one observes that the skein xLy obtained in this fashion is independent of
the original choice of L. Thus the map Ψ is well-defined. It is easily seen
that Ψ � Φ � IdA pΣ�r0,1sq. �

The map Φ is not multiplicative but the cocycle is easily computed: κpxLy �
xL1yq is given by Lemma 4.4 and PL�L1 is given by Lemma 4.3. This mo-
tivates the following definition. Let H pH1pΣ;L2Gqq be the set of all pairs
pκpLq, PLq in ImpΦq. Endow H pH1pΣ;L2Gqq with the product defined by

pκpLq, PLq�pκpL1q, PL1q �
�
κpLq�κpL1q,

¹
p`,`1qPπ0pLq�π0pL1q

t
lkΛp`,`

1q
colp`q,colp`1q PLPL1

	
.

This turns H pH1pΣ;L2Gqq into a Heisenberg group over the groupH1pΣ;L2Gq.
The (multiplicatively written) value group is ZrSs and any Lagrangian Λ in
H1pΣq induces a Lagrangian L2G b Λ in H1pΣ;L2Gq. The corresponding
Seifert form is given by

βpκpLq,κpL1qq �
¹
`,`1

t
βΛpr`s,r`

1sq
colp`q,colp`1q

where βΛ is the usual Hopf Seifert form associated to the Hopf Lagrangian
Λ. The product above turns ImpΦq � CrH pH1pΣ;L2Gqs into a C-algebra.
Therefore we have proved

Proposition 4.4. With the product above, the map

Φ : A pΣ� r0, 1sq Ñ CrH pH1pΣ;L2Gqqs
is a C-algebra isomorphism.
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Consider the particular case when G is trivial. Then H pH1pΣ;L2Gqq is
the Heisenberg group formed by the integral 1-homology group H1pΣq (with
multiplicative notation for the value group). The Seifert form β : H1pΣq �
H1pΣq Ñ Zrt, t�1s is explicitly given by

βprLs, rL1sq � tβΛprLs,rL
1sq

where βΛ is the usual Hopf Seifert form associated to the Hopf Lagrangian
Λ. The algebra ImpΦq is isomorphic to the group algebra CrH pH1pΣqs.
Thus we have proved

Corollary 4.4 (Trivial color case). For G trivial, the map

Φ : A pΣ� r0, 1sq Ñ CrH pH1pΣqs
is an algebra isomorphism.

This result was proved by R. Gelca and A. Uribe in [24, Theorem 5.6]. We
now turn to the quotient (reduced) Heisenberg skein algebra. For this, we
need to define three ingredients which are all dictated by the definition of
the reduced Heisenbrg skein algebra.

First, there is a natural surjective map

ú : L2GÑ G, f ÞÑ
¸
gPG

fpgqg.

Clearly úpf � gq � úpf � gq � úpfq � úpgq for any f, g P L2G. Alternatively ú
is defined by setting úpδgq � g and then extending to a Z-map. The map ú
induces a surjective additive map H1pΣ;L2Gq Ñ H1pΣ;Gq, still denoted ú.

The second ingredient is a specialization map. This is the algebra epimor-
phism ev : ZrSs ÞÑ C defined by

evpP q � P
�
tg � expp2πiqpgqq, tgh � expp2πibpg, hqq, g, h P G

	
.

The third ingredient is a quotient of the group algebra of the finite Heisen-
berg group H pH1pΣ;Gqq. Recall that Z � 0�Q{Z is the center of H pH1pΣ;Gqq.
Let Iq be the two-sided ideal of CrH pH1pΣ;Gqqs generated by all combina-
tions

p0, tq � h� χptqh, t P Q{Z, h P H pH1pΣ;Gqq.
Definition 4.6. The reduced group algebra of the Heisenberg group H1pΣ;Gq
is defined by

VqrH pH1pΣ;Gqqs � CrH pH1pΣ;Gqqs{Iq.
Theorem 4.1. There is a C-algebra isomorphism

Ψ : xAGpΣ� r0, 1sq Ñ VqrH pH1pΣ;Gqqs
such that the diagram of algebras

AGpΣ� r0, 1sq Φ //

��

CrH pH1pΣ;L2Gqs

��xAGpΣ� r0, 1sq Ψ // VqrH pH1pΣ;Gqqs
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is commutative. The left vectical arrow is the natural projection and the
right vertical arrow is the map induced by ú� ev.

Proof. Define an assignment

xLy ÞÑ
�
rLs, evpPLq

	
and extend it by C-linearity to a map Ψ : xAGpΣ�r0, 1sq Ñ VqrH pH1pΣ;Gqqs.
It follows from definitions that it is an algebra map making the diagram com-
mute. It remains to see that Ψ is a linear isomorphism. For this, we use
Cor. 4.2. The details are left to the reader. �

For each Lagrangian Λ of H1pΣq, there is a Schrödinger representation πΛ :
H pH1pΣ;Gqq Ñ UpL2pGb Λqq.
Lemma 4.6. There is a unique C-linear extension

π̃Λ : VqrH pH1pΣ;Gqqs Ñ EndCpL2pGb Λqq
of the Schrödinger representation making the diagram

H pH1pΣ;Gqq

��

πΛ // UpL2pGb Λqq

��
VqrH pH1pΣ;Gqqs π̃Λ // EndCpL2pGb Λqq

commute.

Proof. Extend πΛ by C-linearity to a linear map CrH pH1pΣ;Gqqs Ñ
EndCpL2pGb Λqq, that we continue to denote πΛ. We have πΛpp0, tq � hq �
πΛp0, tq πΛphq � χptqπΛphq, so πΛpIqq � 0. The result follows. �

4.5. The Schrödinger representation from Abelian skein the-
ory. Let M be a compact oriented 3-manifold with boundary Σ. In this

paragraph, we explain how the skein module xA pΣ�r0, 1sq acts on the skein

module xA pMq. We then identity this action to “the” Schrödinger represen-
tation, as defined in Chap. 3, §3.

There is a natural gluing M Y pΣ � r0, 1sq � M defined by identifying
BM � Σ with �Σ � 0. The result is a “thickened” manifold M which is
homeomorphic to M .

~M

Σ x [0,1]

= M’ M~

Lemma 4.7. The Heisenberg skein algebra A pΣ � r0, 1sq acts on A pMq by
the map

A pMq �A pΣ� r0, 1sq Ñ A pM Y Σ� r0, 1sq � A pMq,
defined by

pxLy, xL1yq ÞÑ xLY L1y.
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This action induces an action αΛ of the reduced Heisenberg skein algebraxA pΣ� r0, 1sq on xA pMq.

Proof. This is a consequence of the definitions. �

Let Hg denote the standard handlebody of genus g.

Proposition 4.5. The action of the reduced Heisenberg skein algebra xA pΣ�
r0, 1sq on xA pHgq is induced by the Schrödinger representation πΛ where Λ is
the standard longitudinal Lagrangian in H1pΣq. More precisely, the following
diagram is commutative:

xA pΣ� r0, 1sq αΛ //

Ψ �

��

EndCp xA pHqq
δ�

��
VqrH pH1pΣ;Gqqs π̃Λ // EndCpL2pGb Λqq

H pH1pΣ;Gqq

OO

πΛ // UpL2pGb Λqq
?�

OO

where the first vertical descending arrow is the isomorphism of Theorem 4.1,
the second vertical descending arrow is the isomorphism induced by δ (Cor.
4.3).

Proof. We have already seen that xA pHgq is isomorphic via δ to the

algebra L2pGbΛq � CrGbΛs(Cor. 4.3). We have also seen that xA pΣ�r0, 1sq
is isomorphic via Ψ to the reduced group algebra VqrH pH1pΣ;Gqqs of the
finite Heisenberg algebra H pH1pΣ;Gqq (Theorem 4.1). By Lemma 4.6, It
suffices to identify the representation on the image of the finite Heisenberg
algebra H pH1pΣ;Gqq.
Let xmi; gyΣ denote the skein in Σ� r0, 1s represented by the i-th standard
meridian of Σ � 1 � Σ � r0, 1s and colored by x P G. Let xlj ;hyHg denote
the skein in H � Hg represented by the j-th standard longitude of H and
colored by h P G. Using skein calculus, we verify that

xmi; gyΣ � xlj ;hyH �
" xlj ;hyH if i �� j;

e2πibqpg,hq xlj ;hyH if i � j.

(In the case when Σ has genus 1, a proof follows from Fig. 4.1. The gen-
eral case is similar.) Note that βΥpi�mi, i�ljq � δij . Therefore, if L is an
arbitrary disjoint union of parallel meridians in Σ � 1 and L1 an arbitrary
element in S pHq,
(4.13) xLyΣ � xL1yH � e2πipbqbβΥqprLs,rL

1sq xL1yH .

Let xli; gyΣ denote the skein in Σ � r0, 1s represented by the i-th longitude
of Σ� 1 � Σ� r0, 1s and colored by x P G. Let xlj ;hyHg denote the skein in
Hg represented by the j-th standard longitude of Hg and colored by h P G.
We have

xli; gyΣ � xlj ;hyHg � xli; gyHg � xlj ;hyHg .



5. A DIRECT PROOF OF “WEIL=TQFT” THEOREM 167

Therefore, if L is an arbitrary disjoint union of parallel longitudes in Σ� 1
and L1 an arbitrary element in S pHq,
(4.14) xLyΣ � xL1yH � xLyH � xL1yH .
Recall that δxLyH �xL1yH � δrLs � δrL1s � δrLs�rL1s. Therefore, longitudes acts
as translations as required. �

4.6. The Weil representation from Abelian skein theory.

5. A direct proof of “Weil=TQFT” theorem

In order to identify the Weil representation, we use Proposition 7.1. It
is therefore sufficient to identify the Weil representation on generators of
SppH1pΣqq. We use the list (7.1) provided by Remark 7.1. In the sequel, we
endow H1pΣq with a geometric symplectic basis (See Fig. 1.1 ). There are
three types of generators of SppH1pΣqq, so there are three cases to consider.

First case. Consider a diffeomorphism h : Σ� Ñ Σ� such that hpm�
j q �

l�j and hpl�j q � �m�
j , 1 ¤ j ¤ g. With respect to the symplectic basis

prm�
1 s, . . . , rm�

g s, rl�1 s, . . . , rl�g sq, we have

Matrm�
i s,rl

�
i s
ph�q �

�
0 �1g
1g 0

�
.

Hence h represents a generator of SppH1pΣqq of the first type. By definition,
Λ is the Lagrangian generated by m�

j and hpm�
j q � �l�j , 1 ¤ j ¤ g.

Thus i�Λ is generated by i�prm�
j sq � rmjs and i�h�prm�

j sq � �i�prl�j sq �
�rljs, 1 ¤ j ¤ g. It follows that GΛ � H1pMphqq{i�Λ � 0. In particular
TΛMphq � 0, λΛ � 0 and θ � 0. Since GbGλ � 0, for any x P Gg, the set
Hpxq consists of all elements y P Gg. Let

κxy � i��

�¸
j

yj b l�j

	
� i��

�¸
j

xj b hpl�j q
	

� i��

�¸
j

yj b l�j

	
� i��

�¸
j

xj bm�
	

be the corresponding framed 1-boundary with coefficients in G. Since

lkΛpi�� l�j , i�� l�
1

j q � lkΛpi��m�
j , i

�
�m

�1

j q � 0,

we find

pq b lkΛqpκxyq �pq b lkΛqp
¸
j

yj b i�� l
�
j � xj b i��m

�
j q

�
¸
j k

bqpyj , xkqlkΛpi�� l�j , i��m�
k q.

We have

lkΛpi�� l�j , i��m�
k q � lkΛpi��m�

k , i
�
� l

�
j q � lkΛpi��m�

k , i
�
� l

�
j q � m�

k Σ� l
�
j � δjk.
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Now apply Corollary 5.2. We obtain

ρph�q ex � |G|�g{2
¸

yPGbL0

χppbq b βqpy, xqq ey.

This is the formula (7.2) as desired.

Second case. We have to consider a diffeomorphism h : Σ� Ñ Σ� such that
with respect to the symplectic basis prm�

1 s, . . . , rm�
g s, rl�1 s, . . . , rl�g sq,

Matrm�
i s,rl

�
i s
ph�q �

�
1g 0
B 1g

�
where B is an symmetric integral square matrix of size g. Note that�

1g 0
B 1g

�
�
�

1g 0
B1 1g

�
�
�

1g 0
B �B1 1g

�
and

χpq b pB �B1qq � χpq bB � q bB1q � χpq bBq � χpq bB1q.
It follows that it suffices to verify the formula for an elementary symmetric
integral matrix B. Let 1 ¤ i   j ¤ g. Let Eij denotes the elementary
matrix defined by pEijqkl � δik � δjl. Consider the case when B � Eij �Eji.
Then Λ is generated by rm�

k s and

h�prm�
k sq � m�

k �
¸
p

pδipδjk � δjpδikqlp �
$&% mi � lj if k � i;

mj � li if k � j;
mj if k R ti, ju

for 1 ¤ k ¤ g. Thus GΛM � H1pMphqq{i�Λ is the free abelian group of rank

g � 2 generated by rl1s, . . . , xrlis, xrljs, . . . , rlgs. (Here p denotes deletion.) In
particular, TΛM is trivial, λΛ � 0 and θ � 0. By definition, y P Hpxq if and
only if i�� prysq � i�� prxsq in GbGΛM . Since GΛM is free, KerpGbH1pMq Ñ
GbGΛMq � GbΛ. It follows that the map i�� |GbA� : GbA� Ñ GbGΛM
are injective. (Here we use the fact that Λ and A� ` A� are transverse
Lagrangians in H1pBMphqq.) It follows that the equation i�� prysq � i�� prxsq
has a unique solution in y. With the identification A� � L0 � A�, this
solution identifies y � x.

Third case.

5.1. A second proof.

6. A few computations and examples

7. A modular category

For the definition of a modular category and the construction of quantum
invariants of 3-manifolds from modular categories, we refer to [61, Chap. 2,
Chap. 3]. Let b : G � G Ñ Q{Z be a biadditive pairing on a finite group
G and a : G Ñ Q{Z be a homomorphism such that 2a � 0. In [61, p.77]
(the second “toy example”), V. Turaev defines a modular tensor category
CpG, a, bq as follows.
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 Objects are elements of G.
 The set of morphisms is C between two identical elements of G and

the singleton t0u otherwise.
 Composition of morphisms is the usual product in C.
 Tensor product of morphisms is induced by the usual products in
G and C respectively.

 The dual object to an object g P G is g�1.
 The braiding cg,h : g b h � gh Ñ hg � h b g is defined as

expp2πibpg, hqq where b is a fixed bilinear pairing.
 The twist tg : g Ñ g is defined as expp2πipbpg, gq � apgqqq where a.
 The associator pghqk Ñ gphkq is the identity (trivial).

This category is known to be a semi-simple ribbon category with the set of
simple objects being G itself. Indeed, the pxyq-th entry of the S-matrix is

Trpcx,y � cy,xq � expp2πipbpx, yq � bpx, yq � apxq � apyqq.
By definition a semi-simple category (over C) is modular if the S-matrix is
invertible over C.

Proposition 7.1. Let pG, a, bq be a triple as above with b : G � G Ñ Q{Z
nondegenerate. The following three statements are equivalent:

(1) The formrb : G�GÑ Q{Z, px, yq ÞÑ bpx, yq � bpy, xq
is non-degenerate.

(2) a � 0 and G has no cyclic (left or right) orthogonal summand of
even order.

(3) The semi-simple category CpG, a, bq is modular.

Proof. Preliminary observation: using adjoint maps one sees that rb is
nondegenerate if and only if the linking

px, yq ÞÑ rbpx, yq � apxq � apyq
is nondegenerate, which implies a � 0. p1q ùñ p2q: suppose p1q satisfied.
Suppose that G has a cyclic orthogonal summand of even order 2k generated

by x P G. Then by [8, Lemma 28], x and rbpx, xq � 2bpx, xq have the
same order 2k in Q/Z. But this would imply that bpx, xq has order 4k,
a contradiction since 2k bpx, xq � bp2k x, xq � bp0, xq � 0. p2q ùñ p1q:
suppose that the linking rb is degenerate, i.e., Annprbq � tx P G | rbpx,�q �
0u �� t0u. It induces a nondegenerate linking rb1 on the quotient G{Annprbq.
Any section of the projection G Ñ G{Annprbq induces an isomorphism of
linkings

pG,rbq � pG{Annprbq,rb1q ` pAnnprbq, 0q.
By the previous result, since rb1 is nondegenerate, G{Annprb1q has no cyclic
orthogonal summand of even order. On the other hand, there is x0 P
Annprbq � t0u such that rbpx0,�q � 0. In particular,rbpx0, x0q � bpx,0 , x0q � bpx0, x0q � 0,
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hence 2 bpx0, x0q � 0. This implies that the order of x0 is even. It fol-

lows that Annprbq has even order. Note that the direct sum decomposition

of Annprbq is orthogonal. Hence Annprbq contains an orthogonal cyclic sum-
mand of even order. This is the desired result. p3q ùñ p1q: modularity is
equivalent to the invertibility of the S-matrix. The latter is equivalent to

the nondegeneracy of px, yq ÞÑ rbpx, yq� apxq� apyq which implies a � 0 and

nondegeneracy of rb by the preliminary observation. The converse follows
from [5, Prop. 1.1]. �

Any triple pG, a, bq as above gives rise to a homogeneous quadratic form q
on G defined, as the sum of the polarization of b and the homomorphism a,
by: qpxq � bpx, xq�apxq, x P G. In this case, the bilinear linking associated
to q is the symmetrized form built from b. Conversely:

Lemma 7.1. Any homogeneous quadratic form q : GÑ Q{Z is the sum of the
polarization of some bilinear pairing b and a homomorphism a : G Ñ Q{Z
such that 2a � 0 if and only if G has no cyclic orthogonal summand of even
order.

Proof. If G has odd order then the image of q is an odd (cyclic) sub-
group of Q{Z. Thus we can define bpx, yq � 1

2pqpx � yq � qpxq � qpyqq for
x, y P G. Then qpxq � bpx, xq for all x P G. If G has even order, consider
any quadratic form q on G that is nondegenerate. Then by [8, Lemma 29],
there exists x P G of order k such that qpxq has order 2k in Q{Z, while
bpx, xq � apxq has order dividing k for any bilinear pairing b : G�GÑ Q{Z
and homomorphism a : GÑ Q{Z. Therefore, q is not the sum of the polar-
ization of b and the homomorphism a. �

We consider now the case when CpG, a, bq is not modular. A weaker condi-
tion than the invertibility of the S-matrix is known in order to construct a
topological invariant from a semi-simple ribbon category (see [5, Prop. 1.6],
[6, Appendix A]):

(7.1)
¸
xPG

expp2πipbpx, xq � apxqqq �� 0.

This is a Gauss sum. Using Lemma 3.8, we see that Condition p7.1q is
satisfied if and only if

(7.2) bpx, xq � apxq � 0 for all x P G such that 2x P Annpbq � Kerppbq.
Without loss of generality, assume that b is nondegenerate. Then p7.2q
becomes

(7.3) bpx, xq � apxq � 0 for all x P G such that 2x � 0.

Since x ÞÑ bpx, xq is a homomorphism on tx P G | 2x � 0u, the condition
p7.2q, viewed as an equation in a, has always a solution in a P G�.

The next step consists in extending a quantum invariant to a topological
quantum field theory. The modularity is used in a crucial way in this ex-
tension. However, in the case of CpG, a, bq, the invertibility of the S-matrix
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is used to ensure that the resulting topological quantum field theory is non-
degenerate (i.e., the cobordism invariant on a cylinder may vanish). It is
not hard to see that in the case when CpG, a, bq is semi-simple and satisfies
p7.1q, there is a topological quantum field theory associated to GpG, a, bq.
We mention an alternative modular category that produces (possibly up to
a normalization real factor) the invariant τ above. The category in question
– as opposed to the one above – is not strict and includes a non trivial
associator a : pxyqz Ñ xpyzq defined as ax,y,z � expp2πihpx, y, zqq, x, y, z P
G, where h is a map : G � G � G Ñ Q{Z. The braiding is still defined as
above cx,y : xy Ñ yx by cx,y � expp2πibpx, yqq but b is no longer necessarily
biadditive. The maps b and h are required to satisfy the hexagon identity.
It turns out that the pair pb, hq is an Abelian 3-cocycle in the sense of
Eilenberg and McLane [15]. Computations of Abelian Eilenberg-McLane
cohomology were performed by S. Eilenberg and S. McLane themselves [15]
and in particular the identification of H3pA1pGq;Q{Zq where A1pGq is a
certain cell complex associated to G, and the set of homogeneous quadratic
functions GÑ Q{Z. Further computations were performed by A. Joyal and
R. Street [31], F. Quinn [51] and others. The details of the construction of a
modular category from this data are worked out by F. Quinn [51] and S.D.
Stirling in [59]. The fundamental construction of Eilenberg and McLane
has been generalized by C. Ospel to a nonabelian (“quasi-abelian”) setting
in [48], which in turn, has been further used by V. Turaev to construct
enriched modular categories to incorporate a group action [63].
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