Two dimensional computation of gas flow in a porous bed characterized by a porosity jump
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Abstract

A finite volume method based on a VFRoe solver to simulate the flow of compressible gas in a porous medium for two dimensional geometries is proposed. The domain is characterized by a discontinuous jump in the porosity between the gas phase and the porous phase of the bed. The modeling is based on the Euler system adding a non conservative term to take the porosity jump effects into account. A detailed presentation of the scheme is given, the main point is the construction of non conservative fluxes to reproduce the non conservation aspect of the problem. We compare the numerical method with an exact solution of the Riemann problem and we check that the method preserves steady-state situations even if we use a discontinuous jump for the porosity. Finally, we present two simulations involving a two dimensional gas flow.
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1 Introduction

In this paper, we present a numerical scheme for the unsteady two dimensional Euler equations of gas dynamics with a variable porosity. The homogenization process leads to a non conservative hyperbolic system (Ishii, 1975)
and classical finite volume methods using a naive discretization of the non conservative term are not efficient since they do not preserve the stationary solution (see the example proposed in Greenberg and Leroux (1996)). In addition with source terms, the model allows to simulate for example damping effects, gas flow cooled by a porous filter (Gentils et al., 2003; Rochette and Clain, 2005). An other class of problem motivated by industrial considerations is the simulation of a fast gas flow across grids. Since the obstacles are in most cases too small to be meshed, a homogenization approach is used with empirical laws to model the interactions between the grid and the flow.

Such a non conservative hyperbolic problem is similar to the flow of compressible gas in a variable cross section duct model (Andrianov and Warnecke, 2004; Barret et al., 2002; Faucher et al., 2000), where the cross section variation is considered as a discontinuous change in the material porosity. The main difficulty is the non conservative term coming from the porosity or the cross section function. In Dal Maso et al. (1995), the authors give a mathematical sense to the non conservative term and several schemes, named well balanced schemes, have been proposed to solve correctly the non conservative contribution (Greenberg and Leroux, 1996; Gosse, 2001). In Rochette et al. (2005), a new scheme based on a VFRoe solver is proposed, the method derived from the scheme proposed in Gallouët et al. (2003) for the shallow water equation. All the above schemes have been developed for one dimensional problems so we propose in this article an extension for the two dimensional case of the technique proposed in Rochette et al. (2005). The method uses a VFRoe solver which consists into a local linearization of the Riemann problems. Such a method is more simple to handle since we only deal with linear problems and avoid the complex exact resolution of the Riemann problem with porosity jump (Andrianov, 2003). An other advantage is its ability to use complex gas law (Buffard et al., 2000) but we do not consider this particular point in the present paper.

The paper is organized as follows. In section 2, we describe the complete model of the system of governing equations. Section 3 is devoted to the numerical method based on a VFRoe scheme. In section 4, we determine an exact solution to the Riemann problem in order to evaluate the behaviour of the numerical method. We also study the scheme convergence and the steady-state preservation using a comparison between the one dimensional scheme, the two dimensional scheme and the solution for stationary cases. Finally, in section 5 we present two numerical simulations for test cases in two dimensional problems.
2 Mathematical modeling

The two dimensional governing equations for a gas flow in a variable porosity medium are based on the Euler equations (Ishii, 1975; Gallouët and Saurel, 1998; Hérard et al., 1999; Saurel and Lemetayer, 2001). Since the porosity is not constant, a non conservative term appears in the impulsion equations during the homogenization process and the equations write:

\[
\frac{\partial U}{\partial t} + \frac{\partial F(U)}{\partial x} + \frac{\partial G(U)}{\partial y} = NCT(U),
\]

with the notation

\[
U = \begin{pmatrix}
\phi \\
\rho \phi \\
\rho \phi u \\
\rho \phi v \\
\phi E
\end{pmatrix}, \quad
F(U) = \begin{pmatrix}
0 \\
\rho \phi u \\
\rho \phi u^2 + \phi P \\
\rho \phi uv \\
\phi u(E + P)
\end{pmatrix},
\]

\[
G(U) = \begin{pmatrix}
0 \\
\rho \phi v \\
\rho \phi u v \\
\rho \phi v^2 + \phi P \\
\phi v(E + P)
\end{pmatrix}, \quad
NCT(U) = \begin{pmatrix}
P \partial \phi / \partial x \\
0 \\
0 \\
P \partial \phi / \partial y \\
0
\end{pmatrix},
\]

where \( \rho \) is the gas density, \((u, v)\) the velocity components, \( P \) the pressure, \( \phi \) the variable porosity and \( E \) is the total energy per unit volume given by:

\[
E = \rho \left( \frac{1}{2} V^2 + e \right),
\]

with \( e \) the specific internal energy and \( V = \sqrt{u^2 + v^2} \) the norm velocity field. In addition, to close the system, we use the ideal gas equation of state \( P(\rho, e) = (\gamma - 1) \rho e \) with \( \gamma > 1 \) where \( \gamma \) denotes the ratio of specific heats. The gas is assumed to be ideal, so that:

\[
e = C_v T \quad \text{and} \quad \eta = C_v \ln \left( \frac{P}{\rho^\gamma} \right),
\]

where \( T \) is the gas temperature, \( C_v \) is the specific heat at constant volume and \( \eta \) is the entropy.

On the right-hand side, the non conservative term \( P \nabla \phi \) allows to take the porosity variation into account. Remark that the modeling is very similar to the variable cross section duct model where the cross section plays the same
role than the porosity (Andrianov and Warnecke, 2004; Barret et al., 2002; Faucher et al., 2000).

The system has to be completed with source terms to model the mechanical effects between the porous bed and the gas such as Darcy and Forchheimer laws and the convective heat transfer. In the sequel, we omit these terms which do not contain any derivative and therefore do not alter the hyperbolic structure of the equations. Moreover, they can easily be integrated using, for example, a splitting technique (Rochette and Clain, 2005). So, we only deal with the major difficulty i.e. the non conservative term.

The VFRoe scheme is based on the resolution of Riemann problems at each sides of the mesh. In order to define the generic Riemann problem, let us consider a line $D$ passing to the origin sharing the plan $\mathcal{P} = \mathbb{R}^2$ in two subdomains $\mathcal{P}_L$ and $\mathcal{P}_R$: we denote by $\mathbf{n}$ the normal vector to $D$ going from $\mathcal{P}_L$ to $\mathcal{P}_R$ and $\mathbf{\tau}$ a normalised orthogonal vector to $\mathbf{n}$. Vector $(\xi, \eta)$ represents the new coordinate system in basis $(\mathbf{n}, \mathbf{\tau})$ where the coordinate $\xi$ is the normal component and $\eta$ is the tangential component.

![Figure 1: New coordinate system for a general intercell boundary in two dimensional domain.](image)

For a given left and right state $U_L$ and $U_R$, the Riemann problem with initial condition $U = U_L$ in $\mathcal{P}_L$ and $U = U_R$ in $\mathcal{P}_R$ gives a solution invariant by translation following $\eta$. Therefore, using the change of variables to transform the coordinates $(x, y)$ to the new ones $(\xi, \eta)$ and exploiting the rotational invariance of the governing equations, we only deal with the flux $F(\hat{U})$ where
\( \hat{U} \) is the vector of the rotated conserved variables to solve Riemann problems (Toro, 1997).

In the rotated frame \((\xi, \eta)\), the non conservative expression of the system becomes an augmented one dimensional system and writes:

\[
\frac{\partial \hat{U}}{\partial t} + A(\hat{U}) \frac{\partial \hat{U}}{\partial \xi} = 0, \tag{5}
\]

with \( A(\hat{U}) \) the associated matrix:

\[
A(\hat{U}) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & -P & -\hat{u}^2 + \frac{\gamma-1}{2} \hat{V}^2 & (3-\gamma)\hat{u} & (1-\gamma)\hat{v} & \gamma - 1 \\
0 & 0 & \hat{u} \left( \frac{\gamma-1}{2} \hat{V}^2 - H \right) & H - (\gamma - 1)\hat{u}^2 & (1-\gamma)\hat{u}\hat{v} & \gamma\hat{u}
\end{pmatrix},
\]

where \( \hat{u} \) and \( \hat{v} \) stand for the normal and tangential velocity respectively and the specific enthalpy \( H \) is defined by:

\[
H = \frac{E + P}{\rho} = \frac{P}{\rho} + e + \frac{1}{2} \hat{V}^2. \tag{6}
\]

The matrix \( A(\hat{U}) \) admits fives eigenvalues \( \lambda_0 = 0, \lambda_1 = \hat{u} - c, \lambda_2 = \lambda_3 = \hat{u}, \lambda_4 = \hat{u} + c \) where \( c \) is the speed of sound given by:

\[
c^2 = \frac{\gamma P}{\rho} = (\gamma - 1)(H - \frac{1}{2} \hat{V}^2). \tag{7}
\]

The corresponding right eigenvectors for linearly degenerate fields \((\lambda_0, \lambda_2, \lambda_3)\) write:

\[
R_0 = \begin{pmatrix}
c^2 - \hat{u}^2 \\
\gamma P \\
0 \\
\gamma P \hat{v} \\
\end{pmatrix},
R_2 = \begin{pmatrix}
0 \\
1 \\
\hat{u} \\
\hat{v} \\
\end{pmatrix},
R_3 = \begin{pmatrix}
0 \\
0 \\
0 \\
1 \\
\end{pmatrix},
R_4 = \begin{pmatrix}
0 \\
1 \\
\hat{u} - c \\
\hat{v} \\
H - \hat{uc}
\end{pmatrix},
\]

and the right eigenvectors for genuinely non degenerate fields \((\lambda_1, \lambda_4)\) are:

\[
R_1 = \begin{pmatrix}
0 \\
1 \\
\hat{u} - c \\
\hat{v} \\
H - \hat{uc}
\end{pmatrix},
R_4 = \begin{pmatrix}
0 \\
1 \\
\hat{u} + c \\
\hat{v} \\
H + \hat{uc}
\end{pmatrix}.
\]
A critical situation occurs when $\lambda_1$ or $\lambda_4$ coincides with $\lambda_0 = 0$ leading to a parabolic degenerated system since the eigenvectors do not constitute a basis of $\mathbb{R}^5$ (see Andrianov (2003), chap. 2). This particular situation induces numerical difficulties since we can not use the eigenvectors as a basis when $\tilde{u} = c$ or $\tilde{u} = -c$.

3 The Numerical method

To deal with the numerical approximation, we introduce the following ingredients. $T_h$ is a discretization of a two dimensional polygonal bounded domain $\Omega$ with triangles $S_i$, $i = 1, \ldots, I$ where $I$ is the number of mesh elements. For a given $i$, $\nu(i)$ represents the index set of the common edge elements $S_j \in T_h$, $j \in \nu(i)$ where $L_{i,j} = S_j \cap \tilde{S}_i$ stands for the common side. In the sequel, $|L_{i,j}|$ stands for the length of the side whereas $|S_i|$ is the area of the cell $i$. For a given side $L_{i,j}$, $n_{i,j}$ represents the outwards normal of $S_i$ pointing to $S_j$ and $n_{j,i} = -n_{i,j}$. The sequence $(t^n)_n$ defines a time discretization of $[0, T]$ with $t^{n+1} = t^n + \Delta t$ and $U^n_i$ stands for an approximation of the mean value of $U$ at time $t^n$ on the element $S_i$.

We consider a general finite volume scheme described in Toro (1997) in the context of the Euler equations:

$$U^{n+1}_i = U^n_i - \frac{\Delta t}{|S_i|} \sum_{j \in \nu(i)} |L_{i,j}| \mathcal{F}(U_i, U_j, n_{i,j}),$$

(8)

where $\mathcal{F}$ is the numerical flux on the corresponding cell boundary in the rotated basis $(n_{i,j}, \tau_{i,j})$.

To solve numerically the non conservative problem, we introduce a VFRoe method, initially proposed by Gallouët and Masella (1996) and Faille et al. (1999) for the shallow water problem. The technique consists in a linearization of the Riemann problem at each interface $L_{i,j}$ using an intermediate state $\tilde{W}$ to evaluate the matrix $A$. The particular point is that the numerical flux has to be non conservative to take the term $P\nabla \phi$ into account i.e.

$$\mathcal{F}(U_i, U_j, n_{i,j}) \neq \mathcal{F}(U_j, U_i, n_{j,i}).$$

To this end, we consider the solution $W$ of the new linearized problem:

$$\frac{\partial W}{\partial t} + A(\tilde{W}) \frac{\partial W}{\partial \xi} = 0 \text{ for } (\xi, \eta) \in \mathbb{R}^2, \; t > 0,$$

$$W(\xi, 0) = \begin{cases} 
\tilde{U}_L, & \xi < 0, \; \eta \in \mathbb{R}, \\
\tilde{U}_R, & \xi > 0, \; \eta \in \mathbb{R}, 
\end{cases}$$

(9)
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where \( \tilde{W} = \tilde{W}(\tilde{U}_L, \tilde{U}_R) \) is defined in the sequel.

In the conservative case, \( \mathcal{F} \) is deduced from the intermediate state \( W(0, t) \) taking \( F(W(0, t)) \) as numerical conservative flux. In the non conservative case, we build the numerical flux from the conservative flux function \( \mathcal{F} \) and the intermediate states \( W(0^-, t) \) and \( W(0^+, t) \) situated on the left and on the right of the line \( x = 0 \). The non conservative term does not explicitly appear in the flux expression but implicitly in the intermediate state evaluation (Gallouët et al., 2003).

Note that our method is different to the one proposed by Abgrall and Saurel (1999) and Andrianov and Warnecke (2004) since the authors first discretize the conservative part of the operator and deduce a discretization of the non conservative term using a steady-state constraint: a uniform constant pressure and velocity flow remains constant during its time evolution.

### 3.1 The VFRoe scheme

For a given average \( \tilde{W} \) defined from \( \tilde{U}_L \) and \( \tilde{U}_R \), the associated right eigenvectors \( \tilde{R}_k = R_k(W) \), \( k = 0, \ldots, 4 \) define a basis of \( \mathbb{R}^5 \) if \( \tilde{u}^2 \neq c^2 \) and we have the decomposition

\[
\Delta W = \tilde{U}_R - \tilde{U}_L = \sum_{k=0}^{4} \tilde{\alpha}_k \tilde{R}_k.
\]

(10)

Skipping the tilde for the sake of simplicity, coefficients \( \alpha_k \), \( k = 0, \ldots, 4 \) have to satisfy the following relations:

\[
\Delta_0 = \phi_R - \phi_L = \alpha_0 (c^2 - u^2),
\]

(11)

\[
\Delta_1 = (\rho \phi)_R - (\rho \phi)_L = \alpha_0 \gamma P + \alpha_1 + \alpha_2 + \alpha_4,
\]

(12)

\[
\Delta_2 = (\rho \phi u)_R - (\rho \phi u)_L = \alpha_1 (u - c) + \alpha_2 u + \alpha_4 (u + c),
\]

(13)

\[
\Delta_3 = (\rho \phi v)_R - (\rho \phi v)_L = \alpha_0 \gamma P + \alpha_1 v + \alpha_2 v + \alpha_3 + \alpha_4 v,
\]

(14)

\[
\Delta_4 = (\phi E)_R - (\phi E)_L = \alpha_0 \left[ P \left( H - \frac{\gamma - 1}{2} V^2 + (\gamma - 1) u^2 \right) \right] + \alpha_1 (H - uc) + \alpha_2 \frac{1}{2} V^2 + \alpha_3 v + \alpha_4 (H + uc).
\]

(15)

After calculation using equation (14) into (12) and (11) gives directly

\[
\alpha_0 = \frac{\Delta_0}{c^2 - u^2} \quad \text{and} \quad \alpha_3 = \Delta_3 - v \Delta_1.
\]

(16)
Then one solves equations (12), (13) and (15) to provide $\alpha_1$, $\alpha_2$ and $\alpha_4$. Computationally, it is convenient to arrange the solution as follows:

\[
\begin{align*}
    \alpha_1 &= \alpha_4 - \frac{1}{c} (\overline{\Delta}_2 - u\overline{\Delta}_1), \\
    \alpha_2 &= \overline{\Delta}_1 - \alpha_1 - \alpha_4, \\
    \alpha_4 &= \frac{1}{2} \left\{ \frac{\gamma - 1}{c^2} \left[ \overline{\Delta}_4 - u\overline{\Delta}_2 + (u^2 - \frac{1}{2} V^2)\overline{\Delta}_1 \right] + \frac{1}{c} (\overline{\Delta}_2 - u\overline{\Delta}_1) \right\}, 
\end{align*}
\]

where

\[
\begin{align*}
    \overline{\Delta}_1 &= \Delta_1 - \alpha_0 \gamma P = \alpha_1 + \alpha_2 + \alpha_4, \\
    \overline{\Delta}_2 &= \Delta_2 = \alpha_1 (u - c) + \alpha_2 u + \alpha_4 (u + c), \\
    \overline{\Delta}_4 &= \Delta_4 - \alpha_3 v - \alpha_0 \left[ P \left( H - \frac{\gamma - 1}{2} V^2 + (\gamma - 1) v^2 \right) \right] \\
    &= \alpha_1 (H - uc) + \alpha_2 \frac{1}{2} V^2 + \alpha_4 (H + uc).
\end{align*}
\]

Note that the decomposition is not a priori defined when the gas velocity is sonic (i.e. $\overline{u}^2 = \overline{c}^2$) and $\Delta \phi \ne 0$. The five eigenvectors do not constitute a basis of $\mathbb{R}^5$ and the problem is no longer hyperbolic. Consequently, the proposed method is not adapted when a sonic point appears at point where the porosity changes. The exact solution $W = W_{i+1/2}(x/t; \hat{U}_L, \hat{U}_R)$ of the linearized problem (9) is defined by (Gallouët et al., 2003):

\[
\begin{align*}
    W((x/t)^-; \hat{U}_L, \hat{U}_R) &= \hat{U}_L + \sum_{\lambda_j < \hat{\lambda}_j, \tilde{\lambda}_j > 0} \tilde{\alpha}_j \tilde{\hat{R}}_j, \\
    W((x/t)^+; \hat{U}_L, \hat{U}_R) &= \hat{U}_R - \sum_{\lambda_j < \tilde{\lambda}_j, \hat{\lambda}_j < 0} \hat{\alpha}_j \hat{R}_j.
\end{align*}
\]

Since $\lambda_0 = 0$ is an eigenvalue of $A(\hat{W})$, we consider two states on each side of $\xi = 0$, depending of the other eigenvalues sign:

\[
W(0^-, \hat{U}_L, \hat{U}_R) = \begin{cases} 
    \hat{U}_L & \text{if } \tilde{\lambda}_1 > 0, \\
    \hat{U}_L + \tilde{\alpha}_1 \tilde{\hat{R}}_1 & \text{if } \tilde{\lambda}_1 < 0 < \tilde{\lambda}_2 = \tilde{\lambda}_3, \\
    \hat{U}_R - \tilde{\alpha}_0 \tilde{\hat{R}}_0 - \tilde{\alpha}_4 \tilde{\hat{R}}_4 & \text{if } \tilde{\lambda}_2 = \tilde{\lambda}_3 < 0 < \tilde{\lambda}_4, \\
    \hat{U}_R - \tilde{\alpha}_0 \tilde{\hat{R}}_0 & \text{if } \tilde{\lambda}_4 < 0,
\end{cases}
\]

and

\[
W(0^+, \hat{U}_L, \hat{U}_R) = W(0^-; \hat{U}_L, \hat{U}_R) + \tilde{\alpha}_0 \tilde{\hat{R}}_0.
\]
When \( \hat{U}_L = \hat{U}_i \) and \( \hat{U}_R = \hat{U}_j \), the numerical flux function is given by:

\[
\mathcal{F}(\hat{U}_i, \hat{U}_j, n_{i,j}) = F(W(0^-; \hat{U}_i, \hat{U}_j)).
\]

It is important to note that \( \mathcal{F}(\hat{U}_i, \hat{U}_j, n_{i,j}) \neq \mathcal{F}(\hat{U}_j, \hat{U}_i, n_{j,i}) \) since \( W(0^+; \hat{U}_j, \hat{U}_i) \neq W(0^-; \hat{U}_i, \hat{U}_j) \).

To get a complete numerical scheme, one has to set the local average \( \tilde{W} \). We propose the following expressions defined from four independent variables:

- \( \tilde{W} = \tilde{W}(\hat{U}_L, \hat{U}_R) \) such that

\[
\frac{1}{\rho} = \frac{1}{\rho_L} + \frac{1}{\rho_R}, \quad \tilde{u} = \frac{\hat{u}_L + \hat{u}_R}{2}, \quad \tilde{v} = \frac{\hat{v}_L + \hat{v}_R}{2}, \quad \tilde{P} = \frac{P_L + P_R}{2}.
\]

(24)

Note that other variables are not obtained by averaging but are deduced from the primitive averaging values to satisfy the constitutive laws.

4 Numerical tests

4.1 Exact solution of the Riemann problem

The shock-tube in a porous medium described in figure 2 involves the gas flow in which the porosity is different in each part of the chamber.

![Figure 2: Schematic description of the shock-tube in porous medium.](image)

The exact solution of the problem described in figure 2 for several choices of initial conditions was presented in Andrianov and Warnecke (2004) and Lowe (2005). Andrianov and Warnecke (2004) have shown that the solution to the Riemann problem is in general non-unique, i.e. for the same left and right states, one can get different Riemann solutions (the system is non-strictly
hyperbolic). On the other hand, if the configuration of the wave curves is fixed, the solution is unique, so here, we determine a solution to the Riemann problem, the left state is given and we fix the configuration of the wave curves.

### 4.1.1 First configuration

To compute the exact solution of the Riemann problem, we proceed as follows (see Andrianov (2003)): we prescribe a left state and choose the following configuration (see figure 3): 1-rarefaction wave, 0-stationary contact wave, 2-contact discontinuity wave, 3-shock wave. We deduce the other states using the Riemann invariants and the Rankine-Hugoniot conditions. For the first configuration, we take \( P_L = 4 \times 10^5 \text{ Pa}, \rho_L = 4.0 \text{ kg.m}^{-3}, u_L = 0.0 \text{ m.s}^{-1} \) and \( \phi_L = 1.0 \). We compute the state \( U_1 \) using the Riemann invariants since we impose a rarefaction wave prescribing \( u_1 = 80.0 \text{ m.s}^{-1} \). We then deduce \( P_1, \rho_1 \) and \( c_1 \). To evaluate the transition across the porous discontinuity, we use the Riemann invariants corresponding to the eigenvalue \( \lambda_0 = 0 \) i.e.:

\[
\phi pu = \text{const},
\]

\[
\eta = \frac{P}{\rho^\gamma} = \text{const},
\]

\[
\frac{u^2}{2} + \frac{c^2}{\gamma - 1} = \text{const}.
\]

Prescribing \( \phi_R = 0.4 \), we evaluate the other components of the state \( U_0 \) using a Newton algorithm to solve numerically equations (25), (26) and (27). To compute the state \( U_2 \), we use the Riemann invariants \( u_2 = u_0 \) and \( P_2 = P_0 \) and we impose \( \rho_2 = 1.0725 \rho_0 \). At last, we compute the right state using the Rankine-Hugoniot conditions choosing \( P_R = 0.3546 P_2 \). Table 1 sums up all the states.

### Table 1: Data for the first Riemann problem

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \rho \text{ (kg.m}^{-3})</th>
<th>( u \text{ (m.s}^{-1})</th>
<th>( c \text{ (m.s}^{-1})</th>
<th>( P \text{ (Pa)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( U_L )</td>
<td>1.0</td>
<td>4.0</td>
<td>0.0</td>
<td>374.16</td>
</tr>
<tr>
<td>( U_1 )</td>
<td>1.0</td>
<td>3.21</td>
<td>80.0</td>
<td>358.16</td>
</tr>
<tr>
<td>( U_0 )</td>
<td>0.4</td>
<td>2.54</td>
<td>253.11</td>
<td>341.69</td>
</tr>
<tr>
<td>( U_2 )</td>
<td>0.4</td>
<td>2.72</td>
<td>253.11</td>
<td>329.94</td>
</tr>
<tr>
<td>( U_R )</td>
<td>0.4</td>
<td>1.34</td>
<td>25.56</td>
<td>280.05</td>
</tr>
</tbody>
</table>
Figure 3: Two configurations of wave curves of the Riemann problem with a porosity jump located at $x = 0$.

In order to validate the two dimensional model, we consider a rectangular domain $[0, 1]m \times [0, 0.1]m$ discretized with 51985 unstructured meshes. Computations have been performed using the finite volume library developed by Touzani (2003). The initial conditions of the 2D simulation are the left state $U_L$ and the right state $U_R$ situated on each side of the initial discontinuity located at $x = 0.5 \, m$. Moreover, we let $v_L = 0 \, m.s^{-1}$ and $v_R = 0 \, m.s^{-1}$ to obtain a pure one dimensional problem.

Figure 4 represents the numerical results of density, pressure, x-velocity and entropy distributions and the exact solution to the Riemann problem. The solutions correctly predict the jump condition at $x = 0.5 \, m$ and are in good agreement with the exact solution since they preserve a constant entropy across the porosity jump. Note that the contact discontinuity is extensively smeared, which is typical for a first-order scheme.

4.1.2 Second configuration

To compute the Riemann problem solution, we proceed in the same way. We choose the left state $U_L$ with $P_L = 1 \times 10^5 \, Pa$, $\rho_L = 4.2 \, kg.m^{-3}$, $u_L = 200.0 \, m.s^{-1}$ and $\phi_L = 1.0$. We use the second configuration described in figure 3: 1-shock wave, 0-stationary wave, 2-contact discontinuity wave, 3-shock wave. We list in table 2 the intermediate states.

Figure 5 compares the exact solution and the numerical results obtained by the VFRoe scheme. In this configuration, the numerical results suit well with the exact solution. However, we observe small oscillations in the vicinity of the 1-shock and of the 3-shock which are transported during the simulation.
Figure 4: Exact solution (solid line) and numerical results for the VFRoe scheme (symbol ○) at time $t = 8.02 \times 10^{-4}$ s.

Table 2: Data for the second Riemann problem

<table>
<thead>
<tr>
<th></th>
<th>$\phi$</th>
<th>$\rho$ ($kg.m^{-3}$)</th>
<th>$u$ ($m.s^{-1}$)</th>
<th>$c$ ($m.s^{-1}$)</th>
<th>$P$ (Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_L$</td>
<td>1.0</td>
<td>4.2</td>
<td>200.0</td>
<td>182.57</td>
<td>$1 \times 10^5$</td>
</tr>
<tr>
<td>$U_1$</td>
<td>1.0</td>
<td>8.87</td>
<td>41.69</td>
<td>217.64</td>
<td>$3.0 \times 10^5$</td>
</tr>
<tr>
<td>$U_0$</td>
<td>0.4</td>
<td>7.74</td>
<td>119.36</td>
<td>211.82</td>
<td>$2.48 \times 10^5$</td>
</tr>
<tr>
<td>$U_2$</td>
<td>0.4</td>
<td>6.19</td>
<td>119.36</td>
<td>236.82</td>
<td>$2.48 \times 10^6$</td>
</tr>
<tr>
<td>$U_R$</td>
<td>0.4</td>
<td>1.62</td>
<td>-199.07</td>
<td>146.22</td>
<td>$2.48 \times 10^4$</td>
</tr>
</tbody>
</table>
Figure 5: Exact solution (solid line) and numerical results for the VFRoe scheme (symbol ○) at time $t = 1.984 \times 10^{-3} \text{ s}$.
4.2 Convergence tests

To check the convergence of the numerical scheme, we perform a shock tube simulation in porous medium using several spatial cell sizes and compare the different numerical solutions with the exact solution defined in section 4.1.1. To this end, we consider the above two dimensional spatial domain and the initial conditions are analogous to the section 4.1.1. The mesh characteristics are given in table 3 where $h$ is the average space step and $h_{\text{min}}$ the minimum space step used in the computation of the time step restricted by the CFL condition $\Delta t \max |\lambda_i| \leq h_{\text{min}}$.

Table 3: Mesh Characteristics for a $[0, 1]m \times [0, 0.1]m$ domain.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>$h$ (m)</th>
<th>$h_{\text{min}}$ (m)</th>
<th>Cell numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$1 \times 10^{-2}$</td>
<td>$6.98 \times 10^{-3}$</td>
<td>2119</td>
</tr>
<tr>
<td>2</td>
<td>$5 \times 10^{-3}$</td>
<td>$3.34 \times 10^{-3}$</td>
<td>8195</td>
</tr>
<tr>
<td>3</td>
<td>$2.5 \times 10^{-3}$</td>
<td>$1.62 \times 10^{-3}$</td>
<td>33025</td>
</tr>
<tr>
<td>4</td>
<td>$1.25 \times 10^{-3}$</td>
<td>$8.20 \times 10^{-4}$</td>
<td>132843</td>
</tr>
</tbody>
</table>

Figures 6 presents the density function in the x-direction for the exact solution and the numerical results for the four meshes. We observe a good convergence of the numerical solutions to the exact solution.

![Figure 6: Density distributions for the four meshes and the exact solution of the first configuration.](image-url)
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4.3 Stationary solution

One of the major challenges for non conservative hyperbolic problems is to produce numerical schemes able to maintain the stationary solution (Abgrall and Saurel, 1999). For a one dimensional geometry, we have established in Rochette et al. (2005) that the stationary case with regular porosity (named the stationary model) reduces to ordinary differential equations:

\[ \rho \phi u = D_1, \]
\[ \frac{\gamma}{\gamma - 1} P \phi u + \frac{1}{2} D_1 u^2 = D_2, \]
\[ \frac{d u}{d x} = \frac{\gamma P u}{D_1 u - \gamma \phi P} \frac{d \phi}{d x}, \]

where \( D_1 \) represents the constant mass flow rate and \( D_2 \) is a constant. Furthermore, for a given inlet Dirichlet condition at point \( x = 0 \), we get a numerical approximation of the stationary problem solution on the whole domain, providing, in particular, the outlet condition at \( x = 1 \). We then assume that any theoretical non stationary solution with the same inlet and outlet boundary conditions converges asymptotically to the stationary solution whatever the initial condition. For the two dimensional situation, we choose the initial condition and the boundary conditions such that \( v = 0 \) and then the problem turns into a one dimensional problem following (0x). To this end, we state homogeneous Neumann condition for the upper and lower boundaries \( (y = 0 \) and \( y = 0.1) \) and set inlet and outlet conditions at \( x = 0 \) and \( x = 1 \) respectively with \( v = 0 \) everywhere. The goal of this section is to compare the stationary solutions computed using the ordinary differential equation (28) and the VFRoe scheme for the one dimensional problem as in Rochette et al. (2005) and the VFRoe scheme in two space dimensions.

4.3.1 Regular porosity function

In this example, we have chosen the continuous porosity function:

\[ \phi(x) = \frac{2 + \sin(3 \pi x)}{3}, \]

and we impose inlet boundary conditions \( \rho_{\text{inlet}} = 3 \text{ kg.m}^{-3}, \ P_{\text{inlet}} = 10^6 \text{ Pa}, \ v_{\text{inlet}} = 0 \text{ m.s}^{-1} \) and \( u_{\text{inlet}} = 100 \text{ m.s}^{-1}. \) Figure 7 shows the pressure and velocity distributions following the line \( y = 0.05 \text{ m} \) of the solution computed with the VFRoe scheme. The curves correspond with the stationary solution obtained by solving the differential equation (28) using a fourth order Runge-Kutta method.
Figure 7: Comparison of the pressure and velocity distributions between the stationary solution, numerical solutions obtained by the 1D and 2D models.

4.3.2 Discontinuous porosity function

We consider the situation where the porosity decreases abruptly from 1 to 0.3 at point $x = 0.5\ m$ for a steady state configuration. To test the numerical method, we smooth the discontinuity using a linear connection between $\phi = 1$ to $\phi = 0.3$ characterized by the interval length $\delta$ where the transition operates. We study the behaviour of the numerical solution when $\delta$ becomes small (see figure 8). The extreme situation occurs when the transition takes place in only one element.

Figure 8: Treatment of the porosity discontinuity with a smooth function $Y_{\delta x}$. 
The stationary solution is obtained by imposing inlet boundary conditions \( \rho_{\text{inlet}} = 3 \, \text{kg.m}^{-3} \), \( P_{\text{inlet}} = 5.10^5 \, \text{Pa} \) and \( u_{\text{inlet}} = 50 \, \text{m.s}^{-1} \) solving the ordinary differential equation (28) with a fourth order Runge-Kutta method on a 1000 regular cells mesh. With such a mesh, the regularization of the porosity occurs at least on 50 cells (passage of \( \phi = 1 \) to \( \phi = 0.3 \) with \( \delta = 0.05 \, \text{m} \)). We also compute the solution with the non stationary problem using the 1D-model presented in Rochette et al. (2005) and the 2D-model. For the two dimensional problem, we use a Delaunay regular mesh of 8195 cells such that the \( h_{\text{min}} \) parameter is greater than \( \delta \) leading to a discontinuous transition from the numerical point of view. We also use the same boundary condition \( C_{\text{inlet}} \) on the left side and the condition \( C_{\text{outlet}} = (\rho_{\text{outlet}}, u_{\text{outlet}}, P_{\text{outlet}}) \) given by the stationary solution on the right side. We impose \( v_{\text{inlet}} = v_{\text{outlet}} \) on both side and Neumann homogeneous condition on the top and bottom side to provide a solution invariant following \((Oy)\).

We present in figure 9 the pressure and the velocity obtained by the analytic solution and the numerical solution for the 1D and 2D models. We observe a good agreement between the simulations and the stationary solution, we note for the 1D and 2D models a slight difference of the left and right pressures which decreases when the mesh is refined.

![Figure 9: Comparison of the pressure and velocity distributions between the stationary solution and numerical solutions obtained by the 1D and 2D models.](image-url)
5 Two-dimensional numerical results and discussion

We present in this section two tests involving real two-dimensional problems in the $[0, 1] \times [0, 1]$ square geometry. The first test case is a two-dimensional simulation of a shock crossing a porous ball surrounded by air, this problem is analogous to the test case used in bifluid models presented in Allaire et al. (2002). In the second example, we simulate a gas flow around a porous step (forward facing step), this test case is connected with the test case often called Mach 3 wind tunnel with a step (see Woodward and Colella (1984)).

5.1 Shock/Porous medium interaction

We consider a shock tube problem simulating the shock wave interaction with a spherical domain containing a porous medium. The shock travels from the left to the right of the domain at a constant speed before it hits the porous ball. In front of the shock, the porous ball of radius $r = 0.15$ m and center at $(x_0, y_0) = (0.75, 0.5)$ is in equilibrium with the surrounding air (i.e. same pressure and same density, see figure 10). The domain is a $L_x = L_y = 1$ m square discretized with a 5098 cells unstructured mesh.

![Figure 10: Two dimensional two-phase shock tube geometry with a porous ball.](image)

Figure 10: Two dimensional two-phase shock tube geometry with a porous ball.
A diaphragm is initially located at \( x_c = 0.4 \, m \) allowing to generate a shock wave, the initial conditions are summarized in table 4.

Table 4: Initial state of the shock tube with a spherical porous medium.

<table>
<thead>
<tr>
<th>Location</th>
<th>( \rho ) (kg/m(^3))</th>
<th>( P ) (Pa)</th>
<th>( u = v ) (m.s(^{-1}))</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air ( 1 )</td>
<td>5.8</td>
<td>( 5 \times 10^4 )</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>Air ( 2 )</td>
<td>1.16</td>
<td>( 1 \times 10^5 )</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>Porous medium ( 3 )</td>
<td>1.16</td>
<td>( 1 \times 10^5 )</td>
<td>0</td>
<td>0.4</td>
</tr>
</tbody>
</table>

At the initial time the diaphragm rupture induces a shock wave which propagates toward the spherical porous medium. A part of the shock is transmitted to the porous medium where the gas flow velocity increases while a reflected wave goes back to the diaphragm. Readily in figure 11, circular pressure waves appear once the porous medium is reached by the shock. We observe a good symmetry of the numerical solution with respect to the line \( y = 0.5 \, m \).

![pressure (Pa)](image)

Figure 11: Pressure contours at time \( t = 1.2 \, ms \) after the shock wave impact into a circular porous medium.
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5.2 Forward facing step problem

In this simulation, we consider a shock wave crossing a porous step described in figure 12. We use a square domain with a 20668 cells mesh for the discretization. A porous medium step of $L_{xp} = 0.6 \text{ m}$ length and $L_{yp} = 0.3 \text{ m}$ height is located at $[0.4, 1] \times [0, 0.3]$ surrounded by atmospheric air and the diaphragm is located at $x_c = 0.2 \text{ m}$. The initial conditions are the same than the previous test.

![Figure 12: Two-dimensional forward facing step geometry.](image)

Figure 12 shows the density isovalues for the forward facing step problem. In the upper part, we clearly distinguish from right to left wave the contact discontinuity and the rarefaction wave. In the lower part, a more complex situation takes place front of the porous medium when the gas is compressed. We note that the transmitted wave is slightly faster in the porous medium than the air wave and the reflected wave is clearly visible.

Figure 14 shows the Mach number isovalues. The higher gas velocity is located at the step corner where the gas velocity is close to the sound velocity inside the porous medium. This test reaches the limits of the numerical method because at the porosity jump a 1-rarefaction wave is generated and the last 1-characteristic speed is close to zero ($u \approx c$), i.e. the 1-rarefaction wave touches the stationary contact from the right leading to a parabolic degeneracy.
Figure 13: Density contours for the forward facing step problem at time $t = 1.4 \, ms$.

6 Conclusion

We have proposed a first order two dimensional finite volume scheme for compressible flow in variable porosity medium. The flux approximation is based on a VF Roe solver allowing to consider more complex constitutive laws for the gas. Exact solutions have been directly compared with solutions generated by the non conservative numerical method and we obtain a good agreement with the correct solution. Numerical experiments show that the scheme preserves the steady-state even if a porosity discontinuity occurs. Numerical simulations for more complex situations have also been presented to experiment the numerical scheme with real two dimension problems. The main point is that the scheme manages to handle discontinuous porosity function which is of practical interest like the porous filter (Rochette and Clain, 2005). The negative point is that the scheme can not hold sonic situations where the porosity changes since the eigenvector basis degenerates.
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