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STOKES AND NAVIER-STOKES EQUATIONS WITH A
NONHOMOGENEOUS DIVERGENCE CONDITION

Abstract. In this paper, we study the existence and regularity of solutions to

the Stokes and Oseen equations with a nonhomogeneous divergence condition.

We also prove the existence of global weak solutions to the 3D Navier-Stokes
equations when the divergence is not equal to zero. These equations inter-

vene in control problems for the Navier-Stokes equations and in fluid-structure
interaction problems.
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1. Introduction. Let Ω be a bounded and connected domain in RN , with N = 2
or N = 3, with a regular boundary Γ, and let T be positive. Set Q = Ω × (0, T )
and Σ = Γ× (0, T ). We are interested in the following boundary value problem for
the Oseen equations:

∂u
∂t
− ν∆u + (z · ∇)u + (u · ∇)z +∇p = 0, div u = h in Q,

u = g on Σ, u(0) = u0 in Ω,
(1.1)

where h and g are nonhomogeneous terms in the divergence and boundary con-
ditions, and u0 is the initial condition. The viscosity coefficient ν is positive
and the function z satisfies div z = 0 and belongs either to H1(Ω; RN ) or to
L∞(0,∞; (Hs(Ω))N ) with s > 1/2. We are also interested in similar problems
for the Navier-Stokes equations. From the divergence theorem it follows that h and
g must satisfy the compatibility condition∫

Ω

h(·, t) =
∫

Γ

g(·, t) · n(·) for a.e. t ∈ (0, T ).

A classical way for studying equation (1.1) is to consider the solution (w(t), π(t))
to equation

λ0w(t)− ν∆w(t) + (z · ∇)w(t) + (w(t) · ∇)z +∇π(t) = 0, div w = h(t) in Ω,

w(t) = g(t) on Γ,

for some λ0 > 0 large enough, and next to look for (u, p) in the form (u, p) =
(w, π) + (y, q). This method, that we refer as the lifting method in this pa-
per, is helpful if h and g are regular enough, for example if h ∈ H1(0, T ;L2(Ω))
and g ∈ H1(0, T ;H1(Γ; RN )). Motivated by control problems and related ques-
tions, we would like to study equation (1.1) when h ∈ L2(0, T ;L2(Ω)) and g ∈
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L2(0, T ;L2(Γ; RN )), or even when h ∈ L2(0, T ; (H1(Ω))′) and g ∈ L2(0, T ;
H−1/2(Γ; RN )). This type of equations intervenes in linearized fluid-structure mod-
els (see [21], [22]) and in some control problems (see [12]).

For the Stokes and Navier-Stokes equations, these problems have been recently
studied by Farwig, Galdi, and Sohr in [7], in the case when h ∈ Ls(0, T ;Lr(Ω)),
g ∈ Ls(0, T ;W−1/q,q(Γ; RN )), with 1 < r ≤ q < ∞, 1 < s < ∞, 1

3 + 1
q ≥

1
r for

the Stokes equations, and with 1 < r < q, 3 < q < ∞, 2 < s < ∞, 1
3 + 1

q = 1
r ,

2
s + 3

q = 1 for the Navier-Stokes equations. The existence of a unique very weak
local solution to the Navier-Stokes equations is established [7, Theorem 1] (see
also [8]). Here we only consider the case of data in Hilbert spaces for the Oseen
and Navier-Stokes equations, and we prove the existence of global solutions for the
Navier-Stokes equations.

In [7], very weak solutions are defined by a transposition method (also called
duality method). In [19], we have already studied equation (1.1) in the case when
h ≡ 0, and we have introduced a new definition of weak solutions which is based
on the decoupling of equation (1.1) into two equations, one satisfied by Pu and
the other one satisfied by (I − P )u, where P is the so-called Helmholtz or Leray
projector. We have shown that some new regularity results may be obtained by
using this decomposition. In the present paper we would like to follow the same
appraoch for equation (1.1) and for the Navier-Stokes equations.

Many results in this paper are extensions to the case when h 6= 0 of results
obtained in [19] and the proofs are very similar, except that we have to find the
right spaces for h. However, Theorem 7.1 is new even in the case when h = 0.
Indeed in [19, Theorem 5.1], the existence of a weak solution to the 3D Navier-
Stokes equation is proved when h = 0 and g ∈ H3/4,3/4(Σ) (see section 2 for the
precise definition of the different function spaces). Here we prove the same result
with g ∈ Hs,s(Σ) with s > 1/2.

In section 2, we introduce spaces of functions (g, h) satisfying compatibility con-
ditions.

In section 3, we study the regularity of solutions to the Stokes equations by using
the lifting method in the case of regular data, and by the transposition method in
the case of data with low regularity. We introduce a new definition of weak solutions
for the Stokes equations in section 4, and we derive new regularity results in section
5. We study the Oseen equations in section 6, where we adapt to Oseen equations
the results obtained in section 4 for the Stokes equations. In section 7, we study
the Navier-Stokes equations, and we prove the existence of weak solutions, global
in time, when h and g are non zero. In appendices 1 and 2, we have collected some
technical results for stationary problems.

It seems difficult to compare our results with the ones in [7]. Indeed, in [7,
Theorem 1], the existence of a unique local weak solution u in Ls(0, T ′;Lq(Ω)) is
proved when h ∈ Ls(0, T ;Lr(Ω)), g ∈ Ls(0, T ;W−1/q,q(Γ; RN )), with 1 < r < q,
3 < q < ∞, 2 < s < ∞, 1

3 + 1
q = 1

r , 2
s + 3

q = 1, and when the initial condition be-
longs to a space intermediate between (D(Aq))′ and (D((−Aq)1−ε))′ with 0 < ε < 1
(where Aq is the Stoles operator in {u ∈ Lq(Ω; R3) | div u = 0, u ·n|Γ = 0}). Here,
we prove the existence of a global in time solution (not necessarily unique), when g ∈
Hs,s(Σ), h ∈ L2(0, T ;Hs−1/2(Ω)) ∩Hs(0, T ;H−1/2(Ω)) with s > 1/2, g and h sat-
isfy some compatibility conditions, and u0 ∈ V0

n(Ω) (the space of solenoidal vectors
in L2(Ω; R3) with a normal trace equal to 0). The only comparison that we can made
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concerns the existence of regular solutions for the Stokes equation. If we compare
the results in [7, Corollary 5] for data in Hilbert spaces, it is shown that the solution
to the Stokes equation belongs to L2(0, T ;H2(Ω; R3)) ∩ H1(0, T ;L2(Ω; R3)) when
h belongs to H1(Ω × (0, T )), g ∈ L2(0, T ;H3/2(Γ; R3)) ∩ H1(0, T ;H−1/2(Γ; R3)),
u0 ∈ V0

n(Ω) ∩ H2(Ω; R3), and g, h and u0 satisfy some compatibility condi-
tions. Here, in Theorem 4.5, we prove that Pu belongs to L2(0, T ;H2(Ω; R3)) ∩
H1(0, T ;L2(Ω; R3)) when h belongs to L2(0, T ;H1(Ω)) ∩ H3/4(0, T ; (H1/2(Ω))′),
g ∈ L2(0, T ;H3/2(Γ; R3)) ∩H3/4(0, T ;L2(Γ; R3)), u0 ∈ V0

n(Ω) ∩H1(Ω; R3), and g,
h and u0 satisfy some compatibility conditions. Thus, our assumptions are weaker,
but the regularity is obtained for Pu and not for u. The regularity result that we
obtain for (I−P )u in Theorem 4.5 is optimal for our assumptions, but weaker than
the one in [7, Corollary 5].

2. Functional setting. Throughout the paper we assume that Ω is at least of
class C2. Let us introduce the following function spaces: Hs(Ω; RN ) = Hs(Ω),
L2(Ω; RN ) = L2(Ω), the same notation conventions are used for the spaces Hs

0(Ω;
RN ), and the trace spaces Hs(Γ; RN ). Throughout what follows, for all u ∈ L2(Ω)
such that div u ∈ L2(Ω), we denote by u · n the normal trace of u in H−1/2(Γ)
[24]. Following [10], we use the letter V to define different spaces of divergence free
vector fields:

Vs(Ω) =
{

u ∈ Hs(Ω) | div u = 0 in Ω,
〈
u · n, 1

〉
H−1/2(Γ),H1/2(Γ)

= 0
}

s ≥ 0,

Vs
n(Ω) =

{
u ∈ Hs(Ω) | div u = 0 in Ω, u · n = 0 on Γ

}
for s ≥ 0,

Vs
0(Ω) =

{
u ∈ Hs(Ω) | div u = 0 in Ω, u = 0 on Γ

}
for s > 1/2.

For spaces of time dependent functions we set

Vs,σ(Q) = Hσ(0, T ; V0(Ω)) ∩ L2(0, T ; Vs(Ω))

and
Hs,σ(Σ) = Hσ(0, T ; L2(Γ)) ∩ L2(0, T ; Hs(Γ)).

Observe that

Vs,σ(Q) = Hs,σ(Q) ∩ L2(0, T ; V0(Ω)) for all s ≥ 0 and σ ≥ 0,

where Hs,σ(Q) = (Hs,σ(Q))N , and Hs,σ(Q) corresponds to the notation in [17].
We introduce spaces of functions of zero mean value:

Hs(Ω) =
{
h ∈ Hs(Ω) |

∫
Ω

h = 0
}

for s ≥ 0,

and for s < 0, Hs(Ω) is the dual space of H−s(Ω), with H0(Ω) as pivot space.
We introduce spaces of velocity fields defined on Γ and of functions defined in Ω,

and satisfying a compatibility condition. For −1/2 ≤ s ≤ 2 and σ ≥ 0, we set

H s, σ
Γ,Ω =

{
(g, h) ∈ Hs(Γ)×Hσ(Ω) |

〈
g · n, 1

〉
Hs(Γ),H−s(Γ)

=
∫

Ω

h
}
.

If −1/2 ≤ s ≤ 2 and −1 ≤ σ ≤ 0, we set:

H s, σ
Γ,Ω

=
{

(g, h) ∈ Hs(Γ)× (H−σ(Ω))′ |
〈
g · n, 1

〉
Hs(Γ),H−s(Γ)

=
〈
h, 1
〉

(H−σ(Ω))′,H−σ(Ω)

}
.



4 JEAN-PIERRE RAYMOND

Observe that, for −1/2 ≤ s ≤ 0 and −1 ≤ σ ≤ 0, the space H s, σ
Γ,Ω is the dual space

of H−s,−σΓ,Ω , with respect to the pivot space H 0, 0
Γ,Ω.

We denote by γτ ∈ L(L2(Γ)) and γn ∈ L(L2(Γ)) the operators defined by

γnu = (u · n)n and γτu = u− γnu for all u ∈ L2(Γ).

As usual, for s > 1/2, γ0 ∈ L(Hs(Ω),Hs−1/2(Γ)) denotes the trace operator.
Throughout the paper, for all Φ ∈ H3/2+ε′(Ω) and all ψ ∈ H1/2+ε(Ω), with

ε > 0, we denote by k(Φ, ψ) the constant defined by

k(Φ, ψ) =
1

|Γ|+ |Ω|

(∫
Γ

(
ν
∂Φ
∂n
· n− ψ

)
−
∫

Ω

ψ

)
, (2.1)

where |Ω| is the N -dimensional Lebesgue measure of Ω and |Γ| is the (N − 1)-
dimensional Lebesgue measure of Γ.

We also introduce the space

W (0, T ; V1(Ω),V−1(Ω)) =
{

u ∈ L2(0, T ; V1(Ω)) | du
dt
∈ L2(0, T ; V−1(Ω))

}
,

where V−1(Ω) denotes the dual space of V1
0(Ω) with V0

n(Ω) as pivot space.
Let us denote by P the orthogonal projection operator in L2(Ω) on V0

n(Ω). Recall
that the Stokes operator A = νP∆, with domain D(A) = H2(Ω)∩V1

0(Ω) in V0
n(Ω),

is the infinitesimal generator of a strongly continuous analytic semigroup (etA)t≥0

on V0
n(Ω).

We also introduce the operators L ∈ L(H 0, 0
Γ,Ω,L

2(Ω)) and Lp ∈ L(H 0, 0
Γ,Ω,H0(Ω))

defined by
L(g, h) = w and Lp(g, h) = π,

where (w, π) is the solution to

−ν∆w +∇π = 0 and div w = h in Ω, w = g on Γ.

Notice that L can be extended to a bounded operator from H−1/2,−1
Γ, Ω into H0(Ω)

(see Corollary 8.4).

3. First regularity results for the Stokes equation. In this section we study
the Stokes equations with a nonhomogeneous divergence condition:

∂u
∂t
− ν∆u +∇p = 0, div u = h in Q,

u = g on Σ, u(0) = u0 in Ω.

(3.1)

There are two classical possibilities to define weak solutions to equation (3.1):
the lifting method, and the transposition method. The lifting method consists in
looking for a solution (u, p) to equation (3.1) in the form (u, p) = (y, q) + (w, π),
where, for all t ∈ [0, T ], (w(t), π(t)) is the solution to the equation:

− ν∆w(t) +∇π(t) = 0 and div w(t) = h(t) in Ω, w(t) = g(t) on Γ. (3.2)

In the case when (u, p), (y, q), and (w, π) are regular functions, (y, q) is the solution
to the equation

∂y
∂t
− ν∆y +∇q = −∂w

∂t
, div y = 0 in Q,

y = 0 on Σ, y(0) = P (u0 −w(0)) in Ω.
(3.3)

This leads to the following definition.
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Definition 3.1. A function (u, p) ∈ L2(0, T ; L2(Ω)) × L2(0, T ;H−1(Ω)) is a weak
solution to equation (3.1), if (u, p) = (y, q) + (w, π), where, for all t ∈ [0, T ],
(w(t), π(t)) is the solution to equation (3.2), and (y, q) is the solution to equation
(3.3).

Theorem 3.2. For all (g, h) ∈ H1
(
0, T ; H−1/2,−1

Γ, Ω

)
, and u0 ∈ L2(Ω), equation

(3.1) admits a unique weak solution in the sense of Definition 3.1. It satisfies

‖u‖L2(0,T ;L2(Ω)) + ‖p‖L2(0,T ;H−1(Ω))

≤ C
(
‖Pu0‖V0

n(Ω) + ‖(g, h)‖
H1
(

0,T ;H
−1/2,−1

Γ, Ω

)) . (3.4)

Proof. Let (g, h) be in H1
(
0, T ; H−1/2,−1

Γ, Ω

)
. Due to Corollary 8.4, the solution

(w(t), π(t)) to equation (3.2) is unique and it satisfies

‖w‖H1(0,T ;L2(Ω)) + ‖π‖H1(0,T ;H−1(Ω)) ≤ C‖(g, h)‖
H1
(

0,T ;H
−1/2,−1

Γ, Ω

).
Thus, in equation (3.3), ∂w

∂t belongs to L2(0, T ; L2(Ω)), and P (u0 −w(0)) belongs
to V0

n(Ω). In that case it is well known that equation (3.3) admits a unique weak
solution which satisfies

‖y‖W (0,T ;V1
0(Ω),V−1(Ω)) + ‖q‖L2(0,T ;H0(Ω))

≤ C(‖P (u0 −w(0))‖V0
n(Ω) + ‖w′‖L2(0,T ;L2(Ω))).

The estimate for (u, p) can be deduced from the estimates obtained for (y, q) and
(w, π).

Now, let us define solutions by transposition.

Definition 3.3. Assume that (g, h) ∈ L2
(
0, T ; H−1/2,−1

Γ, Ω

)
, and u0 ∈ H−1(Ω). A

function u ∈ L2(Q) is a solution to equation (3.1), in the sense of transposition, if∫
Q

u · f +
∫ T

0

〈
ψ(t), h(t)

〉
H1(Ω),(H1(Ω))′

dt

+
∫ T

0

〈
ν
∂Φ
∂n

(t)− ψ(t)n,g(t)
〉

H1/2(Γ),H−1/2(Γ)
dt

=
〈
u0,Φ(0)

〉
H−1(Ω),H1

0(Ω)
,

(3.5)

for all f ∈ L2(Q), where (Φ, ψ) is the solution to equation

−∂Φ
∂t
− ν∆Φ +∇ψ = f , div Φ = 0 in Q,

Φ = 0 on Σ, Φ(T ) = 0 in Ω.
(3.6)

Remark 3.4. Notice that the pair (Φ, ψ), solution to equation (3.6) is chosen
so that ψ belongs to L2(0, T ;H1(Ω)), in particular

∫
Ω
ψ(t) = 0. Since (g, h) ∈

L2
(
0, T ; H−1/2,−1

Γ, Ω

)
, in formula (3.5) we can replace ψ by ψ + C for any C ∈ R,

because∫ T

0

〈
C, h(t)

〉
H1(Ω),(H1(Ω))′

dt−
∫ T

0

〈
Cn,g(t)

〉
H1/2(Γ),H−1/2(Γ)

dt = 0.

Thus formula (3.5) is satisfied for all solutions (Φ, ψ) to equation (3.6) (Φ is unique
but not ψ. The adjoint pressure ψ is unique up to an additive constant). In
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particular we can replace ψ ∈ L2(0, T ;H1(Ω)) by ψ+ k(Φ, ψ), where k(Φ, ψ) is the
constant defined in (2.1). Observe that(

ν
∂Φ
∂n
− ψn− k(Φ, ψ)n, ψ + k(Φ, ψ)

)
belongs to L2

(
0, T ; H1/2,1

Γ, Ω

)
.

Theorem 3.5. For all (g, h) ∈ L2
(
0, T ; H−1/2,−1

Γ, Ω

)
, and u0 ∈ H−1(Ω), equation

(3.1) admits a unique solution in the sense of Definition 3.3. It satisfies

‖u‖L2(Q) ≤ C
(
‖u0‖H−1(Ω) + ‖(g, h)‖

L2
(

0,T ;H
−1/2,−1

Γ, Ω

)) . (3.7)

Moreover, there exists a distribution p ∈ D′(Q), such that

∂u
∂t
− ν∆u +∇p = 0 in D′(Q), (3.8)

and u obeys
div u = h in L2(0, T ;H−1(Ω)).

Proof. To prove the uniqueness, we assume that u0 = 0, g = 0 and h = 0. In that
case, if u is a solution to equation (3.1) in the sense of Definition 3.3, by setting
f = u in (3.5), we deduce that u = 0. Thus the uniqueness is established.

Let us denote by Λ the mapping

Λ : f 7−→
(
Φ(0),−ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ − k(Φ, ψ)

)
,

where (Φ, ψ) is the solution to equation (3.6). We can easily see that Λ is a bounded
operator from L2(Q) into H1

0(Ω)×L2
(
0, T ; H1/2,1

Γ, Ω

)
. Thus Λ∗ is a bounded operator

from H−1(Ω) × L2
(
0, T ; H−1/2,−1

Γ, Ω

)
into L2(Q). If we set u = Λ∗(g, h), we can

verify that u ∈ L2(Q) obeys (3.5). Thus we have proved the existence of a function
u ∈ L2(Q) which satisfies (3.5).

Let ψ be in L2(0, T ;H1(Ω)). In that case (Φ, ψ), with Φ = 0, is the solution to
equation (3.6) corresponding to f = ∇ψ. By choosing f = ∇ψ in (3.5), we prove
that ∫

Q

u · ∇ψ +
〈
ψ, h

〉
L2(0,T ;H1(Ω)),L2(0,T ;(H1(Ω))′)

=
〈
γ0ψ n,g

〉
L2(0,T ;H1/2(Γ)),L2(0,T ;H−1/2(Γ))

,

for all ψ ∈ L2(0, T ;H1(Ω)).
Choosing ψ in L2(0, T ;H1

0 (Ω)), we obtain div u = h in L2(0, T ;H−1(Ω)).
Let Φ be in (D(Q))N such that div Φ = 0. The pair (Φ, ψ), with ψ = 0, is the

solution to equation (3.6) corresponding to f = −∂tΦ− ν∆Φ. With this choice for
f in (3.5), we prove that〈

∂tu− ν∆u,Φ
〉

(D′(Q))N ,(D(Q))N
=
∫
Q

u(−∂tΦ− ν∆Φ) = 0,

for all Φ ∈ (D(Q))N such that div Φ = 0. From de Rham Theorem, it follows that
there exists a distribution p such that (3.8) is satisfied.

Theorem 3.6. For all (g, h) ∈ H1
(
0, T ; H−1/2,0

Γ, Ω

)
, and u0 ∈ L2(Ω), u is a solution

to equation (3.1) in the sense of Definition 3.1 if, and only if, it is a solution in the
sense of Definition 3.3.
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Proof. We first establish the theorem in the case when (g, h) ∈ C1
(
[0, T ]; H3/2,1

Γ, Ω

)
and P (u0−L(g(0), h(0))) ∈ V1

0(Ω). In that case, the solution (u, p) = (w, π)+(y, q)
to equation (3.1) in the sense of Definition 3.1 is such that w ∈ C1([0, T ]; H2(Ω)),
π ∈ C1([0, T ];H1(Ω)), y ∈ V2,1(Q), and q ∈ L2(0, T ;H1(Ω)). Therefore, we can
easily verify that u is a solution to equation (3.1) in the sense of Definition 3.3.
Since the solution to equation (3.1) in the sense of Definition 3.3 is unique, the
theorem is proved in that case.

Now assume that (g, h) ∈ H1
(
0, T ; H−1/2,0

Γ, Ω

)
, and u0 ∈ L2(Ω). Consider a

sequence {(gk, hk)} ⊂ C1
(
[0, T ]; H3/2,1

Γ, Ω

)
converging to (g, h) in H1

(
0, T ; H−1/2,0

Γ, Ω

)
,

and a sequence {u0,k} ⊂ H1(Ω) converging to u0 in L2(Ω) and such that {Pu0,k −
L(gk(0), hk(0))} ⊂ V1

0(Ω) converges to P (u0 − L(g(0), h(0))) in V0
n(Ω). Let uk

be the solution to equation (3.1) corresponding to (gk, hk) and u0,k. According to
step 1, the solutions in the sense of Definitions 3.1 and 3.3 coincide. From (3.4),
it follows that {uk} converges in L2(Q) to the solution u to equation (3.1) in the
sense of Definition 3.1, and from (3.7), it follows that {uk} converges in L2(Q) to the
solution of equation (3.1) in the sense of Definition 3.3. The proof is complete.

Definition 3.7. Assume that (g, h) ∈ L2
(
0, T ; H−1/2,0

Γ, Ω

)
and u0 ∈ H−1(Ω). A

function u ∈ L2(Q) is a very weak solution to equation (3.1), if∫
Q

u · (−∂tΦ− ν∆Φ)

=
〈
u0,Φ(0)

〉
H−1(Ω),H1

0(Ω)
−
∫ T

0

〈
ν
∂Φ
∂n

(t),g(t)
〉

H1/2(Γ),H−1/2(Γ)
dt

(3.9)

for all Φ ∈ L2(0, T ; V2(Ω) ∩V1
0(Ω)) ∩H1(0, T ; V0

n(Ω)) such that Φ(T ) = 0, and if
in addition

div u(t) = h(t), γnu(t) = γng(t) for a.e. t ∈ (0, T ).

Remark 3.8. In [7], weak solutions to equation (3.1) are defined as in Definition 3.7
with test functions Φ ∈ C1

0 ([0, T );C2
0,σ(Ω)), C2

0,σ(Ω) denotes the space of divergence
free functions, belonging to C2(Ω), and whose trace on Γ is equal to zero. Thus
Definition 3.7 is equivalent to the definition in [7] when Ω is regular enough.

Theorem 3.9. For all (g, h) ∈ L2
(
0, T ; H−1/2,0

Γ, Ω

)
, and u0 ∈ H−1(Ω), u is a solu-

tion to equation (3.1) in the sense of Definition 3.7 if, and only if, it is a solution
in the sense of Definition 3.3. Moreover, it satisfies

‖u‖L2(Q) ≤ C
(
‖u0‖H−1(Ω) + ‖(g, h)‖

L2
(

0,T ;H
−1/2,0

Γ, Ω

)) .
Proof. Let us assume that u ∈ L2(Q) is a very weak solution to equation (3.1) in
the sense of Definition 3.7. Let f belong to (D(Q))N , and let (Φ, ψ) be the solution
to equation (3.6) corresponding to f . From Definition 3.7, it follows that〈

u0,Φ(0)
〉
H−1(Ω),H1

0(Ω)
−
∫ T

0

〈
ν
∂Φ
∂n

(t),g(t)
〉

H1/2(Γ),H−1/2(Γ)
dt

=
∫
Q

u · (−∂tΦ− ν∆Φ) =
∫
Q

u · (f −∇ψ)

=
∫
Q

u · f +
∫ T

0

〈
ψ(t), h(t)

〉
H1(Ω),(H1(Ω))′

dt−
∫ T

0

〈
ψ(t)n,g(t)

〉
H1/2(Γ),H−1/2(Γ)

dt.
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Thus equation (3.5) is satisfied for all f ∈ (D(Q))N . By a density argument it
follows that u is a solution to equation (3.1) in the sense of Definition 3.3.

Conversely, assume that u is a solution to equation (3.1) in the sense of Definition
3.3. With Theorem 3.5, we already know that div u = h in L2(0, T ;H−1(Ω)). Since
h ∈ L2(Q), γnu is well defined in L2(0, T ; H−1/2(Γ)), and we have∫

Q

u · ∇ψ = −
∫
Q

hψ +
〈
γnu, γ0ψ n

〉
L2(0,T ;H−1/2(Γ)),L2(0,T ;H1/2(Γ))

,

for all ψ ∈ L2(0, T ;H1(Ω)). Since we have∫
Q

u · ∇ψ +
〈
ψ, h

〉
L2(0,T ;H1(Ω)),L2(0,T ;(H1(Ω))′)

=
〈
γ0ψ n,g

〉
L2(0,T ;H1/2(Γ)),L2(0,T ;H−1/2(Γ))

,

for all ψ ∈ L2(0, T ;H1(Ω)), we deduce that γnu = γng.
Let Φ belong to C1

0 ([0, T );C2
0,σ(Ω)), and set f = −∂Φ

∂t − ν∆Φ and ψ = 0. From
(3.5), it follows that∫

Q

u · (−∂Φ
∂t
− ν∆Φ) +

∫
Q

ψ h+
∫ T

0

〈
ν
∂Φ
∂n

(t)− ψ(t)n,g(t)
〉

H1/2(Γ),H−1/2(Γ)
dt

=
〈
u0,Φ(0)

〉
H−1(Ω),H1

0(Ω)
.

Thus u ∈ L2(Q) is a very weak solution to equation (3.1) in the sense of Definition
3.7.

Remark 3.10. We notice that Definitions 3.3 and 3.7 are equivalent in the case
when (g, h) ∈ L2

(
0, T ; H−1/2,0

Γ, Ω

)
, but that Definition 3.7 cannot be used if (g, h) ∈

L2
(
0, T ; H−1/2,−1

Γ, Ω

)
. Indeed in that case γnu cannot be defined.

4. A new definition of weak solution. In this section, we are going to give a
new definition of weak solution to equation (3.1). Thanks to this new definition,
we are able to obtain new regularity results for Pu and (I − P )u, where u is the
solution to equation (3.1).

We first consider the case of regular data. Assume that (g, h) ∈ C1
(
[0, T ]; H3/2,1

Γ,Ω

)
and u0 ∈ L2(Ω). Let us set w(t) = L(g(t), h(t)) and π(t)) = Lp(g(t), h(t)). It is
clear that (w, π) ∈ C1([0, T ]; H2(Ω) × H1(Ω)). Let (y, q) be the weak solution in
W (0, T ; V1

0(Ω),V−1(Ω))×L2(0, T ;H0(Ω)) to the equation (3.3). We set u = w+y.
We have already seen that u = w + y is a solution to equation (3.1) in the sense of
Definition 3.1.

Equation (3.3) can be rewritten in the form

y′ = Ay − Pw′, y(0) = P (u0 −w(0)),

and y is defined by

y(t) = etAP (u0 −w(0))−
∫ t

0

e(t−s)APw′(s) ds,

where A = νP∆, with domain V2(Ω) ∩ V1
0(Ω), is the Stokes operator in V0

n(Ω).
Integrating by parts we obtain

y(t) = etAP (u0 −w(0)) +
∫ t

0

(−A)e(t−s)APw(s) ds− Pw(t) + etAPw(0).
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Thus we have

Pu(t) = y(t) + Pw(t) = etAPu0 +
∫ t

0

(−A)e(t−s)APL(g(s), h(s)) ds.

With the extrapolation method, we can extend the operator A to an unbounded
operator Ã of domain D(Ã) = V0

n(Ω) in (D(A∗))′ = (D(A))′, in order that
(Ã,D(Ã)) is the infinitesimal generator of a strongly continuous semigroup (etÃ)t≥0

on (D(A∗))′, satisfying etAu0 = etÃu0 for all u0 ∈ V0
n(Ω). This means that Pu is

solution to the equation

Pu′ = ÃPu + (−Ã)PL(g, h), Pu(0) = Pu0.

The equation satisfied by (I − P )u is nothing else than

(I − P )u(t) = (I − P )w(t) = (I − P )L(g(t), h(t)).

The operator PL is continuous and linear from H−1/2,−1
Γ, Ω to V0

n(Ω). Thus (−Ã)PL

is continuous and linear from H−1/2,−1
Γ, Ω to (D(−A∗))′. Consequently (−Ã)PL(g, h)

belongs to L2(0, T ; (D(−A∗)′) if (g, h) belongs to L2
(
0, T ; H−1/2,−1

Γ, Ω

)
.

We can now state a new definition of weak solution.

Definition 4.1. A function u ∈ L2(0, T ; L2(Ω)) is a weak solution to equation (3.1)
if

Pu is a weak solution of the following evolution equation
Pu′ = ÃPu + (−Ã)PL(g, h), Pu(0) = Pu0, (4.1)
and if (I − P )u is defined by
(I − P )u(·) = (I − P )L(g, h)(·) in L2(0, T ; L2(Ω)). (4.2)

By definition (see [4]), a function Pu ∈ L2(0, T ; V0
n(Ω)) is weak solution to

equation (4.1) if and only if, for all Φ ∈ D(A∗), the mapping t 7→
∫

Ω
Pu(t)Φ

belongs to H1(0, T ) and satisfies

d

dt

∫
Ω

Pu(t)Φ =
∫

Ω

Pu(t)A∗Φ +
〈
(−Ã)PL(g(t), h(t)),Φ

〉
(D(A∗))′,D(A∗)

and
∫

Ω

Pu(t)Φ
∣∣∣
t=0

=
∫

Ω

Pu0Φ.

Observe that A∗ = A and that〈
(−Ã)PL(g(t), h(t)),Φ

〉
(D(A∗))′,D(A∗)

=
〈
(g(t), h(t)), L∗(−A∗)Φ

〉
H
−1/2,−1

Γ, Ω ,H
1/2,1

Γ, Ω
.

Due to Lemma 8.5, we have〈
(g(t), h(t)), L∗(−A∗)Φ

〉
H
−1/2,−1

Γ, Ω ,H
1/2,1

Γ, Ω

=
〈

(g, h),
(
− ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ(t)− k(Φ, ψ)

)〉
H
−1/2,−1

Γ, Ω ,H
1/2,1

Γ, Ω

=
〈
g(t),−ν ∂Φ(t)

∂n
+ ψ(t)n

〉
H−1/2(Γ),H1/2(Γ)

−
〈
h(t), ψ(t)

〉
(H1(Ω))′,H1(Ω)

,

where ψ ∈ H1(Ω) is determined by

∇ψ = ν(I − P )∆Φ . (4.3)
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Thus the variational equation satisfied by Pu is nothing else than

d

dt

∫
Ω

Pu(t)Φ =
∫

Ω

Pu(t)AΦ +
〈
g(t),−ν ∂Φ

∂n
+ ψ(t)n

〉
H−1/2(Γ),H1/2(Γ)

−
〈
h(t), ψ

〉
(H1(Ω))′,H1(Ω)

,

(4.4)

for all Φ ∈ D(A∗), with ψ defined by (4.3).

Remark 4.2. From the calculations of the beginning of the section, it follows
that, if (g, h) ∈ C1

(
[0, T ]; H3/2,1

Γ, Ω

)
and u0 ∈ L2(Ω), then the solution u ∈ L2(Q)

to equation (3.1) in the sense of Definition 3.1 is also a solution in the sense of
Definition 4.1.

Remark 4.3. Notice that in Definition 4.1, we do not require that u(0) = u0, we
only impose the initial condition Pu(0) = Pu0. Indeed if (g, h) ∈ L2(0, T ; H1/2,0

Γ, Ω),
then (I − P )u = (I − P )L(g, h) belongs to L2(0, T ; H1(Ω)), (I − P )u(0) is not
defined, and therefore the initial condition of (I − P )u cannot be defined. On
the other hand if (g, h) ∈ Hs(0, T ;L2(0, T ; H1/2,0

Γ, Ω) with s > 1/2, then (I − P )u =
(I−P )L(g, h) belongs to Hs(0, T ; H1(Ω)), and (I−P )u(0) is well defined in H1(Ω).
If (I − P )L(g(0), h(0)) = (I − P )u0, then the solution defined in Definition 4.1
satisfies u(0) = u0. Otherwise we only have Pu(0) = Pu0.

Theorem 4.4. For all Pu0 ∈ V−1(Ω), all (g, h) ∈ L2(0, T ; H−1/2,−1
Γ, Ω ), equation

(3.1), admits a unique weak solution in L2(0, T ; L2(Ω)) in the sense of Definition
4.1. This solution obeys

‖Pu‖L2(0,T ;V0
n(Ω)) + ‖Pu‖H1(0,T ;(V2(Ω)∩V1

0(Ω))′) + ‖(I − P )u‖L2(0,T ;L2(Ω))

≤ C(‖Pu0‖V−1(Ω) + ‖h‖L2(0,T ;(H1(Ω))′) + ‖g‖L2(0,T ;H−1/2(Ω))).

Proof. Step 1. The system

Pu′ = ÃPu, Pu(0) = 0, and (I − P )u = 0,

admits u = 0 as unique solution. Thus uniqueness of solution to equation (3.1) is
obvious. Let us prove the existence. Let us first asume that g ∈ C1([0, T ]; H3/2(Ω)),
h ∈ C1([0, T ];H1(Ω)) and u0 ∈ L2(Ω). We have already seen that, if (w(t), π(t)) is
the solution to (3.2), and if (y, q) is the solution to (3.3), then the solution u = w+y
to equation (3.1) in the sense of Definition 3.1 is also a solution to equation (3.1)
in the sense of Definition 4.1.

Now suppose that (g, h) ∈ L2
(
0, T ; H−1/2,−1

Γ, Ω

)
and u0 ∈ H−1(Ω). Let (gk, hk)k

be a sequence in C1
(
[0, T ]; H3/2,1

Γ, Ω

)
converging to (g, h) in L2

(
0, T ; H−1/2,−1

Γ, Ω

)
, and

let (u0,k)k be a sequence in L2(Ω) converging to u0 in H−1(Ω). Let (wk(t), πk(t))
be the solution to equation (3.2) corresponding to (gk(t), hk(t)), let (yk, qk) be the
weak solution to equation (3.3) corresponding to wk and u0,k, and set uk = wk+yk.
We have already seen that (uk)k converges in L2(0, T ; L2(Ω)) to the solution u to
equation (3.1). Moreover, passing to the limit when k tends to infinity in the
equality (I − P )uk = (I − P )L(gk, hk), we obtain (I − P )u = (I − P )L(g, h).
Knowing that (Puk)k converges to Pu in L2(0, T ; V0

n(Ω)), and passing to the limit
in the variational formulation

d

dt

∫
Ω

Puk(t)Φ =
∫

Ω

Puk AΦ−
∫

Γ

(
ν
∂Φ
∂n
− ψn

)
· gk(t)−

∫
Ω

hkψ ,



STOKES AND NAVIER-STOKES EQUATIONS 11

we can show that Pu is the solution of Pu′ = ÃPu + (−Ã)PL(g, h), Pu = Pu0.
Thus u is the solution of equation (3.1) in the sense of Definition 4.1.
Step 2. Observe that if Φ belongs to V2(Ω) ∩V1

0(Ω), then the associated pressure
ψ, determined by ∇ψ = ν(I − P )∆Φ, belongs to H1(Ω), and the mapping Φ 7→ ψ
is continuous and linear from V2(Ω) ∩V1

0(Ω) into H1(Ω). Therefore, in equation
(4.4), the mapping

Φ 7−→ −
∫

Γ

(
ν
∂Φ
∂n
− ψn

)
· g(t)−

∫
Ω

h(t)ψ,

is continuous and linear from (D(A∗), ‖ · ‖V2(Ω)) into L2(0, T ). Thus it can be
identified with an element in L2(0, T ; (V2(Ω)∩V1

0(Ω))′). If we denote this element
by f , we have

‖f‖L2(0,T ;(V2(Ω)∩V1
0(Ω))′) ≤ C(‖g‖L2(0,T ;H−1/2(Γ)) + ‖h‖L2(0,T ;(H1(Ω))′).

In other words, Pu is the solution to equation

Pu′ = APu + f , Pu(0) = u0,

and we have

‖Pu‖L2(0,T ;V0
n(Ω)) + ‖Pu‖H1(0,T ;(V2(Ω)∩V1

0(Ω))′)

≤ C(‖Pu0‖V0
n(Ω) + ‖f‖L2(0,T ;(V2(Ω)∩V1

0(Ω))′)).

The proof is complete.

Theorem 4.5. (i) If (g, h) ∈ L2
(
0, T ; H0,−1/2

Γ,Ω

)
and if Pu0 ∈ [V0

n(Ω),V−1(Ω)]1/2,
the solution u to equation (3.1) obeys the estimate:

‖Pu‖L2(0,T ;V1/2−ε(Ω)) + ‖Pu‖H1/4−ε/2(0,T ;V0
n(Ω)) + ‖(I − P )u‖L2(0,T ;H1/2(Ω))

≤ C(‖Pu0‖[V0
n(Ω),V−1(Ω)]1/2 + ‖g‖L2(0,T ;L2(Γ)) + ‖h‖L2(0,T ;(H1/2(Ω))′)) ∀ε > 0.

(ii) If (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
with 0 ≤ s ≤ 2, and Ω is of

class C3 when 3/2 < s ≤ 2, then

‖(I − P )u‖L2(0,T ;Hs+1/2(Ω)) + ‖(I − P )u‖Hs/2(0,T ;H1/2(Ω))

≤ C(‖g‖Hs,s/2(Σ) + ‖h‖L2(0,T ;Hs−1/2(Ω)) + ‖h‖Hs/2(0,T ;(H1/2(Ω))′)).

(iii) If Ω is of class C3, (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
, Pu0 ∈

V0∨(s−1/2)
n (Ω), with 0 ∨ (s− 1/2) = max(0, s− 1/2) and s ∈ [0, 1[∪]1, 2], and if u0

and (g(0), h(0)) satisfy the compatibility condition

γ0

[
P
(
u0 − L(g(0), h(0))

)]
= 0, (4.5)

when s ∈]1, 2], then

‖Pu‖Hs+1/2−ε,s/2+1/4−ε/2(Q) ≤ C(‖Pu0‖V0∨(s−1/2)
n (Ω)

+ ‖g‖Hs,s/2(Σ)

+‖h‖L2(0,T ;Hs−1/2(Ω)) + ‖h‖Hs/2(0,T ;(H1/2(Ω))′)) ∀ε > 0.
(4.6)

Proof. The proof is very similar to the one in [19, Theorem 2.3]. Throughout the
proof, Dg has to be replaced by L(g, h). The other modifications are obvious.
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5. Other regularity results. We would like to give an equivalent formulation to
equation (4.1) which allows us to use regularity results from [15].

Proposition 5.1. Assume that Ω is of class C3, (g, h) ∈ L2
(
0, T ; H2,3/2

Γ,Ω

)
∩H1

(
0, T ; H0,−1/2

Γ,Ω

)
, Pu0 ∈ V1

n(Ω), and P (u0 − L(g(0), h(0))) ∈ V1
0(Ω). A func-

tion Pu ∈ V2,1(Q) is a weak solution to equation (4.1) if and only if the following
conditions are satisfied:

(i) Pu(0) = Pu0. There exists a function π ∈ L2(0, T ;H1(Ω)) such that

∂Pu
∂t
− ν∆Pu +∇π = 0, (5.1)

in the sense of distributions in Q.
(ii) Pu satisfies the following boundary condition:

Pu|Σ = γτ (g)− γτ (∇q), (5.2)

where q ∈ L2(0, T ;H2(Ω)) is the solution to the boundary value problem

∆q(t) = 0 in Ω,
∂q(t)
∂n

= g · n− ∂ρ(t)
∂n

on Γ, for all t ∈ [0, T ], (5.3)

and ρ ∈ L2(0, T ;H2(Ω)) is the solution to

∆ρ(t) = h(t) in Ω, ρ(t) = 0 on Γ, for all t ∈ [0, T ]. (5.4)

Proof. First prove (5.1). Let Pu be the solution of (4.1) and (I−P )u be defined by
(4.2). We know that u = Pu + (I − P )u is the solution of (3.1). Due to Theorem
4.5, we know that Pu ∈ V5/2−ε,5/4−ε/2(Q) for all ε > 0, and that (I − P )u ∈
L2(0, T ; H5/2(Ω)) ∩ H1(0, T ; H1/2(Ω)). Thus the pressure p in (3.1) belongs to
L2(0, T ;H1(Ω)), and we have

∂Pu
∂t
− ν∆Pu +∇p = ν∆(I − P )u− ∂(I − P )u

∂t
.

From the characterization of (I − P ) (see [24]), it follows that (I − P )u = (I −
P )L(g, h) = ∇q + ∇ρ, where q is the solution of (5.3) and ρ is the solution of
(5.4). Since (g, h) ∈ L2

(
0, T ; H2,3/2

Γ,Ω

)
∩ H1

(
0, T ; H0,−1/2

Γ,Ω

)
, the functions ρ and q

belong to L2(0, T ;H3(Ω)) ∩ H1(0, T ;H3/2(Ω)) (we only assume that Ω is of class
C3, thus we cannot hope to have ρ in L2(0, T ;H7/2(Ω))). Since ∆∇q + ∆∇ρ =
∇∆q + ∇∆ρ in the sense of distributions in Q, equation (5.1) is established with
π = p−∆q −∆ρ+ ∂q

∂t + ∂ρ
∂t = p− h+ ∂q

∂t + ∂ρ
∂t .

To prove (5.2), we observe that

Pu|Σ = u|Σ − (I − P )u|Σ = g − (I − P )L(g, h)|Σ,

and that (I−P )L(g, h) = ∇q+∇ρ. Therefore (5.2) is proved because g−γ0(∇q(t)+
∇ρ(t)) = γτ (g) − γτ (∇q(t) + ∇ρ(t)) = γτ (g) − γτ (∇q(t)). Indeed γτ (∇ρ(t)) =
∇τ (γ0ρ(t)) = 0.

Now we assume that Pu ∈ V2,1(Q) obeys the statements (i) and (ii) of the
proposition. For all Φ ∈ V2(Ω) ∩V1

0(Ω), we have

d

dt

∫
Ω

Pu(t)Φ =
∫

Ω

ν∆Pu(t)Φ =
∫

Ω

u(t)AΦ +
∫

Γ

γτ (∇q(t) +∇ρ(t)− g(t)) · ν ∂Φ
∂n

.
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Introducing the function ψ ∈ H1(Ω)/R defined by ∇ψ = ν(I − P )∆Φ, we obtain∫
Γ

γτ (∇q(t) +∇ρ(t)) · ν ∂Φ
∂n

=
∫

Ω

ν∆Φ ·
(
∇q(t) +∇ρ(t)

)
−
∫

Ω

νΦ · ∇h(t)

=
∫

Ω

(
(I − P )ν∆Φ

)
·
(
∇q(t) +∇ρ(t)

)
=
∫

Ω

∇ψ ·
(
∇q(t) +∇ρ(t)

)
= −

∫
Ω

ψ h(t) +
∫

Γ

g · nψ.

The first equality comes from the fact that ν ∂Φ
∂n · n = 0 when Φ ∈ V2(Ω) ∩V1

0(Ω).
Thus, if Pu obeys conditions (i) and (ii) in the proposition, then Pu is the weak
solution to equation (4.1) (see (4.4)).

Proposition 5.2. Assume that (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
and Pu0 ∈ Vs−1/2

n (Ω) for some s > 1. Let q be the solution of (5.3). The compat-
ibility condition

γτ (g(0))− γτ∇q(0) = γ0Pu0, (5.5)

is equivalent to (4.5).

Proof. We have

γ0PL(g(0), h(0)) = γ0L(g(0), h(0))− γ0

(
(I − P )L(g(0), h(0))

)
= γ0(g(0))− γ0

(
∇q(0) +∇ρ(0)

)
= γτ (g(0))− γτ∇q(0),

which proves that (4.5) and (5.5) are equivalent.

Proposition 5.3. Assume that (g, h) belongs to Hs,s−1/2
Γ,Ω with 0 ≤ s ≤ 3 and that

Ω is of class C3 if 0 ≤ s ≤ 3/2,
Ω is of class C4 if 3/2 < s ≤ 5/2,
and Ω is of class C5 if 5/2 < s ≤ 3.

(5.6)

There exists a constant C > 0 such that

‖γτ (∇q)‖Vs(Γ) ≤ C‖(g, h)‖
H
s,s−1/2
Γ,Ω

for all s ∈]0, 3], and all (g, h) ∈ Hs,s−1/2
Γ,Ω ,

where q is the solution of equation (5.3), and

‖∇τ (γ0q)‖V0(Γ) ≤ C‖(g, h)‖
H

0,−1/2
Γ,Ω

for all (g, h) ∈ H0,−1/2
Γ,Ω ,

where ∇τ denotes the tangential gradient operator.

Proof. If (g, h) ∈ Hs,s−1/2
Γ,Ω and s ∈]0, 3], we know that q ∈ Hs+3/2(Ω), ∇q ∈

Hs+1/2(Ω), and γ0(∇q) ∈ Hs(Γ), which provides the estimate of the proposition
in the case when s > 0. For s = 0, we have γ0q ∈ H1(Γ), and ∇τ (γ0q) ∈ V0(Γ).
Indeed, from [5, Lemma A.3] it follows that ∂ρ

∂n belongs to L2(Γ). Thus γ0q belongs
to H1(Γ). The proof is complete.

Remark 5.4. Since we use regularity results for the auxiliary problem (5.3), we
need that Ω satisfies (5.6) (see [25, Exercise 3.11]). From Proposition 5.1 and a
density argument it follows that the system (5.1)–(5.2) is equivalent to

Pu′ = ÃPu + (−Ã)D(γτg − γτ (∇q)), Pu(0) = Pu0,
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if (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
and s > 0, and to

Pu′ = ÃPu + (−Ã)D(γτg −∇τ (γ0q)), Pu(0) = Pu0,

if (g, h) ∈ L2
(
0, T ; H0,−1/2

Γ,Ω

)
. In theses equations, Ã is the extension ofA to (D(A∗))′

(see section 4).

Theorem 5.5. Assume that (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
,

Pu0 ∈ Vs−1/2
n (Ω), with 3/2 ≤ s < 3, and Ω satisfies (5.6). If u0 and (g(0), h(0))

satisfy the compatibility condition (5.5), then the solution Pu to equation (4.1)
satisfies the estimate

‖Pu‖Vs+1/2,s/2+1/4(Q)

≤ C
(
‖Pu0‖Vs−1/2

n (Ω)
+ ‖(g, h)‖

L2
(

0,T ;H
s,s−1/2
Γ,Ω

)
∩Hs/2

(
0,T ;H

0,−1/2
Γ,Ω

)) . (5.7)

Proof. By a density argument, it is sufficient to prove estimate (5.7) when (g, h) ∈
L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
∩ L2

(
0, T ; H2,3/2

Γ,Ω

)
∩H1(0, T ; H0,−1/2

Γ,Ω ). In
this way we can use Proposition 5.1. With Proposition 5.3, we can show that

‖γτ (∇q)‖Vs,s/2(Σ) ≤ C‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ,Ω

)
∩Hs/2

(
0,T ;H

0,−1/2
Γ,Ω

),
for all s ∈]0, 3], and all (g, h) ∈ L2

(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
, where

q is the solution of equation (5.3). Thus, the theorem is a direct consequence
of the above estimate, of Proposition 5.1, and of known regularity results for the
instationary Stokes equations with nonhomogeneous boundary conditions [23].

Theorem 5.6. Assume that (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
, Ω

is of class C3 and Pu0 ∈ V0∨(s−1/2)
n (Ω), with s ∈ [0, 1[. Then the solution Pu to

equation (4.1) satisfies the estimate

‖Pu‖Vs+1/2,s/2+1/4(Q)

≤ C
(
‖Pu0‖V0∨(s−1/2)

n (Ω)
+ ‖(g, h)‖

L2
(

0,T ;H
s,s−1/2
Γ,Ω

)
∩Hs/2

(
0,T ;H

0,−1/2
Γ,Ω

)) . (5.8)

Proof. By a density argument, it is sufficient to prove estimate (5.8) in the case
when (g, h) ∈ L2

(
0, T ; H2,3/2

Γ,Ω

)
∩H1

(
0, T ; H0,−1/2

Γ,Ω

)
and (g(0), h(0)) and Pu0 satisfy

γ0(PL(g(0), h(0))− Pu0) = 0. With Proposition 5.3 we can show that

‖∇τ (γ0q)‖Vs,s/2(Σ) ≤ C‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ,Ω

)
∩Hs/2

(
0,T ;H

0,−1/2
Γ,Ω

) for all s ∈ [0, 1[,

where q is the solution of equation (5.3). (For s > 0, we have to observe that
γτ (∇q) = ∇τ (γ0q).) Thus estimate (5.8) follows from Proposition 5.1, and from
[15, Theorem 2.1] in the case where 0 ≤ s < 1.

Theorem 5.7. Assume that (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
,

Pu0 ∈ V0∨(s−1/2)
n (Ω), with s ∈ [0, 1[∩]1, 3[, and Ω satisfies (5.6). If u0, g(0)

and h(0) satisfy the compatibility condition (4.5) when 1 < s < 3, then

‖Pu‖Vs+1/2,s/2+1/4(Q)

≤ C
(
‖Pu0‖V0∨(s−1/2)

n (Ω)
+ ‖(g, h)‖

L2
(

0,T ;H
s,s−1/2
Γ,Ω

)
∩Hs/2

(
0,T ;H

0,−1/2
Γ,Ω

)). (5.9)
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Proof. Estimate (5.9) is already proved for s ∈ [0, 1[ and s ∈ [3/2, 3[. For s ∈]1, 3/2[,
it is obtained by interpolation between the regularity results stated in Theorems
5.5 and 5.6.

Remark 5.8. In Theorems 5.5 and 5.7, for s = 2, we have to assume that Ω is
of class C4 (because we make use of Proposition 5.1), while in Theorem 4.5.(iii)
we only assume that Ω is of class C3. Actually, combining the results stated in
Theorem 5.6 for s = 0 with arguments in the proof of Theorem 4.5, we can show
that (5.9) is still true when Ω is of class C3.

Corollary 5.9. Assume that Ω is of class C3. If (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ, Ω

)
∩

Hs
(
0, T ; H0,−1/2

Γ,Ω

)
and Pu0 ∈ Vs

n(Ω) with 1
2 < s < 1, and if Pu0 = PL(g(0), h(0)),

then Pu ∈ Vs+1/2,s/2+1/4(Q), (I−P )u ∈ L2(0, T ; Hs+1/2(Ω))∩Hs(0, T ; H1/2(Ω)),
u belongs to C([0, T ]; Hs(Ω)) and

‖u‖C([0,T ];Hs(Ω))

≤ C
(
‖Pu0‖Vs

n(Ω) + ‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

)) . (5.10)

Proof. From Theorem 5.6 it follows that

‖Pu‖Vs+1/2,s/2+1/4(Q)

≤ C
(
‖Pu0‖Vs−1/2

n (Ω)
+ ‖(g, h)‖

L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

)) .
It is clear that (I − P )u belongs to L2(0, T ; Hs+1/2(Ω)) ∩ Hs(0, T ; H1/2(Ω)) ↪→
C([0, T ]; Hs(Ω)) since s > 1/2. Moreover, we have

‖(I − P )u‖L2(0,T ;Hs+1/2(Ω))∩Hs(0,T ;H1/2(Ω))

≤ C‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

),
and

‖(I − Pu)‖C([0,T ];Hs(Ω)) ≤ C‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

) .
Let us show that Pu ∈ C([0, T ]; Hs(Ω)). If (g, h) ∈ L2

(
0, T ; H0,−1/2

Γ, Ω

)
, then

Pu ∈ V1/2,1/4(Q), and

‖Pu‖V1/2,1/4(Q) ≤ C
(
‖Pu0‖V0

n(Ω) + ‖(g, h)‖
L2
(

0,T ;H
0,−1/2
Γ, Ω

)) . (5.11)

If (g, h) ∈ L2
(
0, T ; H1,1/2

Γ, Ω

)
∩ H1

(
0, T ; H0,−1/2

Γ,Ω

)
and Pu0 = PL(g(0), h(0)), then

Pu(t) = PL(g(t), h(t))−
∫ t

0
e(t−s)APL(g′(s), h′(s))ds,

∫ t
0
e(t−s)APL(g′(s), h′(s))ds ∈

L2(0, T ; V2(Ω))∩H1(0, T ; V1/2−ε(Ω)) for all ε > 0, PL(g, h) ∈ Hθ(0, T ; V3/2−θ(Ω))
for all θ ∈ [0, 1]. Thus Pu ∈ Hθ(0, T ; V3/2−θ(Ω)) for all θ ∈ [0, 1[, and

‖Pu‖Hθ(0,T ;V3/2−θ(Ω)) ≤ C‖(g, h)‖
L2
(

0,T ;H
1,1/2
Γ, Ω

)
∩H1

(
0,T ;H

0,−1/2
Γ,Ω

) . (5.12)

By interpolation between (5.11) and (5.12), we obtain

‖Pu‖C([0,T ];Hs(Ω)) ≤ C
(
‖Pu0‖Vs

n(Ω) + ‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

)) .
The proof is complete. Let us notice that

‖Pu0‖Vs
n(Ω) = ‖PL(g(0), h(0))‖Vs

n(Ω) ≤ C‖(g, h)‖
L2
(

0,T ;H
s,s−1/2
Γ, Ω

)
∩Hs

(
0,T ;H

0,−1/2
Γ,Ω

) .
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6. Oseen equation.

6.1. Linearized Navier-Stokes equations around a stationary state. In this
section, we want to extend the results of sections 4 and 5 to the equation

∂u
∂t
− ν∆u + (z · ∇)u + (u · ∇)z +∇p = 0, div u = h in Q,

u = g on Σ, u(0) = u0 in Ω,
(6.1)

where z belongs to V1(Ω), and (g, h) belongs to L2(0, T ; H0,−1/2
Γ, Ω ).

To study equation (6.1) we introduce the unbounded operators Az and A∗z in
V0
n(Ω) defined by

D(Az) =
{

u ∈ V1
0(Ω) | νP∆u− P ((z · ∇)u)− P ((u · ∇)z) ∈ V0

n(Ω)
}
,

D(A∗z) =
{

u ∈ V1
0(Ω) | νP∆u + P ((z · ∇)u)− P ((∇z)Tu) ∈ V0

n(Ω)
}
,

Azu = νP∆u− P ((z · ∇)u)− P ((u · ∇)z)

and A∗zu = νP∆u + P ((z · ∇)u)− P ((∇z)Tu) .

Throughout this section we assume that λ0 > 0 is such that∫
Ω

(
λ0|u|2 + ν|∇u|2 + ((z · ∇)u) · u + ((u · ∇)z) · u

)
dx

≥ ν

2

∫
Ω

(|u|2 + |∇u|2) dx

and∫
Ω

(
λ0|u|2 + ν|∇u|2 − ((z · ∇)u) · u + ((∇z)Tu) · u

)
dx

≥ ν

2

∫
Ω

(|u|2 + |∇u|2) dx

(6.2)

for all u ∈ V1
0(Ω).

Lemma 6.1. The operator (Az−λ0I) (respectively (A∗z−λ0I)) with domain D(Az−
λ0I) = D(Az) (respectively D(A∗z − λ0I) = D(A∗z)) is the infinitesimal generator of
a bounded analytic semigroup on V0

n(Ω). Moreover, for all 0 ≤ α ≤ 1, we have

D((λ0I −Az)α) = D((λ0I −A∗z)α) = D((λ0I −A)α) = D((−A)α) .

Proof. See [19, proof of Lemma 4.1]. In particular, we show that u ∈ L2(0, T ; V0(Ω))
is a weak solution to equation (6.1) if and only if

Pu is a weak solution of the evolution equation
Pu′ = ÃPu + (−Ã)PL(g, h) + P (div (z⊗ u)) + P (div (u⊗ z)), (6.3)
Pu(0) = Pu0,

and (I − P )u(·) = (I − P )L(g(·), h(·)) in L2(0, T ; L2(Ω)), (6.4)

where Ã is the extension of A to (D(A∗))′, see section 4.

Let us denote by Ãz the extension of Az to (D(A∗z))′ = (D(A∗))′. Following what
is done for the Stokes equations, we introduce the lifting operators associated with
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λ0I − Az. For all (g, h) ∈ H0,−1/2
Γ, Ω , we denote by Lz(g, h) = w, and Lp,z(g, h) = π

the solution to the equation

λ0w−ν∆w+(z ·∇)w+(w ·∇)z+∇π = 0 and div w = h in Ω, w = g on Γ .

Following what has been done for the Stokes equations, when (g, h) ∈ C1([0, T ];
H3/2,1

Γ,Ω), we look for the solution (u, p) of equation (6.1) in the form (u, p) =
(w, π) + (y, q), where (w(t), π(t)) = (Lz(g(t), h(t)), Lp,z(g(t), h(t))), and (y, q) is
the solution of

∂y
∂t
− ν∆y + (z · ∇)y + (y · ∇)z +∇q = −∂w

∂t
+ λ0w, div y = 0 in Q,

y = 0 on Σ, y(0) = P (u0 −w(0)) in Ω.

We have

y(t) = etAzP (u0 −w(0))−
∫ t

0

e(t−s)AzPw′(s)ds+ λ0

∫ t

0

e(t−s)AzPw(s)ds

= etAzPu0 + (λ0I −Az)
∫ t

0

e(t−s)AzPw(s)ds− Pw(t).

Thus Pu is defined by

Pu(t) = etAzPu0 +
∫ t

0

(λ0I −Az)e(t−s)AzPw(s)ds.

This leads to the following definition.

Definition 6.2. A function u ∈ L2(0, T ; V0(Ω)) is a weak solution to equation
(6.1) if

Pu is a weak solution of evolution equation
Pu′ = ÃzPu + (λ0I − Ãz)PLz(g, h), Pu(0) = Pu0, (6.5)
and
(I − P )u(·) = (I − P )Lz(g, h)(·) in L2(0, T ; L2(Ω)).

As in section 2, we can establish the following theorem.

Theorem 6.3. (i) For all Pu0 ∈ V−1(Ω), all (g, h) ∈ L2(0, T ; H−1/2,−1
Γ, Ω ), equation

(6.1), admits a unique weak solution in L2(0, T ; L2(Ω)) in the sense of Definition
6.2. This solution obeys

‖Pu‖L2(0,T ;V0
n(Ω)) + ‖Pu‖H1(0,T ;(V2(Ω)∩V1

0(Ω))′) + ‖(I − P )u‖L2(0,T ;L2(Ω))

≤ C(‖Pu0‖V−1(Ω) + ‖h‖L2(0,T ;(H1(Ω))′) + ‖g‖L2(0,T ;H−1/2(Ω))).

(ii) If (g, h) ∈ L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩Hs/2

(
0, T ; H0,−1/2

Γ,Ω

)
with 0 ≤ s ≤ 2, and Ω is of

class C3 when 3/2 < s ≤ 2, then

‖(I − P )u‖L2(0,T ;Hs+1/2(Ω)) + ‖(I − P )u‖Hs/2(0,T ;H1/2(Ω))

≤ C(‖g‖Hs,s/2(Σ) + ‖h‖L2(0,T ;Hs−1/2(Ω)) + ‖h‖Hs/2(0,T ;(H1/2(Ω))′)).

(iii) If (g, h) ∈ L2
(
0, T ; H2,3/2

Γ,Ω

)
∩ H1

(
0, T ; H0,−1/2

Γ,Ω

)
, z ∈ V3/2∨(s−1/2)(Ω), Ω sat-

isfies (5.6), Pu0 ∈ V0∨(s−1/2)
n (Ω), with s ∈ [0, 1[∩]1, 3[, and if u0 and (g(0), h(0))
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satisfy the compatibility condition (4.5) when 1 < s < 3, then

‖Pu‖Vs+1/2,s/2+1/4(Q)

≤ C
(
‖Pu0‖V0∨(s−1/2)

n (Ω)
+ ‖(g, h)‖

L2
(

0,T ;H
2,3/2
Γ,Ω

)
∩H1

(
0,T ;H

0,−1/2
Γ,Ω

)) . (6.6)

Proof. We refer to [19, Theorem 4.1] for a very similar proof in the case when
h = 0.

Proposition 6.4. For all Pu0 ∈ V0
n(Ω) and all (g, h) ∈ L2(0, T ; H0,−1/2

Γ, Ω ), problem
(6.3) admits a unique weak solution Pu in L2(0, T ; V0

n(Ω)) and it satisfies

‖Pu‖L2(0,T ;V0
n(Ω)) ≤ C

(
‖Pu0‖V0

n(Ω) + ‖(g, h)‖
L2(0,T ;H

0,−1/2
Γ, Ω )

)
.

Proof. For all v ∈ L2(0, T ; V0
n(Ω)), z⊗v and v⊗z belong to L2(0, T ; (L3/2(Ω))N ).

Thus, if v ∈ L2(0, T ; V0
n(Ω)), the evolution equation

y′ = Ãy + (−Ã)PL(g, h) + P (div (z⊗ ((I − P )L(g, h))))

+P (div (((I − P )L(g, h))⊗ z)) + P (div (z⊗ v)) + P (div (v ⊗ z)),

Py(0) = Pu0,

admits a unique solution yv in L2(0, T ; V0
n(Ω)). As in [18, Proposition 2.7] we can

show that for T ∗ > 0 small enough, the mapping

v 7−→ yv

is a contraction in L2(0, T ∗; V0
n(Ω)). Thus we have proved the existence of a unique

local solution to equation (6.3). As in [18] we can iterate this process to prove the
existence of a unique global in time solution in L2(0, T ; V0(Ω)) to equation (6.3).
The estimate of Pu in L2(0, T ; V0

n(Ω)) can be derived as in [18]. The estimate of
(I − P )u = (I − P )Lz(g, h) follows from the continuity of the operator (I − P )Lz.
The proof is complete.

Theorem 6.5. A function u ∈ L2(0, T ; L2(Ω)) is a weak solution to equation (6.1),
in the sense of definition 6.2, if and only if u is the weak solution to problem (6.3)–
(6.4).

Proof. This equivalence can be easily shown in the case when u0 ∈ V1
0(Ω) and

(g, h) ∈ C1
c (0, T ; H3/2,1

Γ,Ω). Due to the estimates in Proposition 6.4 and in Theorem
6.3(i), the equivalence follows from a density argument.

6.2. Linearized Navier-Stokes equations around an instationary state. In
this section, we want to study the linearized Navier-Stokes equations around an
instationary state z, with homogeneous boundary conditions:

∂u
∂t
− ν∆u + (z · ∇)u + (u · ∇)z +∇p = f , div u = 0 in Q,

u = 0 on Σ, u(0) = u0 in Ω,
(6.7)

in the case where z belongs to L2(0, T ; V1(Ω)) ∩ L∞(0, T ; Vs(Ω)) with 1/2 < s <
5/2, and f belongs to L2(0, T ; H−1(Ω)). In this section we only treat the case when
N = 3, the adaptation to the case when N = 2 can be easily done.
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We prefer to rewrite the term (u · ∇)z in the form div(z⊗ u). Thus, for almost
all t ∈ (0, T ), we define the operators Az(t) ∈ L(V1

0(Ω),V−1(Ω)) and A∗z(t) ∈
L(V1

0(Ω),V−1(Ω)) by〈
Az(t)u,v

〉
V−1(Ω),V1

0(Ω)

=
∫

Ω

(
− ν∇u · ∇v − ((z(t) · ∇)u) · v + ((u · ∇)v) · z(t)

)
dx,〈

A∗z(t)u,v
〉
V−1(Ω),V1

0(Ω)

=
∫

Ω

(
− ν∇u · ∇v + ((z(t) · ∇)u) · v + ((v · ∇)u) · z(t)

)
dx,

for all u ∈ V1
0(Ω) and all v ∈ V1

0(Ω).
Let us still denote by P the continuous extension of the Helmholtz projector

to H−1(Ω), that is the bounded operator from H−1(Ω) onto V−1(Ω) defined by
〈P f ,Φ〉V−1(Ω),V1

0(Ω) = 〈f ,Φ〉H−1(Ω),H1
0(Ω) for all f ∈ H−1(Ω), and all Φ ∈ V1

0(Ω)
(see e.g. [26, page xxiii] or [3, Appendix A.1]). Equation (6.7) can be rewritten in
the form

u′ = Az(t)u + P f , u(0) = u0.

Lemma 6.6. There exist λ0 > 0 and M > 0 such that∣∣∣〈Az(t)u,v
〉
V−1(Ω),V1

0(Ω)

∣∣∣ ≤M‖u‖V1
0(Ω)‖v‖V1

0(Ω)

and 〈
λ0u−Az(t)u,u

〉
V−1(Ω),V1

0(Ω)
≥ ν

2
‖u‖2V1

0(Ω),

for all u ∈ V1
0(Ω), all v ∈ V1

0(Ω) and almost all t ∈ (0, T ).

Proof. For all u ∈ V1
0(Ω), almost all t ∈ (0, T ), and λ0 > 0, we have:

〈λ0u−Az(t)u,u
〉
V−1(Ω),V1

0(Ω)

=
∫

Ω

(
λ0|u|2 + ν|∇u|2 + ((z(t) · ∇)u) · u− ((u · ∇)u) · z(t)

)
dx

=
∫

Ω

(
λ0|u|2 + ν|∇u|2 − ((u · ∇)u) · z(t)

)
dx

≥
∫

Ω

(
λ0|u|2 + ν|∇u|2

)
dx− ‖u‖L3/s(Ω)‖u‖V1

0(Ω)‖z‖L∞(0,T ;Vs(Ω))

≥
∫

Ω

(
λ0|u|2 + ν|∇u|2

)
dx− C‖u‖(2s−1)/2

V0
n(Ω) ‖u‖

(5−2s)/2

V1
0(Ω)

‖z‖L∞(0,T ;Vs(Ω))

≥
∫

Ω

(
λ0|u|2 + ν|∇u|2

)
dx− ν

2
‖u‖2V1

0(Ω) − C̃‖z‖
4/(2s−1)
L∞(0,T ;Vs(Ω))‖u‖

2
V0
n(Ω) ,

for some C̃ > 0. It is sufficient to choose λ0 = ν
2 + C̃‖z‖4/(2s−1)

L∞(0,T ;Vs(Ω)).
For all u ∈ V1

0(Ω), all v ∈ V1
0(Ω), and almost all t ∈ (0, T ), we have:∣∣∣〈Az(t)u,v

〉
V−1(Ω),V1

0(Ω)

∣∣∣
≤ ν‖u‖V1

0(Ω)‖v‖V1
0(Ω) + ‖z‖L∞(0,T ;Vs(Ω))‖u‖V1

0(Ω)‖v‖L3/s(Ω)

+‖u‖L3/s(Ω)‖v‖V1
0(Ω)‖z‖L∞(0,T ;Vs(Ω))

≤ ν‖u‖V1
0(Ω)‖v‖V1

0(Ω) + C‖z‖L∞(0,T ;Vs(Ω))‖u‖V1
0(Ω)‖v‖V1

0(Ω) .
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The proof is complete.

Theorem 6.7. Assume that z belongs to L2(0, T ; V1(Ω)) ∩ L∞(0, T ; Vs(Ω)), with
1/2 < s < 5/2, and that N = 3. For all u0 ∈ V0

n(Ω) and all f ∈ L2(0, T ; H−1(Ω))
equation (6.7), admits a unique weak solution u in W (0, T ; V1

0(Ω),V−1(Ω)).

Proof. The theorem is a direct consequence of Lemma 6.6 and of a theorem by J.-L.
Lions (see e.g. [6, Chapter 18, Section 3.2, Theorems 1 and 2]).

With Az(t) and A∗z(t), we can associate two unbounded operators in V0
n(Ω), still

denoted by Az(t) and A∗z(t) for simplicity, and defined by

D(Az(t)) =
{

u ∈ V1
0(Ω) | νP∆u− P ((z(t) · ∇)u)− P ((u · ∇)z(t)) ∈ V0

n(Ω)
}
,

D(A∗z(t)) =
{

u ∈ V1
0(Ω) | νP∆u + P ((z(t) · ∇)u)− P ((∇z(t))Tu) ∈ V0

n(Ω)
}
,

Az(t)u = νP∆u− P ((z(t) · ∇)u)− P ((u · ∇)z(t)),

and

A∗z(t)u = νP∆u + P ((z(t) · ∇)u)− P ((∇z(t))Tu) .

7. The Navier-Stokes equation. In this section, we want to study the equation
∂u
∂t
− ν∆u + (u · ∇)u +∇p = 0, div u = h in Q,

u = g on Σ, Pu(0) = u0 in Ω,
(7.1)

where (g, h) belongs to L2
(
0, T ; Hs,s−1/2

Γ,Ω

)
∩ Hs

(
0, T ; H0,−1/2

Γ,Ω

)
with s > 1/2, and

u0 ∈ V0
n(Ω) and N = 3. Let z be the solution to equation

Pz′ = ÃPz + (−Ã)PL(g, h), Pz(0) = PL(g(0), h(0)),

(I − P )z(·) = (I − P )L(g(·), h(·)) in L2(0, T ; L2(Ω)).
(7.2)

We look for a solution u to equation (7.1) in the form u = z + y, where y is the
solution of

∂y
∂t
− ν∆y + (z · ∇)y + (y · ∇)z + (y · ∇)y + (z · ∇)z +∇q = 0,

div y = 0 in Q,

y = 0 on Σ, y(0) = u0 − PL(g(0), h(0)) in Ω.

(7.3)

Since g ∈ Hs,s(Σ) ↪→ C([0, T ]; Hs−1/2(Γ)), and h ∈ Hs(0, T ; (H1/2(Ω))′)∩L2(0, T ;
Hs−1/2(Ω)) ↪→ C([0, T ];Hs−1(Ω)), we have that PL(g(0), h(0)) ∈ Hs(Ω).

According to Corollary 5.9, z belongs to L2(0, T ; Hs+1/2(Ω))∩C([0, T ]; Hs(Ω)).
With the notation introduced in section 6.2, we can rewrite equation (7.3) in the

form

y′ = Az(t)y − P ((y · ∇)y)− P ((z · ∇)z), y(0) = u0 − PL(g(0), h(0)). (7.4)

Since z belongs to L2(0, T ; Hs+1/2(Ω))∩C([0, T ]; Hs(Ω)), it is clear that P ((z ·∇)z)
belongs to L2(0, T ; H−1(Ω)). Thus equation (7.4) is very similar to the three dimen-
sional Navier-Stokes equation with a source term belonging to L2(0, T ; V−1(Ω)).
The only difference is that the Stokes operator A is now replaced by Az(t). Let us
denote by Cw([0, T ]; V0

n(Ω)) the subspace in L∞(0, T ; V0
n(Ω)) of functions which

are continuous from [0, T ] into V0
n(Ω) equipped with its weak topology.
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Theorem 7.1. Assume that N = 3. For all u0 ∈ V0
n(Ω), all (g, h) ∈ L2

(
0, T ;

Hs,s−1/2
Γ,Ω

)
∩Hs

(
0, T ; H0,−1/2

Γ,Ω

)
with s > 1/2, equation (7.3) admits at least one weak

solution in Cw([0, T ]; V0
n(Ω)) ∩ L2(0, T ; V1

0(Ω)).

Proof. Let λ0 be the exponent appearing in Lemma 6.6. A function y ∈ Cw([0, T ];
V0
n(Ω))∩L2(0, T ; V1

0(Ω)) is a weak solution to (7.4) if and only if ŷ(t) = e−λ0ty(t)
is the solution in Cw([0, T ]; V0

n(Ω)) ∩ L2(0, T ; V1
0(Ω)) to

ŷ′ = Az(t)ŷ − λ0ŷ − P (eλ0t(ŷ · ∇)ŷ)− P (e−λ0t(z · ∇)z),

ŷ(0) = u0 − PL(g(0), h(0)).
(7.5)

Due to Lemma 6.6, the existence in L∞(0,∞; V0
n(Ω))∩L2(0, T ; V1

0(Ω)) of a function
ŷ satisfying the weak formulation of equation (7.5) may be proved as in the case of
the Navier-Stokes equations (see e.g. [24, Chapter 3, Theorem 3.1]). Moreover we
have

1
2
‖ŷ(t)‖2V0

n(Ω) +
1
2

∫ t

0

‖ŷ(τ)‖2V1
0(Ω) dτ

≤ 1
2
‖u0 − PL(g(0), h(0))‖2V0

n(Ω) −
〈
P (e−λ0(·)(z · ∇)z), ŷ

〉
L2(0,t;V−1(Ω)),L2(0,t;V1

0(Ω))
.

Thus ŷ obeys the estimate

‖ŷ(t)‖2V0
n(Ω) + ‖ŷ‖2

L2(0,t;V1
0(Ω))

≤ C(‖P ((z · ∇)z)‖2L2(0,t;V−1(Ω)) + ‖u0 − PL(g(0), h(0))‖2V0
n(Ω)),

(7.6)

for all 0 < t < T , where C is independent of t and T . Moreover div(z ⊗ y) and
div(y ⊗ z) belong to L2(0, T ; H−1(Ω)), and (y · ∇)y belongs to L2(0, T ; L1(Ω)).
We have H2(Ω) ∩ H1

0(Ω) ↪→ C0(Ω) with a dense imbedding. Hence Mb(Ω) ↪→
(H2(Ω) ∩H1

0(Ω))′, and (y · ∇)y which belongs to L2(0, T ; L1(Ω)) can be identified
with an element in L2(0, T ; (H2(Ω) ∩H1

0(Ω))′). Thus

f = (z · ∇)y + (y · ∇)z + (y · ∇)y ∈ L2(0, T ; (H2 ∩H1
0(Ω))′) .

Defining P f in L2(0, T ; (V2(Ω) ∩V1
0(Ω))′) by

〈P f(t),Φ〉(V2∩V1
0(Ω))′,V2∩V1

0(Ω) = 〈f(t),Φ〉(H2∩H1
0(Ω))′,H2∩H1

0(Ω) ∀Φ ∈ V2∩V1
0(Ω),

with equation (7.3) we can prove that y′ ∈ L2(0, T ; (V2(Ω) ∩ V1
0(Ω))′). Since

y ∈ L∞(0, T ; V0
n(Ω)), we can claim that y ∈ Cw([0, T ]; V0

n(Ω)), and the proof is
complete.

8. Appendix 1.

Lemma 8.1. For all Φ ∈ L2(Ω), (h, g) ∈ H3/2,1
Γ,Ω, the equation:

− ν∆y +∇q = Φ and div y = g in Ω, y = h on Γ, (8.1)

admits a unique solution (y, q) in H1(Ω)×H0(Ω). It satisfies the estimate:

‖y‖H2(Ω) + ‖q‖H1(Ω) ≤ C
(
‖Φ‖L2(Ω) + ‖(h, g)‖

H
3/2,1

Γ,Ω

)
.

This result is stated in [11, Exercice 6.2, Chapter 4].
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Lemma 8.2. For all f ∈ L2(Ω) and all (g, h) ∈ H3/2,1
Γ,Ω, the solution (w, ρ) ∈

H2(Ω)×H1(Ω) to equation:

−ν∆w +∇ρ = f and div w = h in Ω, w = g on Γ,

obeys the estimate:

‖w‖L2(Ω) + ‖ρ‖(H1(Ω))′ +
∥∥∥(ν ∂w

∂n
− ρn− k(w, ρ)n, ρ+ k(w, ρ)

)∥∥∥
H
−3/2,−1

Γ, Ω

≤ C
(
‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω

)
,

where k(w, ρ) is the constant corresponding to (w, ρ), and defined in (2.1).

Proof. Let Φ be in L2(Ω), (h, g) be in H3/2,1
Γ,Ω, and let (y, q) be the solution to

equation (8.1). The solutions (y, q) and (w, ρ) obey the Green formula:∫
Ω

w Φ =
∫

Ω

f y +
∫

Γ

(
ν
∂w
∂n
− ρn

)
h−

∫
Ω

q h+
∫

Γ

(
− ν ∂y

∂n
+ qn

)
g +

∫
Ω

ρ g

=
∫

Ω

f y +
∫

Γ

(
ν
∂w
∂n
− ρn− k(w, ρ)n

)
h−

∫
Ω

(q + k(y, q))h

+
∫

Γ

(
− ν ∂y

∂n
+ qn + k(y, q)n

)
g +

∫
Ω

(ρ+ k(w, ρ)) g.

Setting (h, g) = 0, with Lemma 8.1 we obtain

‖w‖L2(Ω) = sup‖Φ‖L2(Ω)=1

∫
Ω

w Φ

≤ sup‖Φ‖L2(Ω)=1

(
‖f‖(H2(Ω))′‖v‖H2(Ω)

+
∥∥∥(ν ∂y

∂n
− qn− k(y, q)n, q + k(y, q)

)∥∥∥
H

1/2,1
Γ,Ω

‖(g, h)‖
H
−1/2,−1

Γ, Ω

)
≤ C(‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω
).

Setting Φ = 0, we obtain∥∥∥(ν ∂w
∂n
− ρn− k(w, ρ)n, ρ+ k(w, ρ)

)∥∥∥
H
−3/2,−1

Γ, Ω

= sup‖(h,g)‖
H

3/2,1
Γ,Ω=1

∫
Γ

(
ν
∂w
∂n
− ρn− k(w, ρ)n

)
h +

∫
Ω

(ρ+ k(w, ρ)) g

≤ sup‖(h,g)‖
H

3/2,1
Γ,Ω=1

(
‖f‖(H2(Ω))′‖y‖H2(Ω)

+
∥∥∥(ν ∂y

∂n
− qn− k(y, q)n, q + k(y, q)

)∥∥∥
H

1/2,1
Γ,Ω

‖(g, h)‖
H
−1/2,−1

Γ, Ω

)
≤ C(‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω
).

The proof is complete.

We want to define (w, ρ) and (ν ∂w
∂n −ρn−k(w, ρ)n, ρ+k(w, ρ)) in the case where

f ∈ (H2(Ω))′ and (g, h) ∈ H−1/2,−1
Γ, Ω . For all f ∈ (H2(Ω))′ and all (g, h) ∈ H−3/2,−1

Γ, Ω ,
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we consider the variational problem

determine (w,Ψ, ρ̃) ∈ L2(Ω)×H−3/2,−1
Γ, Ω such that∫

Ω

w Φ =
〈
f ,y
〉

(H2(Ω))′,H2(Ω)

−
〈

(g, h),
(
ν
∂y
∂n

+ qn− k(y, q)n, q + k(y, q)
)〉

H
−1/2,−1

Γ, Ω ,H
1/2,1

Γ,Ω

+
〈

(Ψ, ρ̃), (h, g)
〉

H
−3/2,−1

Γ, Ω ,H
3/2,1

Γ,Ω

∀(Φ,h, g) ∈ L2(Ω)×H3/2,1
Γ,Ω,

(8.2)

where (y, q) is solution of equation (8.1).

Theorem 8.3. For all (f ,g, h) ∈ (H2(Ω))′ × H−1/2,−1
Γ, Ω , the variational problem

(8.2) admits a unique solution (w,Ψ, ρ) ∈ L2(Ω)×H−3/2,−1
Γ, Ω satisfying

‖w‖L2(Ω) + ‖(Ψ, ρ)‖
H
−3/2,−1

Γ, Ω
≤ C

(
‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω

)
.

Proof. (i) Let us first prove the uniqueness. If f = 0, g = 0, h = 0 and if (w,Ψ, ρ)
is a corresponding solution to problem (8.2), choosing (Φ,h, g) = (w, 0, 0) in (8.2),
we obtain w = 0. Choosing (Φ,h, g) = (0,h, g) in (8.2), with any (h, g) in H3/2,1

Γ,Ω,
we obtain (Ψ, ρ) = (0, 0).

(ii) The existence result relies on a density argument. Let (f ,g, h) be in (H2(Ω))′×
H−1/2,−1

Γ, Ω . The space L2(Ω) ×H3/2,1
Γ,Ω being dense in (H2(Ω))′ ×H−1/2,−1

Γ, Ω , there

exists a sequence (fn,gn, hn)n ⊂ L2(Ω)×H3/2,1
Γ,Ω converging to (f ,g, h) in (H2(Ω))′×

H−1/2,−1
Γ, Ω . Let (wn, ρn) be the solution to the equation

−ν∆wn +∇qn = fn and div wn = hn in Ω, wn = gn on Γ.

We can easily verify that (wn,Ψn, ρ̃n), with Ψn = ν ∂wn

∂n − ρnn − k(wn, ρn)n and
ρ̃n = ρn + k(wn, ρn), is solution to problem (8.2) corresponding to (fn,gn, hn).
From Lemma 8.2, we deduce that (wn,Ψn, ρ̃n)n converges to some (w,Ψ, ρ̃) in
V0(Ω)×H−3/2,−1

Γ, Ω . To show that (w,Ψ, ρ̃) is solution to problem (8.2) corresponding
to (f ,g, h), it is sufficient to pass to the limit in the identity∫

Ω

wn Φ =∫
Ω

fn y −
∫

Ω

q hn −
∫

Ω

ρn g +
∫

Γ

(
ν
∂wn

∂n
− ρnn

)
h−

∫
Γ

(
ν
∂y
∂n
− qn

)
gn

=
∫

Ω

fn y −
∫

Ω

q hn −
∫

Ω

(ρn + k(wn, ρn)) g

+
∫

Γ

(
ν
∂wn

∂n
− ρnn− k(wn, ρn)n

)
h−

∫
Γ

(
ν
∂y
∂n
− qn

)
gn.

The proof is complete.

Let us recall that, for (g, h) in H3/2,1
Γ,Ω, (L(g, h), Lp(g, h)) = (w, ρ) is the unique

solution in H1(Ω)×H0(Ω) to the equation

−ν∆w +∇ρ = 0 and div w = h in Ω, w = g on Γ.

From Theorem 8.3 we deduce the following corollary.
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Corollary 8.4. The operator L is linear and continuous from Hs+1/2,s
Γ,Ω into Hs+1(Ω)

for all −1 ≤ s ≤ 1, and the operator Lp is linear and continuous from Hs+1/2,s
Γ,Ω into

Hs(Ω) for all −1 ≤ s ≤ 1.

If in addition Ω is of class C3 the above results are still true for −1 ≤ s ≤ 3/2.

Proof. Let us prove the result when Ω is of class C2 and −1 ≤ s ≤ 1. The other
case can be treated similarly. Due to Lemma 8.1, L is continuous from H3/2,1

Γ,Ω into

H2(Ω), and Lp is continuous from H3/2,1
Γ,Ω into H1(Ω). From Theorem 8.3 it follows

that L can be extended to a bounded operator from H−1/2,−1
Γ, Ω into L2(Ω), and Lp

can be extended to a bounded operator from H−1/2,−1
Γ, Ω into H−1(Ω). The result

follows by interpolation.

We define L∗ ∈ L(L2(Ω),H 0, 1/2
Γ,Ω ) as the adjoint of L ∈ L(H 0,−1/2

Γ,Ω ,L2(Ω)).

Lemma 8.5. For all f ∈ L2(Ω), L∗f is defined by

L∗f =
(
− ν ∂v

∂n
+ πn + k(v, π)n,−π − k(v, π)

)
,

where (v, π) ∈ H2(Ω)×H1(Ω) is the solution to

− ν∆v +∇π = f and div v = 0 in Ω, v = 0 on Γ. (8.3)

The operator L∗ is bounded from Hs(Ω) into Hs+1/2,s+1
Γ,Ω for all 0 ≤ s ≤ 2. More-

over, for all Φ ∈ V2(Ω) ∩V1
0(Ω), we have:

L∗(−A)Φ =
(
− ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ − k(Φ, ψ)

)
,

where ψ ∈ H1(Ω) is determined by

∇ψ = ν(I − P )∆Φ .

Proof. (i) For all f ∈ L2(Ω), and all (g, h) ∈ H 0,−1/2
Γ,Ω , the solution (v, π) to equation

(8.3) and w = L(g, h) obey:∫
Ω

L(g, h) · f =
∫

Γ

(
− ν ∂v

∂n
+ πn

)
g −

∫
Ω

hπ

=
〈(
− ν ∂v

∂n
+ πn + k(v, π)n,−π − k(v, π)

)
, (g, h)

〉
H

0,−1/2
Γ,Ω ,H

0,1/2
Γ,Ω

.

Thus L∗f is well defined as indicated in the statement of the lemma. Due to
regularity results for the Stokes equations we have

‖L∗f‖
H
s+1/2,s+1

Γ,Ω
=
∥∥∥(ν ∂v

∂n
g − πn− k(v, π)n, π + k(v, π)

)∥∥∥
H
s+1/2,s+1

Γ,Ω

≤ C‖f‖Hs(Ω),

if 0 ≤ s ≤ 2. The first part of the lemma is proved.
(ii) From the first part of the proof it follows that

L∗(−A)Φ =
(
− ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ − k(Φ, ψ)

)
,

where (Φ̂, ψ) is the solution of the equation

−ν∆Φ̂ +∇ψ = (−A)Φ and div Φ̂ = 0 in Ω, Φ̂ = 0 on Γ.
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This equation is equivalent to

(−A)Φ̂ = (−A)Φ and ∇ψ = ν(I − P )∆Φ̂.

Thus Φ̂ = Φ and ∇ψ = ν(I − P )∆Φ. The proof is complete.

9. Appendix 2. Throughout this appendix we assume that λ0 > 0 satisfies (6.2),
and that z belongs at least to V1(Ω), or is more regular than that.

Lemma 9.1. [19, Lemma 7.1] For all Φ ∈ L2(Ω), (h, g) ∈ H3/2,1
Γ,Ω, the equation:

λ0v − ν∆v + (z · ∇)v + (v · ∇)z +∇π = Φ and div v = g in Ω,

v = h on Γ,
(9.1)

admits a unique solution (v, π) in H1(Ω)×H0(Ω). Moreover the following estimate
holds:

‖v‖H2(Ω) + ‖π‖H1(Ω) ≤ C
(
‖Φ‖L2(Ω) + ‖(h, g)‖

H
3/2,1

Γ,Ω

)
. (9.2)

If in addition Ω is of class C3, z ∈ V3/2(Ω), and (Φ,h, g) ∈ H1/2(Ω) × H 2,3/2
Γ,Ω ,

then
‖v‖V5/2(Ω) + ‖π‖H3/2(Ω)/R ≤ C

(
‖Φ‖H1/2(Ω) + ‖(h, g)‖

H
2,3/2
Γ,Ω

)
.

The above results are also true if we replace equation (9.1) by the following one

λ0v − ν∆v − (z · ∇)v + (∇z)Tv +∇π = Φ and div v = g in Ω,

v = h on Γ.
(9.3)

Lemma 9.2. For all f ∈ L2(Ω) and all (g, h) ∈ H3/2,1
Γ,Ω, the solution (w, ρ) to

equation:

λ0w − ν∆w + (z · ∇)w + (w · ∇)z +∇ρ = f and div w = h in Ω,

w = g on Γ,
(9.4)

obeys the estimate:

‖w‖V1/2(Ω) +
∥∥∥(ν ∂w

∂n − ρn− k(w, ρ)n, ρ+ k(w, ρ)
)∥∥∥

H
−1,−1/2
Γ, Ω

≤ C
(
‖f‖(H2(Ω))′ + ‖(g, h)‖

H
0,−1/2
Γ, Ω

)
,

where k(w, ρ) is the constant corresponding to (w, ρ), and defined in (2.1).
If in addition z ∈ V3/2(Ω) then we also have:

‖w‖L2(Ω) +
∥∥∥(ν ∂w

∂n − ρn− k(w, ρ)n, ρ+ k(w, ρ)
)∥∥∥

H
−3/2,−1

Γ, Ω

≤ C
(
‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω

)
.

Proof. If (v, π) is the solution to equation (9.3), and (w, ρ) the solution to equation
(9.4), then we have∫

Ω

w Φ =
∫

Ω

f v+
∫

Γ

(
ν
∂w
∂n
−ρn

)
h−

∫
Ω

π h+
∫

Γ

(
−ν ∂v

∂n
+πn−z ·n h

)
g+
∫

Ω

ρ g.

Thus the proof can be performed as in the one of Lemma 8.2. The assumption z ∈
V3/2(Ω) is needed to estimate z ·n h in H1/2(Γ) when (g, h) belongs to H0,−1/2

Γ, Ω .
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We want to define (w, q) and ∂w
∂n − qn−k(w, q)n in the case where f ∈ (H2(Ω))′

and (g, h) ∈ H−3/2,−1
Γ, Ω . As in Appendix 1, for all f ∈ (H2(Ω))′ and all (g, h) ∈

H−3/2,−1
Γ, Ω , we consider the variational problem

determine (w,Ψ, ρ̃) ∈ L2(Ω)×H−3/2,−1
Γ, Ω such that∫

Ω

w Φ =
〈
f ,v
〉

(H2(Ω))′,H2(Ω)

−
〈

(g, h),
(
ν
∂v
∂n
− πn + z · n h− kz(v, π)n, π + kz(v, π)

)〉
H
−3/2,−1

Γ, Ω ,H
3/2,1

Γ,Ω

+
〈

(Ψ, ρ̃), (h, g)
〉

H
−3/2,−1

Γ, Ω ,H
3/2,1

Γ,Ω

∀(Φ,h, g) ∈ L2(Ω)×H3/2,1
Γ,Ω,

(9.5)
where (v, π) is solution of the equation (9.3) and

kz(v, π) =
1

|Γ|+ |Ω|

(∫
Γ

(
ν
∂v
∂n
· n− π + z · n h · n

)
−
∫

Ω

π

)
.

Theorem 9.3. For all (f ,g, h) ∈ (H3/2(Ω))′ × H0,−1/2
Γ, Ω , the variational problem

(9.5) admits a unique solution (w,Ψ, ρ̃) ∈ H1/2(Ω)×H0,−1/2
Γ, Ω satisfying

‖w‖H1/2(Ω) + ‖(Ψ, ρ̃)‖
H
−1,−1/2
Γ, Ω

≤ C
(
‖f‖(H3/2(Ω))′ + ‖(g, h)‖

H
−1,−1/2
Γ, Ω

)
.

If in addition z ∈ V3/2(Ω) then, for all (f ,g, h) ∈ (H2(Ω))′ ×H−1/2,−1
Γ, Ω , the varia-

tional problem (9.5) admits a unique solution (w,Ψ, ρ̃) ∈ L2(Ω)×H−3/2,−1
Γ, Ω satis-

fying

‖w‖L2(Ω) + ‖(Ψ, ρ̃)‖
H
−3/2,−1

Γ, Ω
≤ C

(
‖f‖(H2(Ω))′ + ‖(g, h)‖

H
−1/2,−1

Γ, Ω

)
.

Proof. The proof is similar to that of Theorem 8.3.

From Theorem 9.3 we deduce the following corollary.

Corollary 9.4. The operator Lz is linear and continuous from Hs+1/2,s
Γ,Ω into

Hs+1(Ω) for all −1 ≤ s ≤ 1, and the operator Lz,p is linear and continuous from
Hs+1/2,s

Γ,Ω into Hs(Ω) for all −1 ≤ s ≤ 1.

If in addition Ω is of class C3 the above results are still true for −1 ≤ s ≤ 3/2.
If Ω is of class C3 and if z ∈ V3/2(Ω), then the above results are still true for
−1/2 ≤ s ≤ 2.

Proof. See the proof of Corollary 8.4.

We define L∗z ∈ L(L2(Ω); H 0, 1/2
Γ,Ω ) as the adjoint of Lz ∈ L(H 0,−1/2

Γ,Ω ; L2(Ω)).

Lemma 9.5. For all f ∈ L2(Ω), L∗zf is defined by

L∗zf =
(
− ν ∂v

∂n
+ πn + k(v, π)n,−π − k(v, π)

)
,

where (v, π) is the solution to

λ0v − ν∆v − (z · ∇)v + (∇z)Tv +∇π = f and div v = 0 in Ω, v = 0 on Γ.
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The operator L∗z is bounded from Hs(Ω) into Hs+1/2,s+1
Γ,Ω for all 0 ≤ s ≤ 2. More-

over, for all Φ ∈ V2(Ω) ∩V1
0(Ω), we have:

L∗z(λ0I −A∗z)Φ =
(
− ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ − k(Φ, ψ)

)
,

where ψ ∈ H1(Ω) is determined by

∇ψ = (I − P )
(
ν∆Φ + (z · ∇)Φ− (∇z)TΦ

)
.

Proof. (i) For all f ∈ L2(Ω), and all (g, h) ∈ H 0,−1/2
Γ,Ω , the pairs (Lzg, Lp,zg) = (w, ρ)

and (v, π) obey:∫
Ω

L(g, h) · f =
∫

Γ

(
− ν ∂v

∂n
+ πn

)
g −

∫
Ω

hπ

=
〈(
−ν ∂v

∂n
+ πn + k(v, π)n,−π − k(v, π)

)
, (g, h)

〉
H

0,−1/2
Γ,Ω ,H

0,1/2
Γ,Ω

.

This identity gives the expression of L∗z. As in the proof of Lemma 8.5, we can
easily show that L∗z is bounded from Hs(Ω) into Hs+1/2,s+1

Γ,Ω for all 0 ≤ s ≤ 2.

(ii) From the first part of the proof it follows that

L∗z(λ0I −A∗z)Φ =
(
− ν ∂Φ

∂n
+ ψn + k(Φ, ψ)n,−ψ − k(Φ, ψ)

)
,

where (Φ̂, ψ) is the solution of the equation

λ0Φ̂− ν∆Φ̂− (z · ∇)Φ̂− (∇z)T Φ̂ +∇ψ = (λ0I −A∗z)Φ and div Φ̂ = 0 in Ω,

Φ̂ = 0 on Γ.

This equation is equivalent to

(λ0I −Az)Φ̂ = (λ0I −Az)Φ and ∇ψ = (I − P )(ν∆Φ̂ + (z · ∇)Φ̂− (∇z)T Φ̂).

Thus Φ̂ = Φ and ∇ψ = (I−P )(ν∆Φ+(z ·∇)Φ− (∇z)TΦ). The proof is complete.
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