
Symmetry and monotonicity of least energy

solutions

Jaeyoung BYEON∗, Louis JEANJEAN† and Mihai MARIŞ‡

Abstract

We give a simple proof of the fact that for a large class of quasilinear elliptic
equations and systems the solutions that minimize the corresponding energy in the
set of all solutions are radially symmetric. We require just continuous nonlinearities
and no cooperative conditions for systems. Thus, in particular, our results cannot
be obtained by using the moving planes method. In the case of scalar equations,
we also prove that any least energy solution has a constant sign and is monotone
with respect to the radial variable. Our proofs rely on results in [15, 6] and answer
questions from [3, 12].

1 Introduction

We consider the system of partial differential equations

−div(|∇ui|p−2∇ui) = gi(u), i = 1, . . . , m, (1)

where u = (u1, . . . , um) : RN −→ Rm, 1 < p ≤ N , |(y1, . . . , yN )|p =
(∑N

j=1 y2
j

) p
2 ,

gi(0) = 0 and there exists G ∈ C1(Rm \ {0},R)∩C(Rm,R) such that gi(u) = ∂G
∂ui

(u) for
u 6= 0.

Formally, solutions of (1) are critical points of the following energy functional

S(u) =
1
p

∫

RN

m∑

i=1

|∇ui|p dx−
∫

RN
G(u) dx.

The aim of this note is to prove, under general assumptions, that those solutions of
(1) which minimize the energy S in the set of all solutions are radially symmetric (up to
a translation in RN ). In the scalar case we also study the sign and monotonicity of these
solutions. We do not consider here the problem of existence of solutions (respectively of
least energy solutions) for (1). We believe that our results cover all situations where the
existence of a least energy solution is already known in the literature.

We begin with some definitions. Let Π be an affine hyperplane in RN , let Π+ and
Π− be the two closed half-spaces determined by Π and sΠ the symmetry with respect

∗Department of Mathematics and PMI, Pohang University of Science and Technology, Pohang, Kyung-
buk 790-784, Republic of Korea, e-mail: jbyeon@postech.ac.kr
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to Π (i.e. sΠ(x) = 2pΠ(x) − x, where pΠ is the orthogonal projection onto Π). Given a
function f defined on RN , we define

fΠ+(x) =

{
f(x) if x ∈ Π+

f(sΠ(x)) if x ∈ Π− , fΠ−(x) =

{
f(x) if x ∈ Π−

f(sΠ(x)) if x ∈ Π+.
(2)

For σ > 0, we denote fσ(x) = f(x
σ ). We say that a space X of functions defined on RN

is admissible if X is nonempty and

(i) X ⊂ L1
loc(R

N ,Rm) and measure({x | |u(x)| > α}) < ∞ for any u ∈ X and α > 0;

(ii) gi(u) ∈ L1
loc(R

N ) for any u ∈ X and i = 1, . . . , m;

(iii)
∑m

i=1 |∇ui|p and G(u) belong to L1(RN ) if u ∈ X ;

(iv) uσ ∈ X for any u ∈ X and σ > 0;

(v) uΠ+ , uΠ− ∈ X whenever u ∈ X and Π is an affine hyperplane in RN .

Let X be an admissible function space. We note that from (i) and (iii), G(0) = 0. A
function u ∈ X is a solution of (1) if it satisfies (1) in D′(RN ). If (1) admits solutions in
X , we say that u is a least energy solution if u is a nontrivial solution of (1) and

S(u) = inf{S(u) | u ∈ X \ {0}, u is a solution of (1)}.

We introduce the functionals

J(u) =
1
p

∫

RN

m∑

i=1

|∇ui|p dx and V (u) =
∫

RN
G(u) dx.

Clearly, these functionals are well-defined on any admissible function space. As we will
see, the least energy solutions of (1) come from the following minimization problem:

minimize J(u) in the set { u ∈ X | V (u) = λ}. (Pλ)

We shall prove that under some general conditions (see (C1)-(C3) or (D1)-(D3) below),
all least energy solutions of (1) in the set X are radially symmetric, up to a translation
in RN .

It is easy to see that J(uσ) = σN−pJ(u) and V (uσ) = σNV (u). If V (u) > 0 for some
u ∈ X , we have V (uσ) = 1 for σ = V (u)−

1
N . Then, denoting

T = inf {J(u) | u ∈ X and V (u) = 1},

we see that

J(v) ≥ T (V (v))
N−p

N for any v ∈ X satisfying V (v) > 0. (3)

It is clear that u is a minimizer for problem (Pλ) above (λ > 0) if and only if uσ1 is a
minimizer for (P1), where σ1 = λ−

1
N .

We assume first that 1 < p < N and the following conditions are satisfied.

(C1) T > 0 and problem (P1) has a minimizer u∗ ∈ X ;

2



(C2) Any minimizer u ∈ X of (P1) is a C1 function and satisfies the Euler-Lagrange
system of equations

−div(|∇ui|p−2∇ui) = αgi(u) in D′(RN ) (4)

for i = 1, . . . , m and some α ∈ R;

(C3) Any solution u ∈ X of (4) (and not only any minimizer!) satisfies the Pohozaev
identity

(N − p)J(u) = αNV (u). (5)

A few comments are in order. Clearly, the most important of the conditions above is
(C1). To our knowledge, the existence of a minimizer for (P1), under sufficiently general
assumptions on the functions gi and for arbitrary m ∈ N∗ and p ∈ (1,∞), is still an
open problem. However, several particular cases have been extensively studied in the
literature. A series of papers has been devoted to the case p = 2 and fairly optimal
conditions on gi that guarantee (C1) have been found by Berestycki-Lions [1] for m = 1
and by Brezis-Lieb [3] for m ≥ 1. In the case m = 1 and 1 < p < N the existence of
a minimizer for (P1) has also been proved in [9] under general assumptions on g = g1

(similar to the assumptions in [1]). Under the conditions considered in [1] and [2], the
functionals J and V are well defined on H1(RN ) and this is clearly an admissible function
space. The settings in [3] and [9] also correspond to our assumptions.

If T > 0 and (P1) admits minimizers, in most applications it is quite standard to prove
that (C2) and (C3) hold. This is indeed the case under the assumptions in [1, 3, 9].

Next we consider the case p = N . Note that in this case the Pohozaev identity (5)
becomes αNV (u) = 0; hence any ”reasonable” solution u of (1) should satisfy V (u) = 0.
Since we are interested in nontrivial solutions, we consider the minimization problem

minimize J(u) in the set { u ∈ X \ {0} | V (u) = 0}. (P ′0)

We assume that the following conditions are satisfied.

(D1) T0 := inf{J(u) | u ∈ X , u 6= 0, V (u) = 0} > 0 and (P ′0) admits a minimizer u0;

(D2) Any minimizer u ∈ X of (P ′0) is C1 and satisfies the Euler-Lagrange equations (4)
for some α > 0;

(D3) Any solution u ∈ X of (4) (with α > 0) satisfies the Pohozaev identity V (u) = 0.

For p = N = 2, fairly optimal conditions on gi that guarantee (D1)-(D3) have been
found by Berestycki-Gallouët-Kavian [2] for m = 1 and by Brezis-Lieb [3] for m ≥ 1.

In the next section we show that least energy solutions are minimizers of (Pλ) for
some particular choice of λ if 1 < p < N , respectively minimizers of (P ′0) if p = N . Then
we obtain the radial symmetry of such solutions as a direct consequence of the general
results in [15] (in the case N = p, we need some extra-argument in addition to the results
in [15]).

In the third section we consider the scalar case m = 1 and we prove that least energy
solutions have constant sign and, if they tend to zero at infinity, then they are monotone
with respect to the radial variable.

In the final section we make some connections with related results of symmetry and
monotonicity in the literature. Let us just mention that, especially in the scalar case, the
symmetry and monotonicity of solutions of (1) have been studied by many authors, see
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e.g. [11, 16, 8, 7] and references therein. In most of these works it is assumed that the
solutions are nonnegative and some further assumptions on the nonlinearity g are made.
They require, at least, g to be Lipschitz continuous and to satisfy a cooperative condition
in the case of systems.

In the present work, we do not make any additional assumptions on g, except those
that guarantee the existence of least energy solutions (basically, we need g to be merely
continuous and to satisfy some growth conditions near zero and infinity, but we do not
need any sign or monotonicity assumption; see [3] and [9]). We prove that our solutions
have constant sign and our results are valid as well for compactly supported solutions
and for solutions that do not vanish. Of course, there is a price we have to pay: our
method works only for least energy solutions, not for any nonnegative solution of (1).

2 Variational characterization and symmetry

We begin with the case 1 < p < N .

Lemma 1 Assume that 1 < p < N and the conditions (C1)-(C3) hold.

(i) Let u be a minimizer for (P1). Then uσ0 is a least action solution of (1), where

σ0 =
(

N−p
N T

) 1
p , and S(uσ0) = p(N − p)

N
p
−1

N
−N

p T
N
p .

(ii) Let v be a least energy solution for (1). Then v is a minimizer for (Pλ), where

λ =
(

N−p
N T

)N
p .

Proof. (i) By (C2) we know that u ∈ C1 and u satisfies (4) for some α ∈ R. Then
(5) implies (N − p)J(u) = αNV (u), which gives α = N−p

N T > 0. It is easy to see that

uσ0 satisfies (1) for σ0 = α
1
p and

S(uσ0) = σN−p
0 J(u)− σN

0 V (u) = σN−p
0 T − σN

0 = p(N − p)
N
p
−1

N
−N

p T
N
p .

Let w ∈ X , w 6= 0, be a solution of (1). By (C3) we have (N − p)J(w) = NV (w). If
J(w) = 0, we have ∇w = 0 a.e. on RN , hence w must be constant. Since measure{x ∈
RN | |w(x) > α} < ∞ for any α > 0, we infer that w = 0, a contradiction. Thus J(w) > 0
and V (w) = N−p

N J(w) > 0. On the other hand, by (3) we get J(w) ≥ T (V (w))
N−p

N , i.e.

J(w) ≥ T
(

N−p
N J(w)

)N−p
N , which gives

J(w) ≥
(

N − p

N

)N−p
p

T
N
p . (6)

Combined with Pohozaev identity, this implies

S(w) = J(w)− V (w) =
p

N
J(w) ≥ p(N − p)

N
p
−1

N
−N

p T
N
p = S(uσ0) (7)

and we infer that uσ0 is a least energy solution for (1).
(ii) Conversely, let v be a least energy solution for (1). Then (N − p)J(v) = NV (v)

by (C3), hence S(v) = p
N J(v). It is obvious that the inequalities (6) and (7) above are

satisfied with w = v. On the other hand, S(v) = S(uσ0) and we infer that v must satisfy
(7) with equality sign, that is,

J(v) =
(

N − p

N

)N−p
p

T
N
p and V (v) =

N − p

N
J(v) =

(
N − p

N

)N
p

T
N
p .
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A simple scaling argument shows that v is a minimizer for (Pλ), where λ =
(

N−p
N

)N
p T

N
p ;

equivalently, vσ1 is a minimizer for (P1), where σ1 =
(

N−p
N T

)− 1
p = σ−1

0 . This completes
the proof of Lemma 1. 2

The symmetry of least energy solutions will follow from Lemma 1 and a general
symmetry result in [15]. For the convenience of the reader, we recall here that result.

Theorem 2 ([15]) Let N ≥ 2. Assume that u : RN −→ Rm belongs to some function
space Y and solves the minimization problem

minimize
∫

RN
F (u(x), |∇u(x)|) dx

in the set
{
u ∈ Y

∣∣∣
∫

RN
H(u(x), |∇u(x)|) dx = λ 6= 0

}
.

(P)

Suppose that the following conditions are satisfied:

(A1) For any v ∈ Y and any affine hyperplane Π in RN we have vΠ+ , vΠ− ∈ Y.

(A2) Problem (P) admits minimizers in Y and any minimizer is a C1 function on RN .

Then, after a translation, u is radially symmetric.

Lemma 1 implies that least energy solutions solve the minimization problem (Pλ) for
some λ > 0. Conditions (C1), (C2) and property (v) in the definition of admissible
spaces imply that (Pλ) satisfies the assumptions of Theorem 2. Thus we get:

Proposition 3 Assume that 1 < p < N and (C1)-(C3) hold. Then (1) admits a least
energy solution and each least energy solution is radially symmetric (up to a translation
in RN ).

Now we turn our attention to the case p = N .

Proposition 4 Assume that p = N and (D1)-(D3) hold. Then (1) admits a least
energy solution and any least energy solution solves (P ′0).

Moreover, if we assume that G is either negative or positive in some ball BRm(0, ε) \
{0} and u ∈ X is a least energy solution such that u(x) −→ 0 as |x| −→ ∞, then u is
radially symmetric (up to a translation in RN ).

Proof. Let u0 be a minimizer for (P ′0). By (D2) and (D3) we have V (u0) = 0 and
u0 satisfies (4) for some α > 0. Let u1 = (u0)σ, where σ = α

1
p . It is easy to see that

u1 solves (1) and S(u1) = J(u1) − V (u1) = J(u0) − σNV (u0) = J(u0) = T0. For any
solution u ∈ X , u 6= 0 of (1) we have V (u) = 0 by (D3) and S(u) = J(u) ≥ T0 = J(u1).
Hence u1 is a least energy solution.

If v is a least energy solution, then V (v) = 0 by (D3) and J(v) = S(v) = S(u1) = T0,
thus v solves (P ′0).

Although Theorem 2 does not apply directly to minimizers of problem (P ′0) (because
the value of the constraint in (P ′0) is zero), its proof can still be adapted to those mini-
mizers. Indeed, the only place where the assumption λ 6= 0 is needed in Theorem 2 is to
show that for any e ∈ SN−1 there exists an affine hyperplane Π orthogonal to e such that

∫

Π−
H(u(x), |∇u(x)|) dx =

∫

Π+
H(u(x), |∇u(x)|) dx =

λ

2
. (8)
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From (8) it follows then easily that uΠ+ and uΠ− are also minimizers. (In fact, if N = 2
the assumption λ 6= 0 was also used in the proof of Theorem 2 to show that a minimizer
u of (P) could not be of the form u(x) = ũ(|x|) on R2, with ũ : [0,∞) −→ Rm periodic
and nonconstant. In our setting it is clear that no minimizer u of (P ′0) could be of this
form because J(u) is finite.)

In the present case we will use the fact that G(u) has a constant sign in a neighborhood
of ∞ to find hyperplanes that “split the constraint in two equal parts.” A similar idea
has already been used in [14]. Henceforth we assume that u is a least action solution,
u(x) −→ 0 as |x| −→ ∞ and, say, G(ξ) < 0 for 0 < |ξ| < ε. For e ∈ SN−1 and
t ∈ R, we denote Πe,t = {x ∈ RN | x · e = t}, Π−e,t = {x ∈ RN | x · e < t} and
Π+

e,t = {x ∈ RN | x · e > t}. We claim that for any e ∈ SN−1, there exists te ∈ R such
that

∫

Π−e,te

G(u(x)) dx =
∫

Π+
e,te

G(u(x)) dx = 0 and uΠ−e,te
6≡ 0, uΠ+

e,te
6≡ 0. (9)

To see this, fix e ∈ SN−1 and define ϕ±e (t) =
∫

Π±e,t

G(u(x)) dx, respectively. It follows

that ϕ+
e and ϕ−e are continuous because G(u) ∈ L1(RN ). Since u is continuous, u 6≡ 0,

lim|x|→∞ u(x) = 0 and G < 0 on BRm(0, ε) \ {0}, it is not hard to see that there exist
t−, t+ ∈ R, t− < t+ such that

ϕ−e (t−) < 0, ϕ+
e (t+) < 0 and uΠ−

e,t−
6= 0, uΠ+

e,t+
6= 0.

Since ϕ+
e (t−) = V (u) − ϕ−e (t−) = −ϕ−e (t−), it follows that ϕ+

e (t+) < 0 < ϕ+
e (t−).

From the mean value property, we see that there exists te ∈ (t−, t+) satisfying (9).
It is clear that uΠ−e,te

, uΠ+
e,te

∈ X \ {0} because X is admissible and (9) implies that
V (uΠ−e,te

) = V (uΠ+
e,te

) = 0, hence J(uΠ−e,te
) ≥ T0, J(uΠ+

e,te
) ≥ T0. On the other hand, it

is easy to see that J(uΠ−e,te
) + J(uΠ+

e,te
) = 2J(u) = 2T0. Thus J(uΠ−e,te

) = J(uΠ+
e,te

) = T0

and uΠ−e,te
, uΠ+

e,te
are also minimizers for (P ′0). Then arguing exactly as in the proof of

Theorem 2 in [15], it follows that after a translation, u is radially symmetric. 2

Remark 5 The situation is different for p > N . The system (1) may still have solutions
in some cases, and least energy solutions may also exist. For instance, if N = 1 and
p = 2 it can be proved, under suitable assumptions on g, that (1) admits a finite energy
solution which is unique up to translations; hence it is a least energy solution (and it is
symmetric with respect to a point).

The existence and the symmetry of least energy solutions for (1) in the case p > N ≥ 2
would be interesting problems to consider.

Note that whenever (1) admits finite energy solutions in the case p > N , they cannot
admit a variational characterization as in Lemma 1 or Proposition 4 above. Indeed, any
reasonable solution u of (1) should satisfy the Pohozaev identity (N − p)J(u) = NV (u);
if u is nontrivial, then necessarily V (u) < 0. It turns out that in any admissible function
space X , a condition like (C1) cannot hold for p > N , no matter what the nonlinearity
g is. More precisely, denote

Tλ := inf{J(u) | u ∈ X and V (u) = λ}.

Let λ 6= 0. We claim that either the set {u ∈ X | V (u) = λ} is empty (thus Tλ = −∞), or
we have Tλ = 0. To see this we argue by contradiction and we assume that there is some
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λ 6= 0 such that Tλ > 0. Let u ∈ X be such that V (u) = λ and J(u) < 2Tλ. Choose ε > 0

sufficiently small, so that ε < 1
2 and 2ε

p
N
−1 < 1. Let ϕ(t) =

∫

{x1<t}
G(u) dx. The function

ϕ is continuous, lim
t→−∞ϕ(t) = 0 and lim

t→∞ϕ(t) = λ, hence there exist t1, t2 ∈ R, t1 < t2

such that ϕ(t1) = ε
2λ and ϕ(t2) = (1− ε

2)λ. Let u1(x) =

{
u(x) if x1 ≤ t1,
u(2t1 − x1, x

′) if x1 > t1,

u2(x) =

{
u(x) if x1 > t2,
u(2t2 − x1, x

′) if x1 ≤ t2,
where x′ = (x2, . . . , xN ). A simple change of

variables shows that V (u1) = 2
∫

{x1<t1}
G(u) dx = ελ and V (u2) = 2

∫

{x1>t2}
G(u) dx =

ελ. Since J(u1) + J(u2) =
2
p

∫

{x1<t1}∪{x1>t2}

m∑

i=1

|∇ui|p dx ≤ 2J(u), we see that J(u1) ≤

J(u) or J(u2) ≤ J(u). Assume that J(u1) ≤ J(u) < 2Tλ. For σ = ε−
1
N we have

V ((u1)σ) = σNV (u1) = λ and J((u1)σ) = σN−pJ(u1) ≤ σN−pJ(u) < ε
p
N
−12Tλ < Tλ,

contradicting the definition of Tλ. Our claim is thus proved.

3 Monotonicity results

Throughout this section we assume that m = 1. Given a measurable function f : RN −→
[0,∞) such that measure({x ∈ RN | f(x) > α}) is finite for any α > 0, we denote by f∗

the Schwarz rearrangement of f . We consider the following additional conditions for an
admissible space X .

(vi) For any u ∈ X and t ≥ 0, s ≤ 0, we have min(u, t) ∈ X and max(u, s) ∈ X .

(vii) If u ∈ X and is a radial function and u ≥ 0 (respectively u ≤ 0), then u∗ ∈ X
(respectively −(−u)∗ ∈ X ).

Note that assumption (vii) is needed only in the proof of Theorem 8 below.

Proposition 6 Let X be an admissible function space such that for any v ∈ X the
functions v+ = max(v, 0) and v− = min(v, 0) belong to X . Assume that 1 < p < N and
(C1) holds. If u ∈ X is a solution of (Pλ) for some λ > 0, then u does not change sign.

Proof. This is a simple consequence of scaling. Indeed, let u be as above. It is clear
that V (u+) + V (u−) = V (u) = λ and J(u+) + J(u−) = J(u). If V (u−) < 0, then

necessarily V (u+) > λ. For σ =
(

λ
V (u+)

) 1
N ∈ (0, 1) we have V ((u+)σ) = σNV (u+) =

λ and J((u+)σ) = σN−pJ(u+) ≤ σN−pJ(u) < J(u), contradicting the fact that u is
a minimizer. Thus necessarily V (u−) ≥ 0. In the same way V (u+) ≥ 0, therefore
V (u−), V (u+) ∈ [0, λ]. Using inequality (3) (which trivially holds if V (v) = 0), we get

Tλ
N−p

N = J(u) = J(u+) + J(u−) ≥ TV (u+)
N−p

N + TV (u−)
N−p

N ,

which gives

1 ≥
(

V (u+)
λ

)N−p
N

+
(

V (u−)
λ

)N−p
N

. (10)

Since V (u+)+V (u−) = λ, (10) implies that either V (u+) = 0 or V (u−) = 0. If V (u−) = 0
and V (u+) = λ we see that u+ satisfies the constraint and

J(u+) = J(u)− J(u−) ≤ J(u). (11)
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Since u is a minimizer, we must have equality in (11) and this gives J(u−) = 0, hence
u− = 0 and u = u+ ≥ 0. Similarly V (u+) = 0 implies u = u− ≤ 0. 2

Proposition 7 Let an admissible space X satisfy the condition (vi). Assume that p = N
and (D1) holds. We have:

(a) if G < 0 on [−ε, 0) ∪ (0, ε] for some ε > 0, then u ∈ X is a minimizer of (P ′0) if
and only if it solves the problem

minimize J(v) in the set { v ∈ X | v 6= 0, V (v) ≥ 0}; (P ′′0 )

(b) if G > 0 on [−ε, 0) ∪ (0, ε], then u ∈ X solves (P ′0) if and only if it solves the
problem

minimize J(v) in the set { v ∈ X | v 6= 0, V (v) ≤ 0}. (P ′′′0 )

Moreover, any minimizer of (P ′′0 ) or (P ′′′0 ) does not change sign.

Proof. It clearly suffices to prove (a).
Consider v ∈ X such that v ≥ 0 a.e. and V (v) > 0. For t ≥ 0 we define vt(x) =

min(v(x), t). By (vi) we have vt ∈ X . We claim that there exists t∗ > 0 such that
V (vt∗) = 0.

The continuity of G, properties (i) and (iii) in the definition of admissible spaces and

the dominated convergence theorem imply that the mapping t 7→ V (vt) =
∫

RN
G(vt(x)) dx

is continuous on (0,∞). Since G(vε(x)) < 0 whenever v(x) 6= 0 and we cannot have
v(x) = 0 a.e. because V (v) > 0, we infer that V (vε) < 0.

We claim that there exists t0 > ε such that V (vt0) > 0. Two situations may occur:
Case 1. There exists an increasing sequence tn →∞ such that {G(tn)}∞n=1 is bounded

from below. Let m = infn≥1 G(tn). By dominated convergence we get

V (vtn)−V (v) =
∫

{v≥tn}
G(tn)−G(v(x)) dx ≥

∫

{v≥tn}
m−G(v(x)) dx −→ 0 as n −→∞;

hence V (vtn) ≥ 1
2V (v) > 0 for n sufficiently large.

Case 2. G(s) −→ −∞ as s −→ ∞. Then, since v ≥ 0 a.e. and V (v) > 0, we see
that the set A = {s > 0 | G(s) > 0} is nonempty. Let M = supA < ∞. It follows that
G(s) ≤ 0 for s ≥ M . It is clear that M > ε and V (vM ) ≥ V (v) > 0. The claim is thus
proved.

Now the continuity of the mapping t 7−→ V (vt) implies that there exists t∗ ∈ (ε, t0)
such that V (vt∗) = 0. Similarly, if w ∈ X , w ≤ 0 a.e. and V (w) > 0 there is some t̃ > 0
such that V (−(−w)t̃) = 0.

Next let u0 ∈ X be a minimizer of (P ′0). Suppose V (u) > 0 for some u ∈ X . Then at
least one of the quantities V (u+) and V (u−) is positive. If V (u+) > 0, take t∗ > 0 such
that V (ut∗

+ ) = 0. We have ut∗
+ ∈ X \ {0} and

J(u) ≥ J(u+) ≥ J(ut∗
+ ) ≥ J(u0) = T0. (12)

Hence inf{J(u) | u ∈ X , u 6= 0, V (u) ≥ 0} = J(u0) = T0 and u0 is a solution of (P ′′0 ).
Conversely, assume that u is a solution of (P ′′0 ). We prove that

V (u+) = V (u−) = V (u) = 0. (13)
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We argue again by contradiction. If (13) does not hold, the inequality V (u+) + V (u−) =
V (u) ≥ 0 implies that at least one of the quantities V (u+) and V (u−) must be positive.
Suppose that V (u+) > 0. As above we find t∗ > 0 such that V (ut∗

+ ) = 0 and then
(12) holds for u. Moreover, since u is a minimizer of (P ′′0 ) we have J(u) ≤ T0 and
therefore all inequalities in (12) are in fact equalities. But J(u+) = J(ut∗

+ ) implies∫

{u>t∗}
|∇u|p dx = 0, hence ∇u = 0 a.e. on {u > t∗} which gives ∇((u − t∗)+) = 0 a.e.

and we infer that (u − t∗)+ = 0 a.e., that is u ≤ t∗ a.e. Then we have u+ = ut∗
+ and

consequently V (u+) = V (ut∗
+ ) = 0, contrary to our assumption. We argue similarly if

V (u−) > 0 and (13) is proved. Since V (u) = 0 and J(u) = T0 = J(u0), we see that u
solves (P ′0).

Lastly we show that if u is a minimizer of (P ′′0 ), then either u+ = 0 a.e. or u− = 0
a.e. (but we cannot have u+ = u− = 0 a.e. because J(u) = T0 > 0). Indeed, if u+ 6= 0
and u− 6= 0, (13) would imply J(u+) ≥ T0 and J(u−) ≥ T0 and this would give

T0 = J(u) = J(u+) + J(u−) ≥ 2T0 > 0,

which is a contradiction. This completes the proof. 2

Next we prove the monotonicity of scalar minimizers.

Theorem 8 Let X be an admissible space satisfying the conditions (vi) and (vii). We
assume that conditions (C1)-(C3) hold if 1 < p < N , respectively conditions (D1)-(D3)
hold if p = N . In the case p = N , we also assume that there exists ε > 0 such that either
G > 0 or G < 0 on [−ε, 0) ∪ (0, ε]. Then any least energy solution u of (1) such that
lim|x|→∞ u(x) = 0 is, up to a translation, radially symmetric and monotone with respect
to r = |x| ∈ [0,∞).

Proof. Symmetry follows directly from Propositions 3 and 4. Hence there is a function
ũ : [0,∞) −→ R such that u(x) = ũ(|x|) = ũ(r). From Lemma 1 and Proposition 4 we
know that any least energy solution is a minimizer of (Pλ) for some λ > 0, respectively of
(P ′0). We will show that whenever u(x) = ũ(r) solves one of these minimization problems
and tends to zero at infinity, ũ is monotone on [0,∞). The proof relies on Lemma 9 below.
The first part of this Lemma is well known and the second part is a simple consequence
of Lemma 3.2 p. 163 in [6].

Lemma 9 ([6]) Let w be a nonnegative measurable function defined on RN such that
for any t > 0 the function (w− t)+ belongs to W 1,p(RN ) and has compact support. Then
we have ∫

RN
|∇w∗|p dx ≤

∫

RN
|∇w|p dx. (14)

Moreover, if equality holds in (14) then for any t ∈ (0, sup ess(w)) the level set {x ∈
RN | w(x) > t} is equivalent to a ball.

Now let u be as above. From Proposition 6 and Proposition 7, we know that u has
constant sign; hence we may assume that u ≥ 0. Since u ∈ C1 and lim|x|→∞ u(x) = 0,

we see that u is bounded and (u − t)+ belongs to W 1,p(RN ) and has compact support
for any t > 0. By assumption (vii) we have u∗ ∈ X . It is clear that V (u∗) = V (u),
u∗ 6= 0 if u 6= 0, and Lemma 9 implies that J(u∗) ≤ J(u). Since u is a minimizer of (Pλ)
(respectively of (P ′0)), we have necessarily J(u) ≤ J(u∗), and hence J(u) = J(u∗). Using
Lemma 9 again we infer that for any t ∈ (0, sup(u)), the set Et = {x ∈ RN | u(x) > t} is
equivalent to a ball.

9



If ũ is not nonincreasing, there exist 0 ≤ r1 < r2 such that 0 < ũ(r1) < ũ(r2). Since
ũ(x) −→ 0 as |x| −→ ∞, there exists r3 > r2 such that u(r3) = u(r1). Denoting a = u(r1)
and b = u(r2), we see that for any t ∈ (a, b), Et is nonempty and is not equivalent to a
ball, which is a contradiction. This completes the proof of Theorem 8. 2

4 Some remarks and examples

Remark 10 In the scalar case m = 1 it is well known (see for example the Introduction
of [5]) that if g is odd then any least energy solution has a constant sign. In Remark
II.6 of [12], Lions raised the question (for p = 2 and N ≥ 3) whether this remains true
without assuming g odd. Proposition 6 gives an affirmative answer for any 1 < p < N
and Proposition 7, under some mild additional assumptions, for p = N . Previous partial
results were obtained by Brock [5], using rearrangement arguments, assuming that 1 <
p ≤ 2, the minimizer u satisfies u(x) −→ 0 as |x| → ∞ and g ∈ C0,p−1(R). Nothing was
proved for p > 2.

Remark 11 If N ≥ 3, p = 2, m = 1 and under the assumption that g is odd, the
existence of least energy solutions for (1) has been proved in [1] by showing that problem
(P1) admits a minimizer. The minimizer found in [1] was radial by construction, but it
was not known whether all least energy solutions were radially symmetric. The existence
of a minimizer for (P1) without the oddness assumption on g has also been proved in
[12], but nothing was known about the symmetry or the sign of such minimizers. Our
results imply that any least energy solution is radially symmetric, has constant sign and
is monotone with respect to the radial variable, no matter whether g is odd or not.

In the case N ≥ 2, p = 2, m ∈ N∗, the existence of least energy solutions is also
known (see [3] for general results, historical notes, comments and further references). If
N > 2, the existence of a minimizer for (Pλ) and the existence of least energy solutions
have been proved in [3] under very general assumptions on the functions gi. It has also
been shown that the solutions are smooth (Theorem 2.3 p. 105 in [3]) and satisfy the
Pohozaev identity (Lemma 2.4 p. 104 in [3]). However, as already mentioned in [3] p.
99, the existence of radially symmetric least energy solutions was not clear. Indeed, the
Schwarz symmetrization that lead to a radial minimizer in [1] could not be used in [3]
because of the general assumptions on the nonlinearity made there. In fact, it is known
that the Schwarz rearrangements may be used for systems only if the nonlinearity satisfies
a cooperative condition.

Proposition 3 above implies that all least energy solutions of the system considered
in [3] are radially symmetric.

If N = 2 and G(ξ) < 0 for 0 < |ξ| ≤ ε, the existence of least energy solutions and
the existence of minimizers for (P ′0) have been proved in [2, 3]. It has also been shown
that such solutions are smooth, satisfy the Pohozaev identity and tend to 0 as |x| −→ ∞.
Therefore Proposition 4 implies that any least energy solution is radially symmetric.

We have to mention that if p = 2 and if the minimizers of (Pλ) satisfy a unique
continuation principle, it has already been proved in [13] that any minimizer is radially
symmetric (modulo translation). In [13] no cooperative condition is required when m ≥ 2
but using a unique continuation principle require in particular g to be C1. Our results are
still valid when a unique continuation principle fails (e.g., for minimizers with compact
support). Note that compactly supported minimizers may occur in some applications
(cf. Theorem 3.2 (ii) p. 111 in [3]; see also [15] for such an example). In the scalar case
m = 1, [13] does not say anything about the sign of the minimizers.
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However, in the case p = 2 and N ≥ 3, the symmetry, positivity and monotonicity
of minimizers for problem (Pλ) have been proved in [10] in the ”zero-mass case” (that
is, when g(0) = g′(0) = 0). The proofs in [10] rely on some sharp estimates of the decay
of solutions at infinity (which are a consequence of the ”zero-mass” condition) and on
a result in [6]. Note that in [10] it is not assumed that g is continuous on R, but it is
assumed that g ≥ 0 on (0,∞) and g ≤ 0 on (−∞, 0), respectively.

Remark 12 If 1 < p < N and m = 1, it has been proved in [9], under general condi-
tions on g, that problem (Pλ) admits minimizers (thus (1) has least energy solutions).
The minimizers found in [9] were radially symmetric by construction. It follows from
Proposition 3 that any least energy solution is radially symmetric.

If, in addition to the assumptions of Theorem 8, it is assumed that g is locally Lipschitz
on (0,∞) and non-increasing on some interval (0, s0) and 1 < p < 2, it has been proved
in [8] that any nonnegative solution of (1) is radially symmetric and that u(x) = ũ(|x|)
satisfies ũ′(r) < 0 whenever r > 0 and ũ(r) > 0. The same result is true when p > 2 if it
is assumed in addition that the critical set of the solution u is reduced to one point (see
[16]). These assumptions are not necessary for us but, of course, we only deal with least
energy solutions.

Remark 13 (i) The symmetry results in Section 2 hold without any change if we replace

the functional J by a functional of the form
∫

RN

m∑

i=1

Ai(u,∇ui)dx where ξ → Ai(u, ξ) is

p-homogeneous for any i = 1, ..., m.

(ii) Our method still works for more general functionals of the form

J̃(u) =
1
p

∫

RN
|x|α

m∑

i=1

Ai(u)|∇ui|p dx and Ṽ (u) =
∫

RN
|x|βG(u) dx.

In this case, using Theorem 1 in [15], we obtain that minimizers (and the corresponding
minimum action solutions) are axially symmetric.

Functionals of this type appear, e.g., in the Caffarelli-Kohn-Nirenberg problem (which

consists in minimizing
∫

RN
|∇u|q|x|−aq dx under the constraint

∫

RN
|u|p|x|−bp dx = const.,

where q > 1, p > 1, a ≤ b < N
q and 0 < 1

q − 1
p = 1+a−b

N ). It has been proved that min-
imizers for this problem exist and, in general, are not radially symmetric (see [4] and
references therein).
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