A MEAN-FIELD FOREST-FIRE MODEL

XAVIER BRESSAUD AND NICOLAS FOURNIER

ABSTRACT. We consider a family of discrete coagulation-fragmentation equa-
tions closely related to the one-dimensional forest-fire model of statistical me-
chanics: each pair of particles with masses 7, j € N merge together at rate 2 to
produce a single particle with mass ¢+ j, and each particle with mass i breaks
into 4 particles with mass 1 at rate (¢ —1)/n. The (large) parameter n controls
the rate of ignition and there is also an acceleration factor (depending on the
total number of particles) in front of the coagulation term. We prove that for
each n € N, such a model has a unique equilibrium state and study in details
the asymptotics of this equilibrium as n — oco: (I) the distribution of the mass
of a typical particle goes to the law of the number of leaves of a critical binary
Galton-Watson tree, (II) the distribution of the mass of a typical size-biased
particle converges, after rescaling, to a limit profile, which we write explicitly
in terms of the zeroes of the Airy function and its derivative. We also indicate
how to simulate perfectly a typical particle and a size-biased typical particle
by pruning some random trees.

1. INTRODUCTION

1.1. The forest-fire model. The forest-fire model of statistical mechanics has
been introduced by Henley [23] and Drossel-Schwabl [17] in the context of self-
organized criticality. From the rigorous point of view, the one-dimensional forest-
fire model has been studied by Van den Berg-Jarai [7], Brouwer-Pennanen [12] and
by the authors [9, 10]. We refer to the introduction of [10] for many details.

Let us now describe the one-dimensional forest-fire model: on each site of Z,
seeds fall at rate 1 and matches fall at rate 1/n, for some (large) n € N. Each time
a seed falls on a vacant site, this site immediately becomes occupied (by a tree).
Each time a match falls on an occupied site, it immediately burns the corresponding
occupied connected component.

From the point of view of self-organized criticality, it is interesting to study what
happens when n increases to infinity. Then matches are very rare, but tree clusters
are huge before they burn. In [9], we have established that after normalization, the
forest-fire process converges, as n — 0o, to a scaling limit.

1.2. A related mean-field model. We now introduce a mean-field model for-
mally related to the forest-fire process, see [8, Section 6] for a similar study when
n = 1. Assume that each edge of Z has mass 1. Say that two adjacent edges (i—1,1)
and (i,i+ 1) are glued if the site i is occupied. Then adjacent clusters coalesce at
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rate 1 and each cluster with mass k (containing k edges and k — 1 sites) breaks up
into k clusters with mass 1 at rate (k — 1)/n.

We assign mass to edges rather than sites to preserve mass at each event. As-
signing mass to sites would lead to non conservative dynamics.

Denote by ¢} (t) the concentration (number per unit of length) of clusters with
mass k > 1 at time ¢ > 0. Then the total mass should satisfy >, kcjl(t) =1
for all + > 0. Neglecting correlations (which is far from being justified), the family
(cp(t))¢>0,k>1 would satisfy the following system of differential equations called
(CF,):

(1) () = —20(0) + - S k(k— Ve (1)
k>2
d 1 k—1

@ b0 == @+ (= Dk + o ST ek ) (k22
The first term on the RHS of (1) expresses that a cluster with mass 1 disappears at
rate 2 (because it glues with each of its two neighbors at rate 1); the second term
on the RHS of (1) says that k clusters with mass 1 appear each time a cluster with
mass k takes fire, which occurs at rate (k — 1)/n. The first term on the RHS of
(2) explains that a cluster with mass k disappears at rate 2 + (k — 1)/n (because
it glues with each of its two neighbors at rate 1 and takes fire at rate (k — 1)/n).
Finally, the second term on the RHS of (2) says that when a seed falls between two
clusters with masses ¢ and k — 7, a cluster with mass k appears. The number per
unit of length of pairs of neighbor clusters with masses ¢« and k& — ¢ is nothing but

e (t)eg_;(t)/ > >, ¢ (t). Here we implicitly use an independence argument which
is not valid for the true forest-fire model.

The system (1)-(2) can almost be seen as a special coagulation-fragmentation
equation, see e.g. Aizenman-Bak [1] and Carr [13], where particles with masses i
and j coalesce at constant rate K (i,j) = 2 and where particles with mass i > 2
break up into i particles with mass 1 at rate F(i;1,...,1) = (i — 1)/n. However
there is the acceleration factor 1/ ,-, ¢/'(t) in front of the coagulation term.

1.3. On the link between the two models. The link between (C'F,,) and the
forest-fire model is only formal. Observe however that if there are only seeds or
only matches, then the link is rigorous.

(i) Assume that all sites of Z are initially vacant and that seeds fall on each site
of Z at rate 1, so that each site is occupied at time ¢ with probability 1 —e™t. Call
pr(t) the probability that the edge (0, 1) belongs to a cluster with mass k at time ¢.
A simple computation shows that py(t) = k(1 —e~*)*~1e=2t. By space stationarity,
the concentration ¢ (t) of particles with mass k at time ¢ satisfies ¢ (t) = pr(t)/k =
(1 — e t)*=1e=2 Then one easily checks that the family (cj (¢ ))kZLtZO satisfies

(1)-(2) with no fragmentation term (i.e. n = c0).

(i) The fragmentation term is linear and generates a priori no correlation. As-
sume that the successive masses of the clusters are initially distributed as a station-
ary renewal process with concentrations (¢x(0))k>1. In particular, the edge (0,1)
belongs to a cluster with mass k with probability kci(0). Assume also that only
matches fall, at rate 1/n on each site. Then the probability pi(t) that the edge (0,1)
belongs to a cluster with mass k at time ¢ is simply given by py(t) = ke, (O)e’(k’l)t/”
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if k > 2 (here e~ (*~1*/™ is the probability that no match has fallen on our cluster be-
fore time t) and P1 (t) =C1 (0)+Zk22 kck (0)[176*(76*1”/71]' Writing Ch (t) = pr (t)/k
as previously, we see that the family (¢ (¢))r>1,>0 satisfies the fragmentation equa-
tions Ley(t) =n~? > ks2 k(k —1)ek(t) and, for k > 2, Lep(t) = —n=Hk —1)ck(t).

When one takes into account both coalescence and fragmentation, the rigorous
link between the two models breaks down: in the true forest-fire model, fragmen-
tation (fires) produces small clusters which are close to each other, so that a small
cluster has more chance to have small clusters as coalescence partners. However,
we have seen numerically in [8, Section 6] that at equilibrium, in the special case
where n = 1, the two models are very close to each other.

1.4. Motivation. Initially, the motivation of the present study was to decide if (1)-
(2) is a good approximation of the true forest-fire model, at least from a qualitative
point of view: do we have the same scales and same features (as n — oc0)? We
will see that this is not really the case. However, we believe that (1)-(2) is a very
interesting model, at least theoretically, since

e many explicit computations are possible for (1)-(2), as n — oo,

e we observe self-organized criticality,

e we show that two interesting points of view (size-biased and non size-biased
particles’ mass distribution) lead to quite different conclusions.

1.5. Summary of the main results of the paper. We show in this paper the
existence of a unique equilibrium state (c}!)r>1 with total mass ), ., ke =1 for
(CF,), for each n > 1 fixed and we study the asymptotics of rare fires n — co.

(I) We show that the particles’ mass distribution (p})g>1, defined by p =
cr/ D >1 ¢ goes weakly to the law (py)r>1 of the number of leaves of a critical
binary Galton-Watson tree, which is explicit and satisfies py ~ (2/7k%/2)~! as
k — o0

(IT) We prove that the size-biased particles’ mass distribution (kc})r>1 goes
weakly to, after normalization of the masses by n=2/3, to a continuous limit profile
(we(2))ze(0,00) With total mass 1, for which we have two explicit expressions: the
first one involves the zeroes of the Airy function and its derivative, while the Laplace
transform of the Brownian excursion’s area appears in the second one. Furthermore,
we check that c(x) ~ k1273/? as  — 0 and ¢(x) ~ Koe 3% as x — oo, for some
positive explicit constants k1, ks, K3.

(IIT) We also explain how to simulate perfectly, for n > 1 fixed, a random
variable X,, with law (p}!)x>1 and a random variable Y;, with law (kc})i>1, using
some pruned Galton-Watson trees.

Let us discuss briefly points (I) and (II). The particles’ mass distribution is,
roughly, the law of the mass of a particle chosen uniformly at random. The size-
biased particles’ mass distribution is, roughly, the law of the mass of the particle
containing a given atom, this atom being chosen uniformly at random (think that
a particle with mass k is composed of k atoms).

Point (T) says that if one picks a particle at random, then its mass X, is finite
(uniformly in n) and goes in law, as n — 00, to a critical probability distribution
(with infinite expectation). Point (II) says that if one picks an atom at random,
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then the mass Y;, of the particle including this atom is of order n?/? and n=2/3Y,,
goes in law to an explicit probability distribution with moments of all orders.

1.6. Comments. Let us now comment on these results.

(a) Self-organized criticality, see Bak-Tang-Wiesenfield [6] and Henley [23], is a
popular concept in physics. The main idea is the following: in statistical mechanics,
there are often some critical parameters, for which special features occur. Consider
e.g. the case of percolation in Z?, see Grimmett [22]: for p € (0, 1) fixed, open each
edge independently with probability p. There is a critical parameter p. € (0,1)
such that for p < p., there is a.s. no infinite open path, while for p > p., there is
a.s. one infinite open path. If p < p., all the open paths are small (the cluster-size
distribution has an exponential decay). If p > p., there is only one infinite open
cluster, which is huge, and all the finite open paths are small. But if p = p., there
are some large finite open paths (with a heavy tail distribution). And it seems that
such phenomena, reminiscent from criticality, sometimes occur in nature, where
nobody is here to finely tune the parameters. Hence one looks for models in which
criticality occurs naturally. We refer to the introduction of [10] for many details.

(b) Thus we observe here self-organized criticality for the particles’ mass distri-
bution, since the limit distribution (px)r>1 has a heavy tail and is indeed related
to a critical binary Galton-Watson process. Observe that point (I) is quite strange
at first glance. Indeed, when n — oo, the time-dependent equations (1)-(2) tend to
some coagulation equations without fragmentation, for which there is no equilibrium
(because all the particles’ masses tend to infinity). However, the equilibrium state
for (1)-(2) tends to some non-trivial equilibrium state as n — oo. This is quite sur-
prising: the limit (as n — o) of the equilibrium is not the equilibrium of the limit.
Observe that this is indeed self-organized criticality: the critical Galton-Watson
tree appears automatically in the limit n — oco. A possible heuristic argument is
that in some sense, in the limit n — oo, only infinite clusters are destroyed. We
thus let clusters grow as much as they want, but we do not let them become infinite.
Thus the system reaches by itself a critical state.

(c) For the size-biased particles’ mass distribution, we observe no self-organized
criticality, since the limit profile has an exponential decay. The two points of view
(size-biased or not) seem interesting and our results show that they really enjoy
different features. Let us insist on the fact that the particles’ mass distribution
converges without rescaling, while the size-biased particles’ mass distribution con-
verges after rescaling. This is due to the fact that there are many small particles
and very few very large particles, so that when one picks a particle at random, we
get a rather small particle, while when one picks an atom at random, it belongs to
a rather large particle. Mathematically, since the limiting particles’ mass distribu-
tion has no expectation, it is no more possible to write properly the corresponding
size-biased distribution: a normalization is necessary.

(d) Let us mention the paper of Rath-Téth [28], who consider a forest-fire model
on the complete graph. In a suitable regime, they obtain the same critical distri-
bution (pg)r>1 as we do (see [28, Formula (14)]). But in their case, this is the limit
of the size-biased particles’ mass distribution. Their model rather corresponds to
the case of a multiplicative coagulation kernel (clusters of masses k and [ coalesce
at rate kl). Hence we exhibit, in some sense, a link between the Smoluchowski
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equation with constant kernel and the Smoluchowski equation with multiplicative
kernel. See Remark 8 for a precise statement. In the same spirit, recall the link
found by Deaconu-Tanré [16] between multiplicative and additive coalescence.

(e) For the true forest-fire process, we proved in [9] the presence of macroscopic
clusters, with masses of order n/logn and of microscopic clusters, with masses of
order n*, for all values of z € [0, 1). Here the scales are thus very different. But there
might be a (quite unclear) similarity: the asymptotic size-biased particle’s mass
distribution is singular at 0 (which expresses the presence of very small particles).

(f) The trend to equilibrium for coagulation-fragmentation equations has been
much studied, see e.g. Aizenman-Bak [1], Whittle [31] and Carr [13], under a
reversibility condition, often called detailed balance condition. Such a reversibil-
ity assumption cannot hold here, because particles merge by pairs and break into
an arbitrary large number of smaller clusters. Without reversibility, much less is
known: a special case has been studied by Dubowski-Stewart [18] and a general
result has been obtained in [19] under a smallness condition saying that fragmen-
tation is much stronger than coalescence. None of the above results may apply to
the present model (at least for n slightly large). For the specific model under study
we are only able to prove the exitence and uniqueness of the equilibrium. Despite
much effort, we have not been able to check the convergence to equilibrium.

1.7. Outline of the paper. The next section is devoted to the precise statement
of points (I) and (II). Section 3 contains the proofs of points (I) and (II), which are
purely analytic. Using discrete pruned random trees, we indicate how to simulate
perfectly a typical particle and a size-biased typical particle in Section 4.

1.8. Probabilistic interpretation of point (II). Let us finally mention that in
an unpublished longer version of the present paper [11], we tried to understand
why the Brownian excursion arises in point (II), see Theorem 4 below. The main
idea is that that the pruned Galton-Watson tree of which the number of leaves is
(kcl)g>1-distributed has a scaling limit, which is nothing but a pruned version of
the famous self-similar continuum random tree of Aldous [2, 3, 4]. The CRT is
closely linked to the Brownian excursion.

Our pruning procedure is as follows: we consider a self-similar CRT, we choose
leaves at random according to a Poisson measure with intensity d(z)v(dz), where
v is the uniform measure on leaves and, for z a leave, d(z) is its distance from the
root. These leaves send a cut-point, chosen uniformly on its branch (joining it to
the root). Then we prune according to these cut-points, in a suitable order. The
cut-points sent by leaves belonging to subtrees previously pruned are deactivated.

We have observed two noticeable features, although we do not really know what
to do with them. (i) Conditionally on the pruned CRT, the final cut-points are
Poisson distributed on the boundary. (ii) The contour of the pruned CRT is a
diffusion process, which is quite noticeable and relies on our special pruning proce-
dure. Furthermore, this diffusion process enjoys the strange property that its drift
coefficient equals the Laplace exponent of its inverse local time at 0.
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2. PRECISE STATEMENTS OF THE RESULTS
For a [0, 00)-valued sequence u = (uy)r>1 and for ¢ > 0, we put
m;(u) == Z klug,.
k>1

Definition 1. Let n € N. A sequence c" = (c}!)x>1 of nonnegative real numbers
is said to solve (Ey) if it is an equilibrium state for (C'F,) with total mass 1:

3) ma(c") =1,

k—1 1
4 24 )c”: g ciep_; (kE>2).
( ) ( n k mo(c") P k ( )
Observe that it then automatically holds that

n 1 n ma (cn) -1
(5) 2c) = - E k(k—1)ep = —

k>2
which is the stationary version of (1).

To check this last claim, multiply (4) by k, sum for & > 2, use (3) and that

k—1 n .n k—1/. > n _n n N el
Zk22 ki) cich_; = 2@2 Y i+ k—i)ctep_; = 2Zk,l21 kegel = 2mo(c™).
One finds 2(1 — ¢}) + [ma(c™) — 1]/n = 2, from which (5) readily follows.

To state our main results, we need some background on the Airy function Ai.
We refer to Janson [24, p 94] and the references therein. Recall that for z € R,
Ai(z) = 71 [;7 cos(t?/3 + wt)dt is the unique solution, up to normalization, to
the differential equation Ai”(z) = zAi(z) that is bounded for z > 0. It extends
to an entire function. All the zeroes of the Airy function and its derivative lie on
negative real axis. Let us denote by a} < 0 the largest negative zero of Ai’ and by
<- < ag < az < a; < 0 the ordered zeroes of Ai. We know that |a1] ~ 2.338 and
|a}| =~ 1.019, see Finch [21]. We also know that |a;| ~ (375/2)%/% as j — oo, see
Janson [24, p 94].

Theorem 2. (i) For each n € N, (E,) has a unique solution ¢" = (¢} )k>1.
(ii) As n — oo, there hold

1 n2/3

mo(c") ~ ——=, ma(c") ~ —.

|aj [n'/® a4

In some sense, mq(c™) stands for the total concentration and mg(c™) stands for
the mean mass of (size-biased) clusters. For any fixed [ > 0, we also have shown
that myi1(c™) ~ Mn2Y3 for some positive constant M;, see Lemma 9 below.

Let us explain roughly these scales. Since mq(c™) is the mean of the mass of
a typical (size-biased) particle while ms(¢™) is the mean of its square, one might
expect that ms(c") =~ (m2(c"))?. By =, we mean nothing rigorous, only that
ms(c™) and (ma(c™))? might have the same order of magnitude as n — co. But some
easy computations using (3), (4) and (5) show that ma(c™) = (n — 1)mo(c™) and
ms(c™) = 2ma(c™)—1+2n/mo(c™). Assuming that mg(c") is small and that ma(c")
is large, we thus find ma(c™) ~ nmg(c) and (mz(c?))? ~ ms(c™) ~ n/mo(c"), from
which one easily concludes that ma(c™) ~ n?/3 and mg(c™) ~n~1/3,
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Theorem 3. For each n > 1, consider the unique solution (c}t)p>1 to (Ey)
and the corresponding particles’ mass probability distribution (p)k>1 defined by
Py = c/mo(c™). There holds

. n _ 2 [(2k-2
nh_{goélpk—pkl—& where Pk-—m(kl)-

The sequence (pg)r>1 is the unique nonnegative solution to

k—1
1
(6) > k=1, pk=52p¢pk_i (k>2).
k>1 i=1
There holds, as k — oo,
1
7 ~—.
(7) Nk

Formally, divide (4) by mo(c™) and make n tend to infinity: one gets 2p, =

Zf 11 pipk—; for all kK > 2. What is much more difficult (and quite surprising) is
to establish that no mass is lost at the limit. Observe that (6) may be rewritten

dis1pipe = (1/2) Zl 1 Pipk—; (for all k > 2), which corresponds to an equilib-
rium for a coagulation equation with constant kernel. This is quite strange, since
coagulation is a monotonic process, for which no equilibrium should exist. The
point is that in some sense, infinite particles are broken into particles with mass 1,
in such a way that >, pr = 1. Finally, we mention that (pj)x>1 is the law of the
number of leaves of a critical binary Galton-Watson tree, which will be interpreted
in Section 4.

Theorem 4. For each n > 1, consider the unique solution (c}t)r>1 to (E,) and
the corresponding size-biased particles’” mass probability distribution (kc})g>1. For
any ¢ € C([0,00)) with at most polynomial growth, there holds

n2/3
nl;n;OZqﬁ k)key / o(x)ze(x)de,
k>1
where the profile ¢ : (0,00) — (0,00) is defined, for x >0, by
c(x) = |ay| " exp (lat|z) Y exp (—|ayle).
j=1

The profile ¢ is of class C> on (0,00), has total mass [~ xc(z)de =1 and
) xiO 1

2\/7|a} |x3/?
For any ¢ € C*(]0,00)) such that ¢ and ¢’ have at most polynomial growth,

) 2lal] / / oz + y) — da)]e(x)e(y)dydz = /Om:c2[¢<w>—¢<o>1c<w>dx.

Denote by Bex is the integral of the normalized Brownian excursion, see Revuz-Yor
[29, Chapter XII]. For all x > 0,

_ exp(lafz) o1 5928,
o(z) = 2\/E|a’1|:c3/2IE [e } '

c(x and c(x) " |ay | exp ((Jay] — Jar))z).
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Finally, for all q € (a1 — a},00) (recall that a1 —a} < 0),

> —Ai'(q +a})
9 Kq::/ 1— e ®e(z)dy = — "L
) 0= Jy e A = i v a)

Since the mean mass of a typical (size-biased) particle is of order n?/3 by Theorem
2-(ii), it is natural to rescale the particles’ masses by a factor n~2/3. Here we state
that under this scale, there is indeed a limit profile and we give some information
about this profile.

3. PROOFS

For each n € N, we introduce the sequence (o} )r>1, defined recursively by

k—1
(10) ot =1, (2+(k71)/n)a2:204?0427i (k> 2).

We also introduce its generating function f,,, defined for ¢ > 0 by
(11) fala) = afd".
E>1
Obviously, f,, is increasing on [0,00) and takes its values in [0,00) U {oo}. The

unique solution to (E,) can be expressed in terms of this sequence.

Lemma 5. Fiz n € N. Assume that there exists a (necessarily unique) q, > 0
such that fn(qn) = 1. Assume furthermore that f)(q,) < oco. Then there is a
unique solution to (E,) and it is given by
(12) i =akan "/ filan) (k> 1).

Furthermore, there holds mo(c™) = 1/(qn 1 (qn))-

Proof. We break the proof into 3 steps.
Step 1. A simple computation shows that for any fixed r > 0, > 0, the sequence
defined recursively by
=
po=a, 2+ (k-1)/n)ys = - Z;yz-yk_i (k>2)
i
is given by y, = allz(x/r)kL.

Step 2. Consider a solution (¢})k>1 to (E,). Then due to (4) and Step 1 (write
r=mgp(c") and & = c}'), cf = ac(ct/mo(c™))*~L. We deduce that

1 k
= oy Dok = D 0k o) = fuleh/molc"),
k>1 E>1
Consequently, ¢}'/mo(c”) = gn, whence cf = a}jc?qul. Next we know that

ma(c") =1, so that f},(gn) = > _p5, kalgk=t = mq(c")/c} = 1/c}. Consequently,
¢ =1/fl(gn) and thus ¢ = afq"=1/f!(q,) as desired.

Step 3. Let us finally check that ¢™ as defined by (12) is indeed solution to (E,,)
and that it satisfies mo(c") = 1/(gn f},(¢n)). First,

mo(c") =

1 Z n k—1 __ fn(Qn) o 1

Falan) & T e aafalan)
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Next, (3) hOldS, since
1 n }/ dn
7”,1(0 ) = —) E ko k=1 —n( ) =1.

dn -
Falan) 7" Fi(an)
Rewriting ¢f = afz(x/r)*1 with @ = 1/f/(q,) and r = 1/(gnfh(qn)), Step 1
implies that for k > 2,
k—1 k—1

1
2+ (k= 1)/n) e} = aufnlan) D clchy = ——< > el

i=1 mo(c") =
whence (4). O

To go on, we need some background on Bessel functions of the first kind. Recall
that for £ > 0 and z € C,

ok (—1)l22
1 _EN 2
(13) T(2) = 55 2 A+ k)]
1>0
We have the following recurrence relations, see [5, Section 4.6]: for k > 0, z € R,
k
(14) Ji(z) = —Ji(@) = Jp41(2)
2(k+1
(15) Joaale) = D g @) — i),
d
(16) T (zk"'leJrl(:c)) = "L (2).

It is known, see [5, Section 4.14], that all the zeroes of J; and Jj, are real. For
all k£ > 1, we denote by jj the first positive zero of Jj and by j;, the first positive
zero of Jj,. The sequence (ji)r>0 is increasing, see [5, Section 4.14]. Furthermore,
0 < jj, < ji for all & > 1, see [20, page 3]. We will also use that there exists a
constant C' > 0 such that for all k > 1, see [20, pages 2-3],

(17) k427300 B3 < gt < k4 27Y3]a) [KY3 + Ok,
where a} is, as previously defined, the largest negative zero of Ai’.

Lemma 6. Let n € N be fized. The radius of convergence of the power series
fn defined by (11) is vy, = (jon—1/(2n))%/2. For all x € [0,7,,), there holds

- Jgn(2n\/ﬁ)
(18) Inl@) = V2w )

There exists a unique g, € (0,7y,) such that fn(q,) = 1. There holds f}(qn) =
(n/gn)(2gn, — 1+ 1/n) € (0,00). Finally, as n — oo,

1
G =5 |1+ lasIn=22] + O ~).

Proof. We fix n € N and divide the proof into five steps.

Step 1. Put s, = (jan—1/(2n))?/2. By definition of ja,_1 and since Ja,_1 is odd
on R and has no complex zeroes, Ja,_1 (Qnm) does not vanish on {0 < |z| < s, } C
C. We thus may define g, (2) := V22.Ja, (2nV22) / Jan_1(2nV/22) on {0 < |z| < sp}.
Using (13), one easily checks that, as z — 0, g,(z) ~ z, so that finally, g,(z) is
holomorphic on the disc {|z| < s,}. Write gn(2) = 3,5, 802", Since gn(z) ~ 2
near 0, we deduce that gy =0 and g7 = 1.
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Step 2. We now show that for all z € [0, s,,), there holds
(19) g (@) /n+ (2 = 1/n)gn(z) = g5 () + 22
Write g, () = h,(2nVv22)/(2n), where hy,(y) = yJon(y)/J2n—1(y). Observing that
hn(y) = (" J2n(y))/ (> LJ2n_1(y)) and using (16) and then (15),

y*" Jon—1(y) Y*" Jon (W)Y*" " Jan—a(

L B - y)
hn(y) 7y2n—1J2n_1(y) (an_1J2n_1(y))2

But ¢/, (z) = k., (2nV/2x)/v/2z, whence
xg), (x) [2 Vg 4 Ha(env2r) h2(2n\/2x) o 1)hn(2n\/ﬁ)]

n n\/_ n\/_ 2n\/ﬁ
=2z + g5 (z) — (2 = 1/n)gn(2).

Step 3. Let us check that the sequence (8]})r>1 satisfies (10). We already know
that 57 = 1. Using (19),

> k(Bp/m)at +> (@2 —1/n)prat =D " a Zﬂ"ﬂk i+ 2z,

k>1 k>1 k>2 =1
Thus for all k > 2, (k/n)Bp+(2—1/n)6; = Zi.:ll B Br_; as desired. Consequently,
(BP)k>1 = (a)k>1, whence f, = g, and 7, = s, = (Jon—1/(2n))?/2.

Step 4. We know that f,, is C°° and increasing on [0, 7,), that f,,(0) = 0 and that
limg ., — fn(2) = 00 (due to (18) and because ja,, > jon—1). Hence, there exists a
unique g, € [0,7,) such that f,(¢,) = 1 and we have 0 < [/ (g,) < co. Applying
(19) at = @y, (recall that f, = g, ), we deduce that ¢, f}, (¢n)/n+(2—1/n) = 142¢,,
so that f(qn) = (n/qn)[2¢n — 1+ 1/n].

Step 5. Put v, = 2n/2q, € (0,2n/2r,) = (0, jon—1). Then f,(¢,) = 1 may be
rewritten v, Jon (Y ) = 2nJ2n—1(7vn). We now prove that j5, 1 < v, < j5,,.

o First, using (14) with k = 2n — 1, we get xJon(z) = (2n — 1)Jon_1(z) —
s, 1 (x). Since v, Jon (V) = 2nJ2n—1(Vn), we find Jop—1(yn) + Yndb,—1(vn) = 0.
Thus v, > jb,_1, because for 0 < x < jb, 1 < jon—1, Jon—1(x) and Jj, _,(x) are
positive.

e We next show that v, < j5,. We already know that v, < jo,—1. We thus
assume below that j5,, < ja,,—1, because else, there is nothing to do. There holds

(271/’7/71)[’7/2 JQn 1(771)]/[’7721”‘]271(’771)] = 1 whence (2n/7n)[1og(72"J2n( n))]/ =1 by
(16). Consequently,
[log J2n(7n)]/ = (m/2n) = (2n/7n).

We know by (17) that j5, > 2n. Hence Jj, > 0 and thus [log J2,)" > 0 on [0, 2n).
Thus v, > 2n, because for & < 2n, we have [log Ja,, ()] > 0 and (2/2n) — (2n/x) <
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0. Hence (v,/2n) — (2n/v,) > 0. Thus v, < jb,, because for x € (j5,,,j2n-1),
J5,,(x) < 0so that [log Ja,(2)]" < 0. Here we used that the second zero jy,, 5 of J3,
is greater than ja, 1. Indeed, we have jj, o > jon (see Finch [20]) and jon > jon—1
as already mentioned.

We thus have checked that v, € (j5,,_1,75,)- Using (17), we deduce that
(2n — 1)+ 2713 d}|(2n — 1)Y/3 < 4, < 20+ 271/3]a)|(20) /3 + C(2n) 713,

so that v, = 2n + |a}|n'/? + O(1). Recalling that ¢, = (v,/(2n))%/2, we easily
deduce that g, = (1 + |a}|n=2/3)/2 + O(n~") as desired. O
We now have all the tools to give the

Proof of Theorem 2-(i). Fix n € N. Due to Lemma 6, there is a unique g, > 0 such
that fn(¢n) = 1 and f} (¢n) < oo. Applying Lemma 5, we deduce the existence and
uniqueness of a solution to (E,,). O

Let us now give two weak forms of the equilibrium equation (E,).

Lemma 7. Forn € N, consider the unique solution (c})r>1 to (En). For any
¢, : N— R with at most polynomial growth,

1

(20) oy D 60k +1) — 0(K) — oDl el = -3 [0(k) — k()] (5~ 1)
k,>1 k>2

@) s 3 W+ D) = V)] ke = - 3 [6(h) — (L] Kk~ e
k,>1 k>2

Proof. Let n € N be fixed.

Step 1. We first check that there is u, > 1 such that Y, ., ufc? < co. This
allows us to justify the convergence of all the series in Steps 2 and 3 below. We
know (see Lemma 5) that ¢f = aq%~1/f!(gn). Hence for any u > 0, Dokt ukcel =
frnlanw)/(gnfl(gn)). Since the radius of convergence r, of the power series f,
satisfies r,, > ¢, by Lemma 6, the result follows: choose u,, > 1 such that g,u, < 7,.

Step 2. We now prove (20). Multiply (5)-(4) by ¢(k) and sum for k > 1. We get

k 1

1
o(k c?c”l 2mo( o(k
-2 Z - Ima(e") ~ 1Uo(1)

But 5, 0(k) >, :11 iy = i1 Ol + ]) cicl. Furthermore, there holds
2mo(c n)2k>1¢ k)ep =22, ,]>1( o(i) + (7)) cf ¢y, as well as [ma(c™) — 1]p(1)
[ma(c™) —ma(c")]p(1) = 351 k(1) (k — 1)ci. This ends the proof of (20).
Step 3. To check (21), it suffices to apply (20) to the function ¢(k) = ki (k)
and to use that by symmetry, >, o [(k + DY(k + 1) — ky(k) — p(D)]cgel =
2 Zk,lzl klpp(k +1) — ¥(k)lepep .
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Remark 8. For n € N, consider the solution (c}})r>1 to (E,), write p} =
cp/mo(c™) and then d} = p/k. Then one easily checks, starting from (20), that
the sequence (d}})i>1 solves, for all ¢ : N — R with at most polynomial growth,

1 nom k(k —1)
5 O [0k +1) = 6(k) — o] Kldgdy = [6(k) — ké(1)] =5 —

ki>1 k>1

dj

and has total mass Y, <, kd} = 1. Hence (d}})i>1 is an equilibrium state for a
coagulation-fragmentation equation with multiplicative coagulation kernel (particles
with masses k,l merge at rate kl) and where each particle with mass k breaks into
k particles with mass 1 at rate k(k—1)/(2n). This explains the similarities between
Theorem 3 and the results found by Rdath-Tdth [28]: the (non size-biased) particles’
mass distribution (p})k>1 has the same limit, as n — 00, as the size-biased particles’
mass distribution of the model considered by Rdth-Tdéth, see [28, Eq. (15)]. Observe
however that the fragmentation rate in [28] is rather (k — 1)/n, which thus differs
from k(k —1)/(2n). What seems important is just that roughly, for n very large,
only huge particles break down into atoms.

We are ready to handle the
Proof of Theorem 2-(ii). First, we know from Lemmas 5 and 6 that
1 1 1 1
" anfi(an) ~ nQa T+ 1/n)  llain=2B 4 O /n)]  Jaifnl/®
Next we use (20) with ¢(k) = —1. This gives

ma(c™) + mo(c™) — 2mq(c™)

mo(c")

22 ") =
( ) mo (C ) n )
whence, since m(¢") =1,
n2/3
ma(c”) = (n— 1)mo(c") +2 ~ AR
a4 |
Theorem 2-(ii) is established. O

We can now prove the convergence of the particles’ mass distribution.

Proof of Theorem 3. Let us put, for k > 1,

2 (2%
Pk = e\ k—1)"
Using the Stirling formula, one immediately checks (7). Next, recall that the Cata-

lan numbers, defined by C; = H% (2;> for all ¢ > 0, satisfy, see [31]

1—1
Ci=Y CiCiiry, (i>1),
j=0

> Ciat = (1-VI—4x)/(2x), x€[0,1/4].
i>0
Observing that p, = 2-47%Cy_1, we easily deduce that p, = %Zf;ll pipk—_i for
k>2,as well as > o1 pk = 2 4y Cr1(1/4)% = [30,50 Ci(1/4)']/2 = 1.
We now check that (6) has at most one nonnegative solution. To this end, it
suffices to show that (6) implies that p; = 1/2 (because this will determine the
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value of py = (1/2)p3?, of p3 = (1/2)[p1p2 + p2p1] and so on). To this end, it suffices

. k—
to write pP1 = 1 - Zsz Pk = 1 — (1/2) ZkZQ Zizll DPiPk—i = 1 — (1/2>(Zk21 pk)2 ==
1-1/2=1/2.

It only remains to prove that lim, > -, [pf — px| = 0. Since >, o, pp =
> k>1Pr = 1, it classically suffices to prove that lim,, p}! = py for all k£ > 1. First
of all, we observe from (5) and Theorem 2-(ii) that

G _male) -1 el 1
mo(c™)  2nmo(c™) 2n/(lajn/3) = 2 !
as n — o0o. Next, we work by induction on k. Assume thus that for some k& > 2,
lim, pj = p; for L =1,...,k — 1. Then, using (4), we deduce that

s

b1 =

1 k-1 =
n .. n
= = 4 JREEN DL =
Pk = e ~ 2+ (k—1)/n ;pzpk—l 2 ;pzpk PPk

as n — o0o. This concludes the proof. O

We now study the size-biased particles’ mass distribution. We start with the
computation of all the moments and deduce a convergence result.

Lemma 9. For each n € N, consider the unique solution (c})r>1 to (Ey,) and
the probability measure fi, =Y~ kcj0,—2/3, on (0,00).

(i) For any i > 1,

miy1(c") " Min®i/3,

where the sequence (M;)i>o is defined by My =1, My = 1/|a}| and, fori>1,

1—1 .
7
Mi—i—l = 2|a'1| E (]) MjMi—j—l-
=0

(ii) There is a probability measure {1 on [0,00) such that for any ¢ € C(]0,00))
with at most polynomial growth,

S o2kt = [ doun(de) " [ dlopulde)
k>1 0 0
This probability measure satisfies, for all i >0, [° @' u(dx) = M;.

Let us mention that the recursive formula for the moment sequence (M;)i>o
resembles that due to Flajolet and Louchard for the moments of the area of the
Brownian excursion, see Equation (9) in [24].

Proof. Applying (21) with (k) = k* with i > 1, we easily get

i—1

253 () s mes () = 2 misale) = i) - male®) + 1),

mo(C”) =0 J
so that
om A /i
i
Mmisa(c™) = mir1(c) +mo(c”) — 1+ —— ()m cAMmi—;i(c).
+2(c") +1(c") + ma(c") mo(cn)jizo ; j+1(c")mi—;(c")

From this and the fact that we already know that mo(c”) ~ Mn?*/® and that
mo(c™) ~ n~1/3/|a}|, one can easily check point (i) by induction.
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Next, it holds that [;~ 2%, (dx) = n=2/3m1(c) for all i > 1. Consequently,
we know from point (i) that lim,, fo 2 (dr) = M; for any i > 1.

But there is a unique probability measure p on [0, 00) such that fooo riu(dz) = M;
for all ¢ > 1. Indeed, an immediate (and rough) induction using that |a}| > 1 shows
that M; < (2|a}])%! for all i > 1. This implies the finiteness of an exponential
moment for u, so that p is characterized by its moments. As a conclusion, u,, goes
weakly, as n — 00, to u. This shows point (ii) for all ¢ : [0, 00) — R continuous and
bounded. The extension to continuous functions with at most polynomial growth
easily follows from point (i). O

Let us now show that p satisfies some equilibrium equation.

Lemma 10. Consider the probability measure  on [0,00) defined in Lemma 9.
For all ¢ € C1([0,00)) such that ¢ and ¢' have at most polynomial growth,

2hh|][ l/“ [ z‘Fy Yot y) =0@y @)Ly | plde)n(dy)

:A 2[d(x) — B(0)]u(de).

Proof. We consider ¢ as in the statement and, for n € N, pu,, = Z,Ql kcid,—2/3y,
as in Lemma 9. Apply (21) with ¢(k) = ¢(n=2/3k):

M2~ (=2 (k + 1) — p(n=>/ k)

kctlel
TI’LQ(C") = n—2/3] k™l
_ Z ( _2/3k: qb(n_2/3)) (n_2/3k: _ n_2/3)kc}§
k>1

Multiply this equality by n'/3. In terms of j,, this can be written as

2n1/3/ / ¢:c+y d(x +y) — o) L (d2) 1 (dly )

mo cn

A[wm¢<2ﬁm 02/ (d).

Recall that mg(c™) ~n~=1/3/|a}| as n — oo, so that

2|a 1|/ / il x+y o ty) - dlz) fin (d) i (dy)
gé[<m—¢<*“m n=2/), (de)
~ [ 16t - 60 o).
To obtain the last equivalent, use that ¢ is continuous, that sup,, [~ zn(dz) < 0o
and that sup,, [, |¢(x) — ¢(0)|un(dz) < oo by Lemma 9-(i) since ¢ has at most

polynomial growth. Define now the function I'(z,y) = ([¢(z+y) —o(x)]/y)L{y>0} +
¢'(2)1y—oy, which is continuous and has at most polynomial growth on [0, 00)*.
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Since ., does not give weight to 0, we have
(23) 20ci] [ [ Tl o (ay)
o Jo
(e’ %) x4 o T
—lai] [ [T D=, oy

~ / " 16(@) — H(0))opn(da).

Recall that for any ¢ € C([O oo)) with at most polynomial growth, there holds
Jo~ (@) pn (d) npe I ) due to Lemma 9. This implies that for all
n—r oo

U e C([O, o0)?) with at most polynomlal growth, [ [ (@, y) pn (da) pn (dy) "=
155 S (@, y)pu(da)p(dy). Taking the limit as n — oo in (23), we deduce that

2| [ N / P,y da)u(dy) = / " 16(@) — 6(0)]ap(da)
as desired. O

We now try to determine a quantity resembling the Laplace transform of .
This is a usual trick for Smoluchowski’s coagulation with constant kernel, see e.g.
Deaconu-Tanré [16].

Lemma 11. Consider the probability measure v defined in Lemma 9. Then for

all ¢ > 0,
> _qay M(dz) _ —Ai'(g +a))
Uq) == 1—e 9 - ,
W= [ 0= =

Proof. We put 8 = u({0}), which we cannot exclude to be nonzero at the moment.
We apply Lemma 10 with ¢(x) = (1 — e79%) /2, which is indeed in C*([0, c0)) with
#(0) = q and ¢'(0) = —¢?/2. This yields

2|ay|[A1(q) + A2(q) + As(q) + Au(q)] = Bi(q) — Ba(q),

/ / ¢z+y oz >]1{95>0,y>0}u(d$) (dy),

by 0
:ﬂ/o #l{wo}ﬂ(dy),

where

3 /0 (@)1 pasoy(de),
A4(q) =B (0),
Bl(q)=/O zo(z)pu(dr),
Ba(q) =(0) / s

Recalling Lemma 9 and that ¢(0) = ¢, we see that Ba(q) = ¢/|a}|. Next,

Bl<q>=/0°°<1— ) u(dr) = 1 - £(q)
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One can check that ¢/(0) = —¢*/2, whence A4(q) = —B%¢*/2. A computation
shows that [¢(z) — #(0)]/x + ¢'(x) = —q¢(x), so that

As(q) + As(q) = —Bg /O T 1 - e ) sy ulde) = —Ball(a) — Bl

Finally, using a symmetry argument and then that (z+y)o(x+y) —zd(z) —yo(y) =

—zyd(x)o(
/ / (x+y) —zo(x) 1{w>0,y>0}ﬂ(d:r)u(dy)

// x—l—y x+y)—w¢() yo(y)

-3 </0 (1- ‘”)n{z>0}“(dx)>2

= 4 (ta) ~ 5a)*
All this shows that
2| [~ (00) — 50* — Bult(o) — 5l - 3¢ 2) =1~ (0) — /1|
whence
(21) ¢0) = 1 - a/laf| + lo4 2(o).

This equation, together with the initial condition ¢(0) = 0, has a unique maximal
solution due to the Cauchy-Lipschitz Theorem. And one can check that this unique
maximal solution is nothing but

—Ai'(g +a})

0q) = 77—
(9) |aj|Ai(q + a})

which is defined for ¢ € (a; — aj, ), because the Airy function does not vanish on
(a1,00). Indeed, it suffices to use that since Ai”(z) = zAi(z),

& <f;<(f)>) - <i<(5>>)2

and that by definition, Ai’(a}) = 0. O

Lizso0,ysopu(de)u(dy)

We now write down two formulae of Darling [15] and Louchard [25] that we
found in the survey paper of Janson [24, p 94]. Denote by (e;)¢c[o,1) the normalized

Brownian excursion and define its area as Boy = fol e.dt. Put, for y > 0,

(25) Pex(y) = E[e™VP].
There hold

(26) tex(y) = V2my Y exp (—2_1/3|a |y2/3)
j=1

= _anVex(¥P?) s (AT(0)  AY(2Y/39)
e [Ta-emislly g (20 AECD),

2my3

This allows us to find a link between our probability measure p and ¥ex.
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Lemma 12. Consider the probability measure u defined in Lemma 9. Then

pldr) _ ex(V2252)eleal”
= ]l{z>0}d1'.
x 2y/|ay|x3/2

Proof. Using Lemma 11, we deduce that for all ¢ > 0,

/000(1 _ e—w)M /Ooo(e—lailz _ 1)@ + /000(1 — e—(\a'lHq)z)M

T x

= — {(la1]) + £(q + |a1])

b (Ai’(o) B Ai’(q))

lat| \ AL(0)  Ai(g) /-
Next, (27) implies that for all ¢ > 0,
) 3/2 0 13 3/2
(28) / (1— e—qz)l/’eX(\/?x - 2)d.%' :/ (1-— e 42 / Y) Yex (y*/7) 9—1/3
o 2\/m|a}|x3/ 0 la’|\/2my?

1 (Ai’(o) Ai’(q))

]

dy

Ai(0) Ai(q)
We conclude by injectivity of the Laplace transform. O

We may finally give the

Proof of Theorem 4. Define ¢ : (0,00) + (0, 00) by

(V2 3/2\ |a) |z
(29) () = Lex(V2EO )l

2y/m|a}|23/2

By Lemma 12, the probability measure p defined in Lemma 9 is nothing but
p(dx) = ze(z)de. We thus have [ zc(x)dr = 1. Recalling Lemma 9, we know
that lim, >, p(n=2Bk)kcy = [ ¢(x)wc(z)dx for any ¢ € C([0,00)) with at
most polynomial growth. Using (26), we immediately deduce that

(30) c(;p) = |a/1|_1e|a/1‘1 Ze—lajlw.

=1
It is clear from (30) that ¢ € C*°((0,00)) and that c(x) x |a'1|_1e(|“/1|_|“1|)1:
it suffices to use that 0 < |ai| < |as] < ..., that |a;] I (3m5/2)%/% and

Lebesgue’s dominated convergence theorem. It is immediate from (29) that ¢(z) R
1/(2+/7|a}|23/?). Since we now know that pu(dx) = zc(x)dr does not give weight to
zero, (8) follows from Lemma 10. Finally, (9) follows from Lemma 11 when ¢ > 0.
It is easily extended to ¢ > a; — a using that c(z) < |a}|~tellai|=laiDz O

4. PERFECT SIMULATION ALGORITHMS

In this section, we provide some perfect simulation algorithms: we introduce a
pruning procedure P,, of trees (for each n > 1) that will allow us to interpret

e the particles’ mass distribution (p}})r>1 as the law of the number of leaves of
G, = Pn(G), where G is a binary critical Galton-Watson tree;
e the size-biased particles’ mass distribution (kc})r>1 as the law of the number

of leaves of én = Pn(é), where G is the so-called size-biased binary critical Galton-
Watson tree defined in [26, Section 5.
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We also show that G, obviously tends to GG as n — oo, which gives a probabilistic
interpretation of Theorem 3. Let us insist on the fact that the goal of this section is
definitely not numerical: we only want to provide some probabilistic interpretations.

4.1. The pruning procedure. Consider a rooted discrete binary tree 7', that is
a set of vertices V(T') and of edges E(T), satisfying the usual properties of binary
trees. The root is denoted by () and we add a vertex x and an edge joining * to 0.
We denote by L(T) the set of the leaves of T'. We take the convention that * is not
a leaf, but () may be a leaf (iff V/(T') is reduced to {*,0}). We denote by N(T') the
set of internal vertices (nodes) of T, that is N(T') = V(T') \ ({*} U L(T)).

We recall that for any binary tree T', it holds that |L(T)| = |N(T)| + 1.

Definition 13. Let T be a rooted discrete binary tree with at most one infinite
branch and let n > 1. We define the (random) subtree P,(T) as follows.

Step 1. We now think of each edge e as a line segment with the length k., where
(Ke)eer(r) is an i.i.d. family of Exp(2)-distributed random variables. This induces
a distance d on T. For each t > 0, define Ty = {x € T : d(x,x) = t} and let
to=inf{t > 0:T; =0} < co be the height of T.

Step 2. For each internal node z € N(T), consider the branch Br(z) (endowed
with the lengths introduced at Step 1) joining z to x and consider a Poisson point
process w7 with rate 1/n on Br(z) (conditionally on (ke)eep(r), these Poisson
processes are taken mutually independent). All the marks of these Poisson process
are activated. In words, we will say that the marks of 7} are sent by the node z on
the branch Br(z).

Step 3. We explore the tree from the top until we arrive at * (that is, we consider
T; for t decreasing from ty to 0) with the following rule: each time we encounter
an active mark of a Poisson point process (defined in Step 2), we remove all the
subtree above the mark (and replace it by a leaf) and we deactivate all the marks
sent by nodes in this subtree. See Figure 1 for an illustration.

Step 4. We call P, (T) the resulting tree, which is a subtree of T containing *.

A mark of a Poisson process is said to be useful if it has generated a pruning at
some time in the procedure and useless otherwise.

Let us insist on the fact that we explore the tree from the top (i.e., starting
from points that are far away from the root), but this exploration order concerns
the cut-points and not the nodes that send them. For example in Figure 1, the
cut-point sent by x will be explored before the one sent by y, even if y is higher
(further from the root).

If T is infinite, then Step 3 looks ill-posed at first glance, since the top of the
tree lies at infinity.

Remark 14. Let T be a tree with one infinite branch. Then Definition 13
makes sense. Indeed, consider the first (starting from x) edge e = (x1,22) on
this infinite branch, with x2 child of x1, such that 7, has a mark in e. This
happens for each edge independently with positive probability (not depending on e),
s0 that such an edge a.s. exists. Then e will be cut (either by ), or by a Poisson
process corresponding to a node above x3) and this will make inactive all the Poisson
processes corresponding to nodes above xo. Thus everything will happen as if xo was
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a leaf of T', neglecting all the marks due to Poisson processes corresponding to nodes
above x5. See Figure 2 for an illustration.

4.2. Particles’ mass distribution. We can now give an interpretation in terms
of trees of the particles’ mass distribution.

Proposition 15. Consider a binary critical Galton-Watson tree G (BCGWT
in short), that is a Galton-Watson tree with offspring distribution (6o + 62)/2. Fiz

0 0
- |
* *
D
O
0 0
| |
* *

FiGURE 1. The pruning procedure P,

On Figure A, the tree T is drawn, its edges being endowed with i.i.d. Exp(2)-distributed
random variables. The marks of the Poisson processes are represented as follows: here 77
has one mark (on the edge just under z), 7} has one mark (on the edge above () on the left),
w2 has three marks (one on the edge just under z, one on the edge above @) on the right,
one on the edge (x,0)) and 7}* has one mark on the edge just under ¢. All the other Poisson
point processes have no mark.

Thus starting from the top of the tree, we first encounter the mark just under z. On Figure
B, we have drawn the resulting tree: we have replaced the subtree above this mark by a
leaf and we have erased (deactivated) the marks sent by nodes of this subtree (here, the two
other marks sent by z).

Then we encounter the mark sent by ¢ and the resulting tree is drawn on Figure C. Finally,
we encounter the mark sent by z, which makes inactive the mark sent by y and the resulting
tree is drawn on figure D. Since there are no marks any more, the tree of figure D is Pn (7).
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n > 1 and let G,, = P,(G), see Definition 13 (all the random objects used by Py,
are taken conditionally on G).

(i) For all k > 1, Pr[|L(G)| = k| = px, where py, was defined in Theorem 3.

(11) For all k > 1, Pr[|L(Gy)| = k] = pj, where p} was defined in Theorem 3.

Clearly, G, = P,(G) can be perfectly simulated. We thus have a perfect simu-
lation algorithm for (p})g>1.

Heuristic proof. Any particle with mass k£ can be seen as a cluster of k particles
with mass 1. And it is natural to use a tree to represent the genealogy of this
particle; if this particle has a mass k, then this tree will have k leaves.

To be more precise, we need first to handle some computations. Divide (20) by

mo(c"), use that 3, =1 ¢(D)ppp;' = D_p>; ¢(k)py and that, recalling (22),

LS - 1010 = 01) L= o) = Y otk

k>2 k>1

ma(c™) + mo(c™) — 2mq (c”

nmo(c")

One gets, for all reasonable ¢,

D[k +1) = (R)pipy + Y _[6(1) = (R)[L + (k — 1)/n]p} = 0.

ki>1 k>2

Thus (p})k>1 can be seen as the equilibrium of the mass of a particle with the
following dynamics: (i) it merges with an independent similar particle at rate 1,
(ii) its mass is reset to 1 at rate 1, (iii) its mass is reset to 1 at rate (k—1)/n, where
k is its mass.

FIGURE 2. Applying P, to a tree with one infinite branch

The first edge e = (1, 22) on the infinite branch such that 73, has a mark on e is here the
edge under t and 2 = t. Then independently of what can happen above ¢, this edge will be
cut and all the marks sent by nodes above ¢t will be erased. Indeed, there are two possibilities,
calling M the mark sent by t¢.

Case 1: This mark M is useful and thus M is replaced by a leaf and all the marks sent
between * and M by nodes above t are erased.

Case 2. This mark M is useless and then it is necessarily deactivated by a useful mark lying
between M and ¢ (sent by a node above t). We conclude as in case 1.

In any case, it is not necessary to know what happens above ¢ to conclude that, with this
configuration, Pp (T") will be the same as in Figure 1-D.
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Consider now such a particle at equilibrium. First neglect (iii) and follow the
history of the particle backward in time: it has merged with a similar particle at
rate 1 and it has been reset to 1 at rate 1. Thus this particle is subjected to events at
rate 2 and each time an event occurs, it is a coalescence (node) with probability 1/2
and a breakage (leaf) with probability 1/2. This can be represented by a BCGWT,
of which the edges have a length with law Exp(2). Now we take (iii) into account:
we start from the past (i.e. from the top of the tree), we follow the branches of the
tree and reset the particle to 1 at rate (k—1)/n, where k is the mass of the particle,
i.e. the number of leaves of the subtree above the point under consideration. Using
finally that the number of nodes of a binary tree is precisely its number of leaves
minus 1, we guess that P, (G) should indeed provide a perfect simulation algorithm
for the genealogy of a particle at equilibrium.

We now handle a rigorous proof.

Proof. We start with (i), which is completely standard. Define g, = Pr[|L(G)| = k]
for £ > 1 and use the branching property: knowing that G is not reduced to the
root, it can be written as G = {0} UG’ U G”, for two independent copies G’, G
of G. Hence conditionally on {|L(G)| > 2}, L(G) = L(G") U L(G"), whence, for
k>2,{|L(GQ)| = k} = {|L(G)] > 2} NUZH|L(G)| = i, | L(G")| = k — i} and thus
qx = %Zi:ll qiqr—i- Next, it obviously holds that ¢; = 1/2. Since p;1 = ¢1 and
recalling (6), it follows that ¢x = py, for all k£ > 1.

We now check (ii). Using the branching property of G recalled above, it follows
from the pruning procedure P, that for k > 2,
k—1
{IL(G) =k} = {|IL(G)| = 2} n [J{IL(GL) = &, IL(GR) = k — i, An},
i=1
where A,, is the event that no pruning occurs in the edge (x, #) and where G/, and G/
are two independent copies of G, independent of ({L(G) > 2}, (7} (x,0))zen(@))-
Indeed, having a look at Figure 1, we see that if |[L(G)| > 2, the pruning proce-
dure, before exploring the edge (x, (), will produce two independent pruned Galton-
Watson trees G, and G/ (and it then only remains to explore the edge (*,0)).
First observe that conditionally on (G, GY), the event A, occurs if for all = €
N(G,)UN(G!) U {0}, 7% has no mark in (x,0). Recalling that the length of this
edge is Exp(2)-distributed, that the Poisson processes 72 have rate 1/n and that
here we have [N (G, )UN (GI)U{0} = [N(GL)|+|IN(G2)|4+1 = |L(G)|+]|L(G!)| -1
Poisson processes, one easily deduces that
2
(LG + LG = 1) /n+ 2

Put now r} = Pr[|L(G,)| = k]. From the previous study, we get, for k > 2,

Pr(A, | G, G, =

k—1

Tk =5 2 TiTh—iT; - )

2; (i+k—i—1)/n+2
whence 2+ (k—1)/n]r} = Zf:_ll ri'ry_,. Using the arguments and notation of the
proof of Lemma 5-Step 1 (with r = 1), we deduce that r} = o (r)* for all k > 1.
But we also know, since G,, C G is a.s. finite, that >, o, aZ(rf)* =Y ,o, rp = 1.

Recalling (11) and Lemma 6, we conclude that 77 = g,, whence rf = a%(g,)"
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for all k > 1. By Lemma 5, it also holds that p} = ¢} /mo(c") = a}(g,)*, which
concludes the proof. O

4.3. Probabilistic interpretation of Theorem 3. This is not hard from Propo-
sition 15. Clearly, as n — oo, the probability that G = G,, tends to 1, implying
that the law of |L(G,,)|, i.e. (p})r>1, tends to the law of |L(G)|, i.e. (pk)r>1-
Indeed, we have G,, = G as soon as for all z € N(G), 7 has no mark on the
branch Bg(z) joining  to = in G. Conditionally on (G, (ke)een(a)), this occurs

with probability HmeN(G) exp (f% ZeeE(G) cCBo(x) ne), which a.s. tends to 1,
since G is a.s. a finite tree.

4.4. Size-biased particles’ mass distribution. We now interpret the size-biased
particles’ mass distribution in terms of a pruned size-biased Galton-Watson tree.

Definition 16. Consider a family of i.i.d. binary critical Galton-Watson trees

(G(i))i>1. We call size-biased binary critical Galton-Watson tree (SBBCGWT in

short) the binary tree G with one infinite branch (called the backbone) as in Figure
3, where for each i > 1, we plant G(i) on *i.

 — & & & & o o o o 6 o -
D=%1 %2 *3 *4 *5 *6 *7 *8 *9 *10 11

FIGURE 3. A size-biased binary critical Galton-Watson tree

Traditionally, each G(7) is planted above or under the backbone at random, but
this is absolutely useless for our purpose, since we never take into account any order
on the vertices. See Lyons-Pemantle-Peres [26, Section 2] for some indications about
the terminology size-biased.

Proposition 17. Consider a SBBCGWT G as in Definition 16 and fiz n > 1.
Let G, = Pn(G), recall Definition 13 (all the the random objects used by P, are
taken conditionally on G). Then for all k > 1, Pr(|L(G,)| = k) = kcy, where
(cf)k>1 was defined in Theorem 2.

~

Since P,,(G) can be perfectly simulated due to Remark 14, this provides a perfect
simulation algorithm for (kc}!)r>1. It seems striking that P.(G) is a size-biased
version of P, (@), with G a size-biased version of G. However, the two notions of
size-biased are quite different: P, (@) is a version of P, (G) biased by the number of
leaves, while G is a version of G biased by the size of the population at generation
n (with n — c0).

Heuristic proof. First rewrite (21) as

D [k + 1) = (k)kep2pf + D [ (1) — (k)]

kI>1 k>2

k—1

kcp = 0.
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Thus (kc}t)r>1 can be seen as the equilibrium of the mass of a particle with the
following dynamics: (i) it merges with an independent particle with law (p})r>1 at
rate 2, (ii) its mass is reset to 1 at rate (k — 1)/n, where k is its mass.

Consider such a particle at equilibrium and first neglect (ii). Then obviously, we
can represent its genealogy as a forest of (non size-biased) particles P, (G(7)), the
length of the edges one the backbone (those between these particles) being Exp(2)-
distributed. Then, take (ii) into account: start from the past and prune the edges
on the backbone at rate (k — 1)/n, where k is the mass of the particle, i.e. the
number of leaves of the subtree above the point under consideration, whence k — 1
is the corresponding number of nodes.

What we really do is slightly different, since we prune the (non size-biased)
particles and the backbone simultaneously, but one can easily get convinced that
this changes nothing.

We now give some rigorous arguments.

Proof. Consider the problem with unknown (¢}})r>1 (here (p})r>1 is given)

(31) dotr=1, [(k—1)/n+2t; —QZp . (k>2).
k>1
Step 1. Define s} = Pr(|L(G,)| = k) for k > 1. We show here that (s)k>1
is a solution to (31). First recall from Remark 14 that G, is a.s. finite, whence
> es>1 8¢ = 1. We introduce G(1) the BCGWT planted on %1 and G’ the SB-
BCGWT on the right of x1 (see Figure 3). Clearly, for k > 2, we can write

{IL(Gn)| = k} = UL {IL(Ga(1)] = &, |L(G)| = k — i} N Ay,

where A,, is the event that there is no pruning in the edge (*,*1), where G,,(1) =
P.(G(1)) and G, = P,(G'). Note that G(1) and G’ are independent and pruned
independently, so that G,,(1) and é; are independent. We know by Proposition
15 that |L(Gy(1))] is (p})r>1-distributed. Furthermore, it is clear that |L(G")| has
the same law as |L(CA¥n)| Finally, exactly as in the proof of Proposition 15, one
may check that

2

(LG + LG = 1)/n+2

Pr[A, | Ga(1), @;z] =

As a conclusion, there holds

k—1 9

skuplsk i4+k—i—1)/n+2

1=1

whence [(k —1)/n+2]s} = 221 1 pisy_, as desired.

Step 2. Next, we show that (kcy)x>1 also solves (31). Recall that 37, -, kej =1
due to (3). For k > 2, using (4),

[(k—1)/n+ 2]kc :Z (i + ( ))C CkzZQZ —zcckl’

so that [(k —1)/n + 2]kc} =2 Zf 11 pi(k —i)ci_;.
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Step 3. To conclude the proof, it remains to prove that (31) has at most one

solution. For each z > 0, there is obviously a unique solution (u}(x))k>1 to

k—1
ut(z) =z, [(k—1)/n+2Juy(r) = 2 Zp?%li(x) (k=2).

One immediately checks recursively that for each k > 1, x +— u}(z) is increasing.
Hence, there is at most one value z, > 0 such that >, uj(x,) = 1. But any
solution (¢} )r>1 to (31) has to satisfy (t})i>1 = (up(t}))r>1 and thus must be
equal to (uf(xn))k>1- O

(1]

(10]
(11]
(12]
(13]

(14]
(15]

[16]

7]
18]
9]
[20]
[21]
[22]

(23]

[24]

REFERENCES

M. Aizenman, T.A. Bak, Convergence to equilibrium in a system of reacting polymers, Comm.
Math. Phys. 65 (1979), 203-230.

D. Aldous, The continuum random tree I, Ann. Probab. 19 (1991), 1-28.

D. Aldous, The continuum random tree II. An overview, Stochastic analysis (Durham, 1990),
23-70, London Math. Soc. Lecture Note Ser., 167, Cambridge Univ. Press, Cambridge, 1991.
D. Aldous, The continuum random tree III, Ann. Probab. 21 (1993), 248-289.

G.E. Andrews, R. Askey, R. Roy, Special functions, Encyclopedia of Mathematics 71, Cam-
bridge University Press, 1999.

P. Bak, C. Tang, K. Wiesenfeld, Self-organized criticality: an explanation of 1/f noise, Phys.
Rev. Letters 59 (1987), 381-384.

J. van den Berg, A.A. Jarai, On the asymptotic density in a one-dimensional self-organized
critical forest-fire model, Comm. Math. Phys. 253 (2005), 633-644.

X. Bressaud, N. Fournier, On the invariant distribution of an avalanche process., Ann.
Probab. 37 (2009), 48-77.

X. Bressaud, N. Fournier, Asymptotics of one-dimensional forest fire processes., Ann. Probab.
38 (2010), 1783-1816.

X. Bressaud, N. Fournier, One-dimensional general forest fire processes, Mém. Soc. Math.
Fr., Vol. 132, vi+138 pages, 2013.

X. Bressaud, N. Fournier, Mean-field forest-fire models and pruning of random trees, unpub-
lished, available on http://arxiv.org/abs/1201.6645.

R. Brouwer and J. Pennanen, The cluster size distribution for a forest-fire process on 7,
Electron. J. Probab. 11 (2006), no. 43, 1133-1143.

J. Carr, Asymptotic behaviour of solutions to the coagulation-fragmentation equations. I. The
strong fragmentation case, Proc. Roy. Soc. Edinburgh Sect. A 121 (1992), 231-244.

E. Cinlar, Probability and Stochastics, Springer, New York, 2011.

D.A. Darling, On the supremum of certain Gaussian process, Ann. Probab. 11 (1983), 803—
806.

M. Deaconu, E. Tanré, Smoluchowski’s coagulation equation: probabilistic interpretation of
solutions for constant, additive and multiplicative kernels, Ann. Scuola Norm. Sup. Pisa Cl.
Sci. 29 (2000), 549-579.

B. Drossel, F. Schwabl, Self-organized critical forest-fire model, Phys. Rev. Lett. 69 (1992),
1629-1632.

P.B. Dubovski, I.W. Stewart, Trend to equilibrium for the coagulation-fragmentation equa-
tion, Math. Methods Appl. Sci. 19 (1996), 761-772.

N. Fournier, S. Mischler, Ezponential trend to equilibrium for discrete coagulation equations
with strong fragmentation and without balance condition, Proc. R. Soc. Lond. Ser. A 460
(2004), 2477-2486.

S. Finch, Bessel function zeroes, unpublished (2003), avalaible on http://algo.inria.fr /bsolve/.
S. Finch, Airy function zeroes, unpublished (2004), avalaible on http://algo.inria.fr/bsolve/.
G. Grimmett, Percolation, Springer-Verlag, New York, 1989.

C.L. Henley, Self-organized percolation: a simpler model, Bull. Am. Phys. Soc. 34 (1989),
838.

S. Janson, Brownian excursion area, Wright’s constant in graph enumeration, and other
Brownian areas, Probab. Surveys 4 (2007), 80-145.



25]
[26]
27]
28]

29]

A MEAN-FIELD FOREST-FIRE MODEL 25

G. Louchard, The Brownian excursion area: a complete numerical analysis, Comput. Math.
Appl. 10 (1984), 413-417.

R. Lyons, R. Pemantle, Y. Peres, Conceptual proofs of Llog L criteria for mean behavior of
branching processes, Ann. Probab. 23 (1995), 1125-1138

J. Pitman, M. Yor, Hitting, occupation and inverse local times of one-dimensional diffusions:
martingale and excursion approaches, Bernoulli 9 (2003), 1-24.

B. Réath and B. Téth, Erdos-Renyi Random graphs + forest fires=Self-Organized Criticality,
Electron. J. Probab. 14 (2009), 1290-1327.

D. Revuz, M. Yor, Continuous martingales and Brownian motion, Third edition, Springer-
Verlag, 1999.

[30] S. Richard, E.-W. Weisstein, Catalan Number, From MathWorld, A Wolfram Web Resource,

http://mathworld.wolfram.com/CatalanNumber.html.

[31] P. Whittle, Stochastic systems in equilibrium, Wiley, 1986.

XAVIER BRESSAUD: UNIVERSITE PAUL SABATIER, INSTITUT DE MATHEMATIQUES DE TOULOUSE,

F-31062 ToUuLOUSE CEDEX, FRANCE

E-mail address: bressaud@math.univ-toulouse.fr

NIcOLAS FOURNIER: LABORATOIRE DE PROBABILITES ET MODELES ALEATOIRES, CNRS UMR

7599, UNIVERSITE PARIS 6, CAS COURRIER 188, 4 PLACE JUSSIEU, 75252 PARIS CEDEX 05,
FRANCE.

E-mail address: nicolas.fournier@upmc.fr



