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STRICHARTZ ESTIMATES FOR LONG RANGE

PERTURBATIONS

JEAN-MARC BOUCLET AND NIKOLAY TZVETKOV

Abstract. We study local in time Strichartz estimates for the Schrödinger equa-
tion associated to long range perturbations of the flat Laplacian on the euclidean
space. We prove that in such a geometric situation, outside a large ball centered
at the origin, the solutions of the Schrödinger equation enjoy the same Strichartz
estimates as in the non perturbed situation. The proof is based on the Isozaki-
Kitada parametrix construction. If in addition the metric is non trapping, we
prove that the Strichartz estimates hold in the whole space.
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1. Introduction.

Let (M,g) be a d-dimensional Riemannian manifold. Denote by ∆g the Laplace-
Beltrami operator associated to the metric g. Consider the time dependent Schrödinger
equation on (M,g)

(1.1) iut + ∆gu = 0

subject to initial data

(1.2) u|t=0 = u0 .
1
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It is well-known (see e.g. [18]) that when (M,g) is the flat Euclidean space (i.e. R
d

with the metric gij = δij the unit d× d matrix) the solutions of (1.1)-(1.2) enjoy the
(local in time) Strichartz estimates

(1.3) ‖u‖Lp([0,1];Lq(Rd)) ≤ C‖u0‖L2(Rd) ,

where

(1.4)
2

p
+
d

q
=
d

2
, p ≥ 2, (p, q) 6= (2,∞) .

Moreover (1.3) is global in time which means that one can replace [0, 1] in the left
hand-side of (1.3) by R. In [4, 8] one studies the possible extensions of (1.3) to
the situation where M is compact. An important new phenomenon that one has to
take into account, when M is compact, is the unavoidable derivative loss in (1.3) for
some values of (p, q). By “loss” we mean that ‖u0‖L2 in the right hand-side of (1.3)
should be replaced by ‖u0‖Hs for some positive s. Here are two significant examples.
If M is the standard sphere Sd, d ≥ 3, then it is proved in [8] that the solutions of
(1.1)-(1.2) satisfy

(1.5) ‖u‖
L2

(
[0,1];L

2d
d−2 (Sd)

) ≤ C‖u0‖
H

1
2 (Sd)

(notice that the couple (2, 2d
d−2) satisfies (1.4)). Moreover, the H1/2(Sd) norm in the

right hand-side of (1.5) is sharp in the sense that for every ε > 0, the estimate

‖u‖
L2

(
[0,1];L

2d
d−2 (Sd)

) ≤ C‖u0‖
H

1
2−ε(Sd)

is false.
A second example where one should encounter losses in (1.3) is the flat torus

T
d = R

d|(2πZ)d. More precisely the estimate

(1.6) ‖u‖
L

2(d+2)
d

(
[0,1];L

2(d+2)
d (Td)

) ≤ C‖u0‖L2(Td)

is false (notice that again the couple (2(d+2)
d , 2(d+2)

d ) satisfies (1.4)). We refer to [4]
for a counterexample disproving (1.6) in the case d = 1. The extension to higher
dimensions is straightforward. One may however expect (1.6) to be replaced by

(1.7) ‖u‖
L

2(d+2)
d

(
[0,1];L

2(d+2)
d (Td)

) ≤ Cs‖u0‖Hs(Td), s > 0.

Estimate (1.7) is known for d = 1, 2 (see [4]) (in this case 2(d+2)
d is an even integer).

For d ≥ 3, the study of (1.7) leads to an interesting open problem.

When M is not compact, extensions of (1.3) were recently studied by several
authors (see [33, 8, 25, 19]). In the works [33, 25, 19] the authors consider non
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compact manifolds with metrics which are a “small” perturbation at infinity of
a fixed “nice” metric, satisfying a non trapping assumption on the geodesic flow.
It turns out that in such a geometric situation, one can prove exactly the same
estimates as for the Euclidean space.

In [8], one considers (M,g) to be R
d with a perturbation of the flat metric without

the non trapping assumption. In this context one can get the Strichartz estimates
with losses, just as in the case of a compact manifold. It is however a priori not
clear whether losses of derivatives in the Strichartz estimates may come from the
geometry at infinity. The main goal of this paper is to show that one can not have
losses in the Strichartz inequalities coming from the geometry at infinity in the case
of long range perturbations of the euclidean metric on R

d.

Theorem 1. Consider R
d equipped with a smooth Riemannian metric

g(x) = (gij(x))
d
i,j=1, x ∈ R

d

satisfying for some ρ > 0,

(1.8) |∂α(gij(x) − δij)| ≤ Cα〈x〉−ρ−|α|, i, j ∈ {1, . . . d}
(δij being the Kronecker symbol) and

(1.9) c Id ≤ g(x) ≤ C Id .

Then there exists R > 0 such that for every T > 0, every (p, q) satisfying (1.4) there
exists C > 0 such that for every f ∈ L2(Rd),

(1.10) ‖eit∆gf‖Lp([−T,T ];Lq(|x|≥R)) ≤ C‖f‖L2(Rd) .

Moreover, for every f ∈ H
1
p (Rd),

(1.11) ‖eit∆gf‖Lp([−T,T ];Lq(|x|≤R)) ≤ C‖f‖
H

1
p (Rd)

.

Remark 1.1. The result of Theorem 1 is stated only for metric perturbations of
the flat Laplacian. However, an examination of our proof shows that the statement
still holds if we add long range lower order terms. The same remark is valid for
Theorem 2 below.

Remark 1.2. Let us emphasize that estimates in the spirit of (1.10) are known
to hold in the context of resolvent estimates for long range perturbations of the
Laplacian (cf. [6, 10]). By this we mean the following: the fact that we have no
derivative loss in (1.10) as in the free case is somehow similar to the fact that the
high energy resolvent estimates with weights supported near infinity are the same as
for the free resolvent.
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If we suppose that the metric g is non trapping then one can improve (1.11) and
get the full family of Strichartz estimates. Recall that g is non trapping if every
geodesic (globally defined thanks to (1.9)) leaves every compact set in finite time.
Let us now state our second result.

Theorem 2. Under the assumptions of Theorem 1, if in addition we suppose that
g is non trapping, then

(1.12) ‖eit∆gf‖Lp([−T,T ];Lq(Rd)) ≤ C‖f‖L2(Rd) .

Note that under the short range condition ρ > 1, estimate (1.12) is proved in [25]
by using FBI transform techniques.

Let us now explain the main points in the proof of the above results. The proof of
(1.10) is based on the Isozaki-Kitada [21] parametrix construction. Recall that this
construction was introduced to build modified scattering operators for long range
perturbations of the free Schrödinger group. Let us point out that, since here we are
only dealing with finite time estimates, we are not using the Isozaki-Kitada method
in its full strength. In particular, we do not need a non trapping assumption on
the metric to get (1.10). If we were interested in proving (1.10) with a constant C
uniform with respect to T , then a non trapping assumption and the full force of
the Isozaki-Kitada method would be needed. We will not address this interesting
issue here. See [7, 29] for the proof of the global in time estimates in the case of
compactly supported perturbations. The proof of (1.11) is essentially contained in
[8]. The proof of Theorem 2 is based on ideas introduced in [33, 8]. In fact, it is fair
to say that, as far as the spatial regularity is concerned, the estimates established
in [8] are gaining 1/2 derivative with respect to the Sobolev embedding. We prove
Theorem 2 by showing that the missing 1/2 derivative can be recovered thanks to
the local smoothing effect (when it is available). Let us notice that this effect is a
consequence of standard resolvent estimates for non trapping perturbations of the
Laplacian. It would be interesting to know whether intermediate situations may
exist and if so to quantify them in terms of the metric. It is worth mentioning
the work [7], where (1.12) with Cε‖f‖Hε , ε > 0 instead of C‖f‖L2 is studied, i.e.
an unnecessary ε derivative loss is accepted. In this context, let us recall that the
analysis in [8, 9] has shown that, if one is interested in non linear applications, the
losses in term of Sobolev regularity in the right hand-side of (1.12) are more dramatic
then the losses in terms of the range of possible values of (p, q) in the left hand-side
of (1.12).

The rest of this paper is organized as follows. In the next section, we introduce
the functional calculus for ∆g in terms of pseudo differential calculus. In section 3,
we recall the main points of the Isozaki-Kitada parametrix. The analysis of section
3 is then used in section 4 for the proof of (1.10). Section 5 deals with estimates
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on time intervals depending on the frequency localization. In section 6, we use
the non trapping condition to get the full family of Strichartz estimates in a fixed
compact set. Section 7 is devoted to the rather standard non linear applications of
the analysis of the previous sections.

Notation. In this paper several numerical constants will be denoted by the same
C. For T > 0, p ∈ [1,+∞], and B a Banach space, we denote by Lp

TB the Banach
space of Lp functions on [−T, T ] with values in B equipped with the natural norm.
We denote by P ≥ 0 the self adjoint realization of −∆g on L2(Rd).

2. Functional calculus

In this section g is a metric on R
d such that there exist C ≥ 1 ≥ c > 0 such that

(2.1) c|ξ|2 ≤ g(x)(ξ, ξ) ≤ C|ξ|2, ∀x ∈ R
d, ∀ξ ∈ R

d ,

and for every α ∈ N
d,

(2.2) |∂α
x g(x)| ≤ Cα .

Notice that we do not assume the long range condition (1.8).
Further, we denote by

p0(x, ξ) := g(x)(ξ, ξ) ≡
d∑

i,j=1

gij(x)ξiξj

the principal symbol of −∆g. Here we adopt the standard notation for (gij(x)) ≡
(gij(x))

−1.
The goal of this section is to approximate ϕ(−h2∆g), h ∈]0, 1], for a given bump

function ϕ : R → R, by a suitable semi-classical pseudo differential operator. Simi-
lar considerations are performed in [8], where ∆g is the Laplace-Beltrami operator
on a compact Riemannian manifold. Here we follow a similar scheme. The new
feature in our analysis is the Lp bound for the remainder of the pseudo differen-
tial expansion of ϕ(−h2∆g). In [8] this is done by only invoking L2 considerations
and the fact that, on a compact manifold M , L∞(M) is continuously embedded in
L2(M). Here, we can not use this fact. We overcome the difficulty by using Lp

bounds for powers of the resolvent of P .
Recall that P ≥ 0 is the self adjoint realization of −∆g on L2(Rd). We first collect

several classical properties of P . For every s ∈ R, there exists a constant Cs such
that for every u ∈ S(Rd),

(2.3) C−1
s ‖(P + 1)s/2u‖L2(Rd) ≤ ‖u‖Hs(Rd) ≤ Cs‖(P + 1)s/2u‖L2(Rd) .

Next, we recall that the Schwartz class is stable under the action of the resolvent of
P . More precisely, for every z ∈ C\[0,∞[ the map (P − z)−1 is acting continuously
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on S(Rd). As a consequence, by the standard duality argument it acts continuously
on S ′(Rd) too. In particular, for every w ∈ Lp(Rd), 1 ≤ p ≤ +∞, (P − z)−1w is well
defined.

The elliptic nature of P also implies that, for every s ∈ R, there exists Cs such
that for every u ∈ S(Rd),

‖(P + 1)−1u‖Hs+2(Rd) ≤ Cs‖u‖Hs(Rd).

As a consequence for every z ∈ C\[0,∞[,

(2.4) ‖(P − z)−1u‖Hs+2(Rd) ≤
C̃s〈z〉
|Im z| ‖u‖Hs(Rd).

Indeed, we can write

‖(P − z)−1u‖Hs+2 ≤ C‖(P + 1)
s+2
2 (P − z)−1u‖L2

≤ C‖(P − z)−1(P + 1)(P + 1)
s+2
2 (P + 1)−1u‖L2

≤ C‖(P − z)−1(P + 1)‖L2→L2‖(P + 1)
s
2u‖L2

≤ C sup
λ∈R+

|λ+ 1|
|λ− z| ‖u‖Hs

≤ C〈z〉
|Im z| ‖u‖Hs

which proves (2.4).
We next state a bound for sufficiently large powers of the resolvent of P .

Proposition 2.1. Let n0 > d/2 be an integer. For z ∈ C\[0,∞[, we denote by
Kz(x, y) the Schwartz kernel of the operator (P − z)−n0 . Then for every α ∈ N

d,
there exist Cα > 0 and n(α) ∈ N such that for every (x, y) ∈ R

2d, and every
z ∈ C\[0,∞[,

∣∣(x− y)αKz(x, y)
∣∣ ≤ Cα

( 〈z〉
|Im z|

)n(α)
.

In particular there exist N and C > 0 such that

|Kz(x, y)| ≤ C
( 〈z〉
|Im z|

)N 1

(1 + |x− y|2)d .

Proof. Let first |α| = 0. Observe that for s > d/2 any bounded linear map

A : H−s(Rd) −→ Hs(Rd)

has a Schwartz kernel KA(x, y) which is a bounded continuous function on R
2d.

Moreover, there exists C > 0 such that for every bounded map from H−s to Hs,
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every (x, y) ∈ R
2d,

(2.5) |KA(x, y)| ≤ C‖|A‖|,
where ‖|A‖| denotes the norm of A,

‖|A‖| := sup
‖u‖H−s=1

‖Au‖Hs .

Using (2.4), we get the estimate

‖(P − z)−n0u‖Hn0 ≤ C
( 〈z〉
|Im z|

)n0

‖u‖H−n0 .

Therefore, in view of (2.5), the assertion of Proposition 2.1 holds for |α| = 0.
Let next |α| = 1. Clearly, for k ∈ {1, . . . , d}, (xk − yk)Kz(x, y) is the kernel of

[xk, (P − z)−n0 ]. Using the identity
[
xk, (P − z)−1

]
= (P − z)−1[P, xk](P − z)−1,

we arrive at the formula

[
xk, (P − z)−n0

]
=

n0−1∑

j=0

(P − z)−(j+1)[P, xk](P − z)−(n0−j)

=
∑

j1+j2=n0−1

(P − z)−(j1+1)[P, xk](P − z)−(j2+1) .

On the other hand, by invoking (2.4), we obtain that if j1 + j2 = n0−1, and if s ∈ R

is such that n0 > s > d/2, then the linear map

(P − z)−(j1+1)[P, xk](P − z)−(j2+1)

is bounded from H−s(Rd) to

H−s+2(j2+1)−1+2(j1+1)(Rd) = H−s+2n0+1(Rd) ⊂ Hs(Rd)

with operator norm bounded by a polynomial of

(2.6)
〈z〉

|Im z|
which, using (2.5), yields the assertion of Proposition 2.1 for |α| = 1.

Let finally |α| be arbitrary. For k ∈ {1, . . . , d}, α ∈ N
d and A a function of P , we

introduce the notations

ζkA := [xk, A], ζαA = ζα1
1 . . . ζαd

d A .

Notice that ζkζjA = ζjζkA. Using an induction argument, one can check that

ζα(P − z)−n0
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is a linear combination of terms of type

(P − z)−(1+j1)(ζα1
P )(P − z)−(1+j2)(ζα2

P ) . . . (P − z)−(1+jn)(ζαn
P )(P − z)−(1+jn+1)

with

αi 6= 0, 1 ≤ n ≤ |α|, α1 + · · · + αn = α, j1 + j2 + · · · + jn+1 = n0 − 1 .

Therefore for n0 > s > d/2, the map ζα(P −z)−n0 is bounded map from H−s(Rd) to

H2n0+|α|−s(Rd) with operator norm bounded by a polynomial of (2.6). By invoking
(2.5), we complete the proof of Proposition 2.1. �

We will use the result of Proposition 2.1 to get Lp bounds for sufficiently large
powers of the resolvent of P . For that purpose, we recall the well known Schur
lemma.

Proposition 2.2. Let K(x, y) be a continuous function on R
2d satisfying

∫

Rd

|K(x, y)|dx ≤ C,

∫

Rd

|K(x, y)|dy ≤ C

for some positive constant C. Then for every p ∈ [1,+∞], the linear map with kernel
K is bounded on Lp(Rd) with norm ≤ C.

Proof. The statement is straightforward for p = ∞ and p = 1. The case of an
arbitrary p follows then by interpolation (one can also easily give a direct proof
avoiding the interpolation). �

A direct combination of Proposition 2.1 and Proposition 2.2 gives the following
statement.

Proposition 2.3. Let us fix an integer n0 > d/2. Then there exist C > 0 and n ∈ N

such that for every p ∈ [1,∞], u ∈ Lp(Rd), every z ∈ C\[0,∞[,

‖(P − z)−n0u‖Lp(Rd) ≤ C
( 〈z〉
|Im z|

)n
‖u‖Lp(Rd) .

We next give another consequence of the Schur lemma.

Proposition 2.4. Let m > d and let a(x, ξ, h) be a continuous function on R
d ×

R
d×]0, 1] smooth with respect to the second variable satisfying

(2.7)
∣∣∂β

ξ a(x, ξ, h)
∣∣ ≤ Cβ〈ξ〉−m, β ∈ N

d .

Then for ∞ ≥ r ≥ q ≥ 1,

(2.8) ‖a(x, hD, h)‖Lq (Rd)→Lr(Rd) ≤ Cqr h
d( 1

r
− 1

q
), ∀h ∈]0, 1]
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with

Cqr . sup
|β|≤d+1

Cβ .

Proof. Write

(2.9) a(x, hD, h)u(x) =

∫

Rd

Kh(x, y)u(y)dy

with

Kh(x, y) = (2πh)−d

∫

Rd

ei
(x−y)·ξ

h a(x, ξ, h)dξ .

Notice that, thanks to (2.7) and the assumptionm > d, the last integral is absolutely
convergent. Let us denote by â the Fourier transform of a with respect to the second
variable. Then we can write

Kh(x, y) = (2πh)−d â
(
x,
x− y

h
, h

)
.

Thanks to (2.7), for every β ∈ N
d,
∣∣zβ â(x, z, h)

∣∣ . Cβ .

Hence

sup
x∈Rd

sup
h∈]0,1]

∣∣â(x, z, h)
∣∣ . 〈z〉−d−1 sup

|β|≤d+1
Cβ .

Therefore ∫

Rd

|Kh(x, y)|dx = (2π)−d

∫

Rd

|â(y + hz, z, h)|dz . sup
|β|≤d+1

Cβ

and ∫

Rd

|Kh(x, y)|dy = (2π)−d

∫

Rd

|â(x, z, h)|dz . sup
|β|≤d+1

Cβ .

Applying Proposition 2.2 completes the proof of (2.8) for q = r. Thanks to (2.7),

|Kh(x, y)| . C0 h
−d ,

and coming back to (2.9), this completes the proof of (2.8) for r = ∞ and q = 1.
Let us finally fix arbitrary r, q satisfying ∞ ≥ r ≥ q ≥ 1. Interpolating between the
L1 → L1 and L1 → L∞ bounds, we get the L1 → Lr/q bound. Then, interpolation
between the L∞ → L∞ and the L1 → Lr/q bounds, we get the Lq → Lr bound.
This completes the proof of Proposition 2.4. �

The next statement describes functions of P in terms of semi-classical pseudo
differential operators. Recall that p0 denotes the principal symbol of P .
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Proposition 2.5. Let g be a metric on R
d satisfying (2.1) and (2.2). Then for

every ϕ ∈ C∞
0 (R), there exist symbols (ak)k≥0 satisfying

(2.10)
∣∣∂α

x ∂
β
ξ ak(x, ξ)

∣∣ ≤ Ckαβ, ∀ (x, ξ) ∈ suppϕ ◦ p0,

(2.11) ak(x, ξ) = 0, ∀ (x, ξ) /∈ suppϕ ◦ p0,

and there exists n1 ∈ N such that for every N ≥ 1, every 1 ≤ r ≤ q ≤ ∞, there
exists CNqr such that for every h ∈]0, 1],

∥∥∥ϕ(h2P ) −
N∑

k=0

hkak(x, hD)
∥∥∥

Lq(Rd)→Lr(Rd)
≤ CNqr h

N−n1+d( 1
r
− 1

q
)
.

Moreover for every s ≥ 0 there exists Ns such that for N ≥ Ns,

∥∥∥ϕ(h2P ) −
N∑

k=0

hkak(x, hD)
∥∥∥

H−s(Rd)→Hs(Rd)
≤ C hN−Ns .

Remark 2.6. If we suppose that the metric g satisfies (1.8) then we can replace the
bound (2.10) in Proposition 2.5 by

(2.12)
∣∣∂α

x ∂
β
ξ ak(x, ξ)

∣∣ ≤ Ckαβ〈x〉−k−|α|,

for every (x, ξ) ∈ R
2d such that p0(x, ξ) ∈ suppϕ.

Proof of Proposition 2.5. We first describe the classical construction (see [30, 26, 8])
of a parametrix for (h2P − z)−1, z ∈ C\[0,∞[, h ∈]0, 1]. There exist symbols

q0(x, ξ, z), q1(x, ξ, z), . . . , qN (x, ξ, z)

satisfying
∣∣∂α

x∂
β
ξ qk(x, ξ, z)

∣∣ ≤ Ckαβ〈ξ〉−2−k−|β|
( 〈z〉
|Im z|

)n(k,α,β)

such that for every h ∈]0, 1], and for every N ≥ 1,

(h2P − z)

N∑

k=0

qk(x, hD, z) = Id + hN+1rN+1(x, hD, z, h)

with ∣∣∂α
x ∂

β
ξ rN+1(x, ξ, z, h)

∣∣ ≤ CNαβ〈ξ〉−N−1−|β|
( 〈z〉
|Im z|

)n(N,α,β)

uniformly in h ∈]0, 1]. Moreover the symbols are analytic with respect to z ∈
C\[0,∞[ and we can write

q0(x, ξ, z) =
1

p0(x, ξ) − z
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where p0(x, ξ) = g(x)(ξ, ξ) is the principal symbol of −∆g. In addition, for k ≥ 1,
qk takes the form

qk(x, ξ, z) =

2k−1∑

j=1

dj,k(x, ξ)

(p0(x, ξ) − z)1+j

with dj,k ∈ S2j−k(R2d) (they are polynomials in ξ with coefficients which are lin-
ear combinations of products of derivatives of the coefficients of the inverse of the
metric).

Therefore for every h ∈]0, 1] every z ∈ C\[0,∞[, every N ≥ 1,

(h2P − z)−1 =

N∑

k=0

hkqk(x, hD, z) − (h2P − z)−1hN+1rN+1(x, hD, z, h) .

Then, for every ϕ ∈ C∞
0 (R), we can use the Helffer-Sjöstrand formula (see [20, 14]),

ϕ(h2P ) = − 1

π

∫

C

∂̄ϕ̃(z)(h2P − z)−1dL(z),

where dL(z) denotes the Lebesgue measure on C and ϕ̃(z) ∈ C∞
0 (C) is an almost

analytic extension of ϕ which satisfies

(2.13) ∀Λ > 0, |∂̄ϕ̃(z)| ≤ CΛ|Imz|Λ .
This implies that ϕ(h2P ) can be written as

(2.14) ϕ(h2P ) =

N∑

k=0

hkak(x, hD)+

+
hN+1

π

∫

C

∂̄ϕ̃(z)(h2P − z)−1rN+1(x, hD, z, h)dL(z)

with
a0(x, ξ) = ϕ(p0(x, ξ))

and, for k ≥ 1,

ak(x, ξ) =

2k−1∑

j=1

(−1)j

j!
dj,k(x, ξ)ϕ

(j)(p0(x, ξ)) .

We now state a bound for the action of the map ak(x, hD) on Lebesgue spaces.

Lemma 2.7. For 1 ≤ q ≤ r ≤ ∞,

‖ak(x, hD)‖Lq(Rd)→Lr(Rd) ≤ Cqrk h
d( 1

r
− 1

q
)
.

Proof. Since ak(x, ξ) is smooth and compactly supported with respect to ξ, Lemma 2.7
is a direct consequence of Proposition 2.4. �
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We next state a bound for the second term in the right hand-side of (2.14).

Lemma 2.8. Let n0 > d/2 be an integer. Set

RN :=
hN+1

π

∫

C

∂̄ϕ̃(z)(h2P − z)−1rN+1(x, hD, z, h)dL(z) .

Then for every N > d+ 2n0 − 3, every 1 ≤ q ≤ r ≤ ∞, there exists C > 0 such that
for every u ∈ Lr(Rd), every h ∈]0, 1],

(2.15) ‖RNu‖Lq(Rd) ≤ ChN+1−2n0+d( 1
r
− 1

q
)‖u‖Lr(Rd) .

Moreover for every s ≥ 0 there exists Ns such that for every N ≥ Ns, there exists
C > 0 such that for every h ∈]0, 1], every u ∈ H−s(Rd),

(2.16) ‖hN+1RNu‖Hs(Rd) ≤ ChN−Ns‖u‖H−s(Rd) .

Proof. Define r̃N+1(x, hD, z, h) by setting

(h2P − z)−1rN+1(x, hD, z, h) = (h2P − z)−n0 r̃N+1(x, hD, z, h) ,

with a fixed n0 > d/2. Then r̃N+1 satisfies

∣∣∂α
x ∂

β
ξ r̃N+1(x, ξ, z, h)

∣∣ ≤ Cαβ〈ξ〉−N−1+2(n0−1)−|β|
( 〈z〉
|Im z|

)n(α,β)
.

If N + 1 − 2(n0 − 1) > d, i.e. N > d + 2n0 − 3, then Proposition 2.4 implies that
there exists n1 ∈ N such that

‖r̃N+1(x, hD, z, h)‖Lq (Rd)→Lr(Rd) ≤ C h
d( 1

r
− 1

q
)
( 〈z〉
|Im z|

)n1

.

On the other hand, we can write

(h2P − z)−n0 = h−2n0(P − h−2z)−n0

thus Proposition 2.3 shows that there exists n ∈ N such that for every r ∈ [1,∞],

‖(h2P − z)−n0‖Lr(Rd)→Lr(Rd) ≤ Crh
−2n0

( 〈h−2z〉
|Imh−2z|

)n
≤ C̃rh

−2n0

( 〈z〉
|Im z|

)n
,

where we used that for every h ∈]0, 1], every z ∈ C\[0,∞[,

〈h−2z〉
|Imh−2z| ≤ C

〈z〉
|Im z| .

The proof of (2.15) is completed by taking Λ > n1 + n in (2.13). Let us next prove
(2.16). It suffices to prove the result for s an even integer. It is sufficient to study
the action on L2(Rd) of the map

∫

C

∂̄ϕ̃(z)(h2P − z)−1(1 + h−2h2P )s/2rN+1(x, hD, z, h)(1 − h−2h2∆)s/2dL(z),
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where ∆ is the flat Laplacian on R
d. We can then write

(1 + h−2h2P )s/2rN+1(x, hD, z, h)(1 − h−2h2∆)s/2 = h−2sr̃N,s(x, hD, z, h),

where r̃N,s(·, ·, z, h) ∈ S−N−1+2s with semi-norms uniformly bounded with respect
to h ∈]0, 1] by a by a polynomial of (2.6). Therefore, for N + 1 − 2s > d, we can
apply (2.4) and Proposition 2.4 to conclude the proof of (2.16). This completes the
proof of Lemma 2.8. �

Combining Lemma 2.7 and Lemma 2.8 completes the proof of Proposition 2.5. �

We will now give several consequences of Proposition 2.5 that we will use in the
sequel. We first quote the following proposition which is a direct consequence of
Proposition 2.4 and Proposition 2.5.

Proposition 2.9. Let ϕ ∈ C∞
0 (R). Then for every h ∈]0, 1], every 1 ≤ r ≤ q ≤ ∞,

‖ϕ(h2P )‖Lq(Rd)→Lr(Rd) ≤ Cqr h
d( 1

r
− 1

q
)

Next, we state a consequence of the Littlewood-Paley theory in terms of ϕ(h2P ).
Consider a Littlewood-Paley partition of the identity

Id = ϕ1(P ) +
∑

h−1 : dyadic

ϕ(h2P ),

where ϕ1 ∈ C∞
0 (R), ϕ ∈ C∞

0 (R\{0}) and “h−1 : dyadic” means that in the sum
h−1 takes all positive powers of 2 as values. The existence of such a partition is
standard (see e.g. [1]). We then have the following statement.

Proposition 2.10. Let T > 0. Then for every u ∈ C([0, T ];S(Rd)), every p ∈
[2,∞], every q ∈ [2,+∞[,

‖u‖Lp
T Lq ≤ C‖u‖L∞

T L2 + C
( ∑

h−1 : dyadic

‖ϕ(h2P )u‖2
Lp

T Lq

) 1
2 .

Proof. Proceeding as in [8, Corollary 2.3], we obtain that

‖u‖Lp
T Lq ≤ C‖u‖L∞

T L2 + C
∥∥∥
( ∑

h−1 : dyadic

‖ϕ(h2P )u‖2
Lq

) 1
2

∥∥∥
Lp[0,T ]

.

Since p ≥ 2, the Minkowski inequality completes the proof of Proposition 2.10. �

In the proof of Theorem 2, we will make use of the following statement.

Proposition 2.11. Let ϕ ∈ C∞
0 (R\{0}). Then for every s ∈ R there exists Cs such

that for every w ∈ S(Rd), every h ∈]0, 1],

(2.17) ‖ϕ(h2P )w‖L2(Rd) ≤ Cs h
s‖w‖Hs(Rd) .
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Proof. Using (2.3) and the spectral theorem for P , we can write

‖ϕ(h2P )w‖L2 = ‖ϕ(h2P )(1 + P )−s/2(1 + P )s/2w‖L2

≤ C‖ϕ(h2P )(1 + P )−s/2‖L2→L2‖w‖Hs

≤ C sup
λ∼h−2

(1 + λ)−s/2 ‖w‖Hs ≤ Chs‖w‖Hs .

This completes the proof of Proposition 2.11. �

In applications to nonlinear problems, one may also need to use Lp versions of
Proposition 2.11. Here is a precise statement.

Proposition 2.12. Let ϕ ∈ C∞
0 (R\{0}) and p ∈ [1,+∞]. Then there exists C such

that for every w ∈ S(Rd), every h ∈]0, 1],

‖ϕ(h2P )w‖Lp(Rd) ≤ C h‖w‖W 1,p(Rd) .

Proof. In view of Proposition 2.5, it suffices to establish the bound

‖a(x, hD)w‖Lp(Rd) ≤ C h‖w‖W 1,p(Rd) ,

where a(x, ξ) is satisfying (2.10) and (2.11). Let ψ ∈ C∞
0 (Rd) be such that

a(x, ξ)ψ(ξ) = a(x, ξ) .

Thanks to Proposition 2.4, the map a(x, hD) is bounded on Lp(Rd) and thus it is
sufficient to prove that

‖ψ(hD)w‖Lp(Rd) ≤ C h‖w‖W 1,p(Rd)

which is a well-known fact (see e.g. [1, Chapitre 2], [12]). This completes the proof
of Proposition 2.12. �

Remark 2.13. Proposition 2.12 will be important in the proof of Theorem 5 below.
A similar bound in the context of a compact manifold was used in [8]. The additional
point here is again the Lp boundedness of the remainder in the pseudo differential
expansion of ϕ(h2P ) established in Proposition 2.5.

3. The Isozaki-Kitada parametrix

This section is devoted to the construction of Isozaki-Kitada. We only give the
details for those arguments which are not written explicitly in the papers of the
reference list. The reader interested in having all the details for the proofs of the
statements in this section can consult [28, Section 4], [2, Appendice],[3, Appendix].
The reader may of course wish to consult the original paper by Isozaki-Kitada [21]
which is nevertheless only written for potential perturbations and not in the semi-
classical regime.
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In this section g is a metric on R
d satisfying (1.8) and (1.9). For J ⋐]0,+∞[ an

open interval, R > 0 and σ ∈] − 1, 1[, we consider the outgoing and incoming zones
Γ+(R, J, σ) and Γ−(R, J, σ), defined by

Γ±(R, J, σ) =
{
(x, ξ) ∈ R

2d : |x| > R, |ξ|2 ∈ J, ±〈x, ξ〉
|x||ξ| > −σ

}
.

The next statement is proved in Robert [28, prop. 4.1] (see also [21]).

Proposition 3.1. For every interval J ⋐]0,+∞[, every σ ∈] − 1, 1[ there exist a
large number R and phase functions S± ∈ C∞(R2d; R) satisfying

g(x)(∇xS±,∇xS±) = |ξ|2, (x, ξ) ∈ Γ±(R, J, σ)

and, for every (α, β) ∈ N
2d, there exists Cαβ such that for every (x, ξ) ∈ R

2d,
∣∣∂α

x ∂
β
ξ

(
S±(x, ξ) − 〈x, ξ〉

)∣∣ ≤ Cαβ〈x〉1−ρ−|α| .

We next state an easy consequence of Proposition 3.1.

Proposition 3.2. For every interval J ⋐]0,+∞[, every σ ∈] − 1, 1[ there exist a

large number R̃ and two families of phase functions

(S±,R)R≥R̃ ∈ C∞(R2d; R)

such that

(3.1) g(x)(∇xS±,R,∇xS±,R) = |ξ|2, (x, ξ) ∈ Γ±(R, J, σ)

and, such that for every (α, β) ∈ N
2d, there exists Cαβ such that for every (x, ξ) ∈

R
2d, every R ≥ 2R̃,

∣∣∂α
x ∂

β
ξ

(
S±,R(x, ξ) − 〈x, ξ〉

)∣∣ ≤ Cαβ min
(
〈x〉1−ρ−|α|, R1−ρ−|α|

)
.

Proof. Let J0 be an open interval such that J ⋐ J0 ⋐]0,+∞[. Define a smooth
function θJ,J0 such that

θJ,J0(x) =

{
1 when x ∈ J,
0 when x /∈ J0.

Let us next fix σ0 such that σ0 ∈]σ, 1[. Let κσ,σ0 be a monotone smooth function
such that

κσ,σ0(x) =

{
1 when x ≥ −σ,
0 when x ≤ −σ0.

Next, let χ ∈ C∞ be monotone and such that

χ(x) =

{
1 when x ≥ 1,
0 when x ≤ 1/2.
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For R ≥ 1, we define χR(x) as

χR(x) = χ
( |x|
R

)
.

Then for R̃ ≥ 1 and R ≥ 2R̃ the function ψR(x, ξ) defined as

ψ±
R(x, ξ) = χR(x)θJ,J0(|ξ|2)κσ,σ0

(
± 〈x, ξ〉

|x||ξ|
)

satisfies the properties

supp ψ±
R ⊂ Γ±(R/2, J0, σ0) ⊂ Γ±(R̃, J0, σ0)

and ψ±
R(x, ξ) = 1 for (x, ξ) ∈ Γ±(R, J, σ). The functions ψ±

R(x, ξ) also enjoy the
bounds

(3.2)
∣∣∂α

x ∂
β
ξ ψ

±
R(x, ξ)

∣∣ ≤ CαβN min
(
〈x〉−|α|, R−|α|

)
〈ξ〉−N

with a constant CαβN uniform with respect to R ≥ R̃.

For R̃≫ 1, let us denote by S̃±,R̃(x, ξ) the phase function given by Proposition 3.1

associated to J0, σ0 and R̃. Then, by invoking (3.2) and the fact that the derivatives
of ψ±

R with respect to x are supported in a set {x & R}, we observe that the phase
functions S±,R defined as

S±,R(x, ξ) = ψ±
R(x, ξ)S̃±,R̃(x, ξ) + (1 − ψ±

R(x, ξ))〈x, ξ〉
satisfies the claimed properties. This completes the proof of Proposition 3.2. �

For a given real number µ, we denote by S(µ,−∞) the set of smooth functions
a(x, ξ) on R

2d such that for every N ∈ N, every (α, β) ∈ N
2d there exists a constant

CNαβ such that for every (x, ξ) ∈ R
2d,

∣∣∂α
x∂

β
ξ a(x, ξ)

∣∣ ≤ CNαβ〈x〉µ−|α|〈ξ〉−N .

We equip S(µ,−∞) with the natural Fréchet space topology. The next proposition
is devoted to the semi-classical Isozaki-Kitada parametrix.

Proposition 3.3. Let us fix an open interval J ⋐]0,+∞[ and σ ∈]−1, 1[. Consider
the open intervals J1 and J2 so that

J ⋐ J1 ⋐ J2 ⋐]0,+∞[

and real numbers

σ < σ1 < σ2 < 1 .

Then there exists R0 ≫ 1 such that for every N ∈ N \ {0}, every k ∈ N, every
R ≥ R0, every χ± ∈ S(−k,−∞) supported in Γ±(R, J, σ) we can find:
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• a sequence

a±j ∈ S(−j,−∞), j = 0, 1, . . . , N

of smooth functions on R
2d supported in Γ±(R1/3, J2, σ2),

• a sequence

b±j ∈ S(−k − j,−∞), j = 0, 1, . . . , N

of smooth functions on R
2d supported in Γ±(R1/2, J1, σ1)

such that for every h ∈]0, 1], every ±t ≥ 0,

e−i t
h

h2Pχ±(x, hD) = JS
±,R1/4

( N∑

j=0

hja±j

)
e−i t

h
h2P0JS

±,R1/4

( N∑

j=0

hjb±j

)⋆

+hN+1R±
N (t, h),

where the phase functions S±,R1/4 are defined (with R1/4 instead of R) in Proposi-

tion 3.2, P0 = −∆ denotes the flat Laplacian on R
d and the maps JS

±,R1/4
(q) are

defined by

JS
±,R1/4

(q)u(x) = (2πh)−d

∫ ∫
e

i
h
(S

±,R1/4 (x,ξ)−〈y,ξ〉)
q(x, ξ)u(y)dydξ .

Moreover, for every T > 0, every N ≥ 1 and every positive integer s, there exists C
such that for every h ∈]0, 1], every ±t ∈ [0, Th−1], the remainder R±

N (t, h) satisfies

(3.3)
∥∥∥(P + 1)sR±

N (t, h)(P + 1)s
∥∥∥

L2(Rd)→L2(Rd)
≤ C hN−4s−2 .

Proof. For the precise construction of a±j and b±j we refer to [28, Section 4],[2].
However, for the convenience of the reader, we recall the main lines of the method
in the outgoing case (the incoming one being similar). We first choose J3, σ3 such
that J2 ⋐ J3, σ2 < σ3 < 1 and then choose S+,R1/4 ≡ S+ (for shortness) as in

Proposition 3.2 solving the Hamilton-Jacobi equation (3.1) on Γ+(R1/4, J3, σ3). We
then look for a symbol

a+ = a+
0 + ha+

1 + · · · + hNa+
N

supported in Γ+(R1/3, J2, σ2) such that

JS+(cN (h)) := (h2P )JS+(a+) − JS+(a+)(h2P0)

has a “small contribution” (see (3.6) below). This leads to a system of equations
for a+

0 , · · · , a+
N that take the form of rather standard (time independent) trans-

port equations, but only in the region where the Hamilton-Jacobi equation (3.1)
is satisfied. For R large enough, we can solve these equations in a neighborhood
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of Γ+(R1/3, J2, σ2) and by cutting off these solutions by a function supported in

Γ+(R1/3, J2, σ2) which equals 1 near Γ+(R5/12, J1, σ̃1) (notice that 1/3 < 5/12 <
1/2) with σ1 < σ̃1 < σ2, we can build a+

0 , · · · , a+
N so that

cN (h) = hN+1r̃N+1(h) + c̃N (h)(3.4)

with (r̃N+1(h))0<h≤1 in a bounded set of S(−N,−∞) and (c̃N (h))0<h≤1 in a bounded

set of S(0,−∞), supported in Γ+(R1/3, J2, σ2) and such that

c̃N (h) ≡ 0 near Γ+(R5/12, J1, σ̃1).(3.5)

Note that the symbol cN (h) is a priori not small, because of the term c̃N (h). How-
ever, using (3.5), we shall see afterwards that the contribution of JS+(c̃N (h)) to the
final remainder term of the parametrix is harmless, once multiplied from the right
by another FIO with nice support properties. Next, remarking that we can choose
a+

0 non vanishing near Γ+(R1/2, J1, σ1), we can solve another family of (algebraic)
equations for b+0 , · · · , b+N such that

b+ := b+0 + · · · + hN b+N

is supported in Γ+(R1/2, J1, σ1) and satisfies

JS+(a+)JS+(b+)⋆ = χ+(x, hD) + hN+1rN (x, hD, h)

with (rN (h))0<h≤1 in a bounded set of S(−N,−∞). More precisely, the standard
composition rule for the computation of the symbol of JS+(a+)JS+(b+)⋆ (see [26])

show that the above equation leads to a triangular system with unknown b+0 , . . . , b
+
N

and a+
0 on the diagonal.

Combining this last equation and the fact that

(3.6) e−i t
h

h2PJS+(a+) − JS+(a+)e−i t
h

h2P0

= − i

h

∫ t

0
e−i t−τ

h
h2PJS+(cN (h))e−i τ

h
h2P0dτ,

we can then represent the remainder of the Isozaki-Kitada parametrix as

hN+1R+
N (t, h) = I + II + III,

where

I = −hN+1e−i t
h

h2P rN+1(x, hD, h),

II = −ihN

∫ t

0
e−i t−τ

h
h2PJS+(r̃N+1(h))e

−i τ
h

h2P0dτ ◦ JS+

(
b+

)⋆

III = − i

h

∫ t

0
e−i t−τ

h
h2PKh(τ)dτ,
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with Kh(τ) an operator with kernel K(x, y, h, τ) satisfying, for all M ≥ 0 and α, β ∈
N

d,
∣∣∂α

x ∂
β
y K(x, y, h, τ)

∣∣ ≤ CαβMhM (1 + |x| + |y| + τ)−M , τ ≥ 0.(3.7)

Here Kh(τ) = JS+(c̃N (h))ei
τ
h

h2P0JS+(b+)⋆ contains the contribution of c̃N (h). The
above estimate follows from a non stationary phase argument (see [2, Proposi-
tion 2.4.7]), by exploiting the support properties of c̃N (h) and b+. For the sake
of completeness, and to somehow prepare the reader to the stationary phase argu-
ment used in the next section, we recall how to prove (3.7). This proof can be found
in [21] for potential perturbations in the non semi-classical case (h = 1). Here we
reproduce the proof of [2].

The kernel of Kh(τ) at the point (x, y) is given by an oscillatory integral over a
fixed compact set in the ξ variable and the phase function

ih−1(τ |ξ|2 + S+(y, ξ) − S+(x, ξ)).

More precisely the integration is over those ξ such that

(3.8) (x, ξ) ∈ Γ+(R1/3, J2, σ2) \ Γ+(R5/12, J1, σ̃1) and (y, ξ) ∈ Γ+(R1/2, J1, σ1).

Estimate (3.7) follows from standard integrations by parts using the following lemma.

Lemma 3.4. There exist c > 0 and R0 > 1 such that for every τ ≥ 0, every x, y,
ξ satisfying (3.8), every R ≥ R0,

∣∣∇ξ(τ |ξ|2 + S+(y, ξ) − S+(x, ξ))
∣∣ ≥ c(1 + τ + |x| + |y|).(3.9)

Proof. For simplicity, we use the notation cos(x, ξ) = 〈x, ξ〉/|x||ξ|. We will also use
the following statements that are easily checked:

cos(η, η′) ≥ −σ > −1 ⇒ |η + η′| ≥ (1 − |σ|)1/2(|η|2 + |η′|2)1/2,

|η − η′| ≤ ǫ|η| ⇒ | cos(η′′, η) − cos(η′′, η′)| ≤ 2ǫ, ∀η′′ ∈ R
d \ 0.

One then remark that if (3.8) holds then either |x| ≤ R5/12 or −σ̃1 ≥ cos(x, ξ) > −σ2.

Assume first that |x| ≤ R5/12. Fix ǫ such that σ2 − σ1 > 2ǫ. By choosing R large
enough, we have |∇ξS+(y, ξ) − y| ≤ ǫ|y| and thus cos(∇ξS+(y, ξ), ξ) > −|σ2|. This
implies that

|∇ξ(τ |ξ|2 + S+(y, ξ))| ≥ (1 − |σ2|)1/2(4τ2|ξ|2 + |∇ξS+(y, ξ)|2)1/2

from which (3.9) follows easily since |∇ξS+(x, ξ)| . R5/12 and |∇ξS+(y, ξ)| & R1/2.
We now assume that −σ̃1 ≥ cos(x, ξ) > −σ2. It suffices to show that, if R is large

enough, there exists σ ∈ (−1, 1) such that

(3.10) cos (∇ξ(S+(y, ξ) − S+(x, ξ)), ξ) ≥ σ,
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(3.11) cos (−∇ξS+(x, ξ),∇ξS+(y, ξ)) ≥ σ

provided (3.8) holds. Indeed, the estimate (3.10) implies that the left hand side of
(3.9) is bounded from below by c(4τ |ξ|2 + |∇ξ(S+(x, ξ)−S+(y, ξ))|) and then (3.11)
implies that |∇ξ(S+(x, ξ) − S+(y, ξ))| ≥ c(|x| + |y|).

It remains to prove (3.10) and (3.11). Let us choose ǫ > 0 such that σ̃1 −σ1 > 4ǫ.
Observe that σ1 + 2ǫ ∈ (−1, 1). By choosing R large enough, we have

(3.12) cos(∇ξS+(y, ξ), ξ) ≥ −σ1 − 2ǫ and 2ǫ− σ̃1 > cos(∇ξS+(x, ξ), ξ)

Therefore ∇ξS+(y, ξ) 6= ∇ξS+(x, ξ) and the left hand side of (3.10) reads

|∇ξS+(y, ξ)| cos(∇ξS+(y, ξ), ξ) − |∇ξS+(x, ξ)| cos(∇ξS+(x, ξ), ξ)

|∇ξS+(y, ξ) −∇ξS+(x, ξ)| .

Now, using that for every α ∈ R, every X,Y ∈ R
d, X 6= Y ,

α
|Y | − |X|
|Y −X| ≥ −|α|

we deduce that (3.10) holds with σ = −|σ1 + 2ǫ|. Finally, we see that (3.11) must
hold for some possibly lower σ since otherwise we could find sequences (xj), (yj), (ξj)
satisfying (3.8), −σ̃1 ≥ cos(xj , ξj) > −σ2 and such that

lim
j→∞

∇ξS+(xj, ξj)

|∇ξS+(xj, ξj)|
= lim

j→∞

∇ξS+(yj, ξj)

|∇ξS+(yj, ξj)|

which is forbidden by (3.12) and the fact that −σ1 − 2ǫ > 2ǫ − σ̃1. This completes
the proof of Lemma 3.4. �

Therefore, we get the bounds

‖(P + 1)srN+1(x, hD, h)(P + 1)s‖L2→L2 ≤ Ch−4s,

and

‖(P + 1)sKh(τ)(P + 1)s‖|L2→L2 ≤ ChM ,

for τ ≥ 0 and h ∈]0, 1] (in particular, we see a posteriori that the contribution of
c̃N (h) in the remainder of the parametrix is O(h∞)). Finally, using the L2 bound-
edness of FIO (see e.g. [26]), we have that, for every a ∈ S(0,−∞) and every k ∈ N,
there exists Ck,a such that

‖(h2P )kJS+(a)‖L2→L2 ≤ Ck,a,
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and hence
∥∥∥(P + 1)sJS+(r̃N+1(h))e

−i τ
h

h2PJS+

(
b+

)⋆
(P + 1)s

∥∥∥
L2→L2

=
∥∥∥(P + 1)sJS+(r̃N+1(h))e

−i τ
h

h2P
(
(P + 1)sJS+(b+)

)⋆
∥∥∥

L2→L2

≤ Ch−4s .

By integrating the corresponding estimates to II and III over an interval of size
Th−1 we get the result (3.3). �

Remark 3.5. Note that the control of the remainder is easier in our case than in
[28, 2] since we only need to integrate on [0, Th−1] in τ whereas in [28, 2] one has
to integrate over R

+. Moreover, we do not use any non trapping assumption on the
metric: this is the main point in this paper.

4. Strichartz estimates outside a large ball

The goal of this section is to prove (1.10). The main point is to prove the following
statement.

Proposition 4.1. Let ϕ ∈ C∞
0 (R\{0}) and let g be a metric on R

d satisfying (1.8)
and (1.9). Then there exists R > 0 such that for every T > 0, every (p, q) satisfying
(1.4), every χ ∈ C∞

0 (Rd), χ ≡ 1 for |x| < R, there exists C > 0 such that for every
f ∈ L2(Rd), every h ∈]0, 1],

(4.1) ‖(1 − χ)e−itPϕ(h2P )f‖Lp([−T,T ];Lq(Rd)) ≤ C‖f‖L2(Rd) .

Remark 4.2. We could have spectrally localized f in the right hand-side of (4.1),
i.e. one could have replaced ‖f‖L2(Rd) by ‖ϕ(h2P )f‖L2(Rd). Indeed, let ϕ̃ ∈ C∞

0 (R)

be equal to one on the support of ϕ. Then ϕ = ϕϕ̃ and we can apply (4.1) with ϕ̃
instead of ϕ.

Proof. Recall that we denote by P the self adjoint realization of −∆g on L2(Rd). For

χ ∈ C∞
0 (Rd), χ ≡ 1 for |x| < R, a partition of unity argument and Proposition 2.5

allow to write

(1 − χ)ϕ(h2P ) =

N∑

k=0

hk
(
θ+
k (x, hD) + θ−k (x, hD)

)
+ hN+1RN,χ(h)

where θ±k ∈ S(−k,−∞) and for some J ⋐]0,+∞[, σ± ∈] − 1, 1[,

supp θ±k ⊂ Γ±(R, J, σ±) .

More precisely, σ± and J should be such that
{
(x, ξ) : |x| > R, p(x, ξ) ∈ supp (ϕ)

}
⊂ Γ+(R, J, σ+) ∪ Γ−(R, J, σ−).
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Let us notice that σ± can be taken both 1/2.
Furthermore the remainder is such that for every s ≥ 0 there exists C > 0 such

that for every h ∈]0, 1],

‖(P + 1)s/2RN,χ(h)(P + 1)s/2‖L2→L2 ≤ Ch−2s .

In addition by the elementary properties of the h pseudo differential calculus (cf.
e.g. [26]), we can also write

(1 − χ)ϕ(h2P ) =

N∑

k=0

hk
(
χ+

k (x, hD)⋆ + χ−
k (x, hD)⋆

)
+ hN+1R̃N,χ(h) ,

where χ±
k and R̃N,χ(h) have similar properties to θ±k and RN,χ(h) respectively. Using

the Sobolev embedding, by taking N large enough, we get the bound
∥∥hN+1R̃N,χ(h)e−itP f

∥∥
Lp

T Lq ≤ C‖f‖L2,

provided (p, q) is satisfying (1.4). Therefore it suffices to prove the bound

(4.2)
∥∥χ±

k (x, hD)⋆ e−itP f
∥∥

Lp
T Lq ≤ C‖f‖L2 .

Since χ±
k (x, hD)⋆ e−itP are clearly L2 bounded, uniformly in h and t, thanks to the

Keel-Tao theorem (see [23], [8, Proposition 2.8]), to get (4.2), it suffices to prove the
dispersive inequality

∥∥∥χ±
k (x, hD)⋆ e−itP eisPχ±

k (x, hD)f
∥∥∥

L∞
≤ C

|t− s|d/2
‖f‖L1(Rd), t, s ∈ [−T, T ] ,

uniformly with respect to h. By the time rescaling t 7→ ht, and by defining the maps

U±
k,h(t) = χ±

k (x, hD)⋆ e−ihtP , t ∈ [−h−1T, h−1T ] ,

it suffices to prove the dispersive inequality
(4.3)

∥∥U±
k,h(t)

(
U±

k,h(s)
)⋆
f
∥∥

L∞(Rd)
≤ C

(h|t− s|)d/2
‖f‖L1(Rd), t, s ∈ [−h−1T, h−1T ] .

Clearly

(4.4) U±
k,h(t)

(
U±

k,h(s)
)⋆

= χ±
k (x, hD)⋆ e−ih(t−s)Pχ±

k (x, hD) .

Denote by K±(t− s, x, y, h) (we do not explicit the dependence on k) the kernel of
(4.4). In order to prove (4.3), it is sufficient to show that there exists C > 0 such
that for every h ∈]0, 1], every x, y ∈ R

d, every t, s ∈ [−h−1T, h−1T ], t 6= s,

(4.5) |K±(t− s, x, y, h)| ≤ C|h(t− s)|−d/2 .

The next lemma contains the main trick in our analysis.
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Lemma 4.3. For K+, it suffices to prove (4.5) for t− s > 0. Similarly, for K−, it
suffices to prove (4.5) for t− s < 0.

Proof. We only consider K+, the analysis for K− being similar. Suppose that (4.5)
holds true for t− s > 0. Let t, s ∈ [−h−1T, h−1T ] such that t− s < 0. Since

U+
k,h(t)

(
U+

k,h(s)
)⋆

=
(
U+

k,h(s)
(
U+

k,h(t)
)⋆

)⋆

we obtain that

K+(t− s, x, y, h) = K+(s− t, y, x, h) .

Since s − t > 0, our assumption that (4.5) holds for positive values of the first
argument of K+ implies that

|K+(t− s, x, y, h)| = |K+(s− t, y, x, h)| ≤ C(h(s − t))−d/2

which completes the proof of Lemma 4.3. �

It is now clear that the proof of (4.5), and thus of Proposition 4.1, will be finished,
once we establish the following lemma.

Lemma 4.4. There exists R ≫ 1 and C > 0 such that for every h ∈]0, 1], every
±t ∈]0, h−1T ], every x, y ∈ R

d,

|K±(t, x, y, h)| ≤ C(±ht)−d/2 .

Proof. As before, we only consider the case of K+. Denote by K+(t, x, y, h) the ker-

nel of exp(−ithP )χ+
k (x, hD) and by K̃+(x, y, h) the kernel of χ+

k (x, hD)⋆. Clearly

K̃+(x, y, h) satisfies the assumptions of the Schur lemma uniformly in h, and there-
fore by writing

K+(t, x, y, h) =

∫

Rd

K̃+(x, z, h)K+(t, z, y, h)dz,

we infer that

|K+(t, x, y, h)| ≤ sup
z∈Rd

|K+(t, z, y, h)|
∫

Rd

|K̃+(x, z, h)|dz ≤ C sup
z∈Rd

|K+(t, z, y, h)| .

Therefore, it suffices to prove that there exists C > 0 such that for every h ∈]0, 1],
every t ∈]0, h−1T ], every x, y ∈ R

d,

(4.6) |K+(t, x, y, h)| ≤ C(ht)−d/2 .

In order to prove (4.6), we will of course use Proposition 3.3. With the notations
of Proposition 3.3, since for N ≫ 1, the map RN (t, h) is bounded, uniformly with
respect to t, h, from H−s to Hs with s > d/2, we deduce that its kernel is bounded
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uniformly with respect to h ∈]0, 1], t ∈ [0, h−1T ]. Therefore, in view of Proposi-
tion 3.3, by expressing the kernel of

JS
+,R1/4

(
a+

j1

)
e−i t

h
h2P0JS

+,R1/4

(
b+j2

)⋆
, 0 ≤ j1, j2 ≤ N,

estimates (4.6) will be established once we prove that there exists C > 0 such that
for every h ∈]0, 1], every t ∈]0, h−1T ], every x, y ∈ R

d,

(4.7) (2πh)−d
∣∣∣
∫

Rd

e
i
h
Φ+(t,R,x,y,ξ)a(x, ξ)b(y, ξ)dξ

∣∣∣ ≤ C(ht)−d/2 ,

where the phase Φ+ is defined as

Φ+(t, R, x, y, ξ) = S+,R1/4(x, ξ) − S+,R1/4(y, ξ) − t|ξ|2

and a(x, ξ), b(x, ξ) are fixed smooth functions supported in

{(x, ξ) ∈ R
2d : |x| ≥ R≫ 1, 0 < c ≤ |ξ| ≤ C}

for some positive constants c and C. In the proof of (4.7), we will consider two
different regimes for t. If t ∈ [0, h] then, using the support property with respect to
ξ, the left hand-side of (4.7) can be estimate by Ch−d which, for t ≤ h, is bounded

by C(ht)−d/2. Therefore, we can suppose that t ≥ h in (4.7). In this case we will
take advantage of the rapid oscillations of exp(ih−1Φ+). When t ≥ h, the natural
big parameter is th−1. We thus set

1

h
Φ+(t, R, x, y, ξ) =

t

h
Φ̃+(t, R, x, y, ξ),

where

Φ̃+(t, R, x, y, ξ) =
S+,R1/4(x, ξ) − S+,R1/4(y, ξ)

t
− |ξ|2 .

We can write

Φ̃+(t, R, x, y, ξ) =

∫ 1

0
〈∇x S+,R1/4(y + α(x− y), ξ), x− y〉dα

t
− |ξ|2 .

Therefore, thanks to the properties of the phase function S+,R1/4 displayed in Propo-
sition 3.2, we obtain that

∇ξ Φ̃+(t, R, x, y, ξ) =
x− y

t
− 2ξ +Q(R,x, y, ξ) · x− y

t
,

where Q is a d× d matrix satisfying the bound

|∂β
ξ Q(R,x, y, ξ)| ≤ CβR

−ρ,

for R≫ 1, x, y ∈ R
d, ξ on the support of a(x, ξ)b(y, ξ).
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Therefore, there exist R0 ≫ 1 and C0 > 0 such that for R > R0 and
∣∣x−y

t

∣∣ ≥ C0,
we have that, for |ξ| ∈ [c, C],

(4.8) |∇ξΦ̃+(t, R, x, y, ξ)| &
∣∣x− y

t

∣∣

and

(4.9) |∂β
ξ Φ̃+(t, R, x, y, ξ)| ≤ Cβ

∣∣x− y

t

∣∣, |β| ≥ 2.

Therefore using (4.8), (4.9) and integration by parts with respect to ξ, we deduce
that for every Λ ≥ 1, the left hand-side of (4.7) is bounded by

Ch−dCΛ(th−1)−Λ ≤ C(ht)−d/2 ,

provided Λ is taken bigger than d/2.
We can therefore suppose that t, x, y are such that t ≥ h and

(4.10)
∣∣x− y

t

∣∣ ≤ C0 .

In this case, we evaluate the left hand-side of (4.7) by the stationary phase. Under
the condition (4.10), we can write

∇2
ξΦ̃+(t, R, x, y, ξ) = −2Id + ∇ξQ(R,x, y, ξ) · x− y

t
= −2Id + O(R−ρ) .

Therefore for R≫ 1, the map

ξ 7−→ ∇ξΦ̃+(t, R, x, y, ξ)

is a diffeomorphism from R
d to R

d. In particular, for fixed t ≥ h, x, y satisfy-
ing (4.10), the phase Φ̃+ has a unique non degenerate critical point ξcr(t, R, x, y).
Moreover, thanks to (4.10), for |β| ≥ 1,

∣∣∣∂β
ξ Φ̃+(t, R, x, y, ξcr(t, R, x, y))

∣∣∣ ≤ Cβ .

We can therefore apply the stationary phase estimate to conclude that for t ≥ h and
(t, x, y) satisfying (4.10), the left hand-side of (4.7) is bounded by

Ch−d (th−1)−d/2 = C(ht)−d/2 .

This completes the proof of Lemma 4.4. �

This completes the proof of Proposition 4.1 �

It is now clear that (1.10) will be proved, once we establish the following statement.
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Proposition 4.5. Let g be a metric on R
d satisfying (1.8) and (1.9). Then there

exists R > 0 such that for every T > 0, every (p, q) satisfying (1.4), every χ ∈
C∞

0 (Rd), χ ≡ 1 for |x| < R, there exists C > 0 such that for every f ∈ L2(Rd),

‖(1 − χ)e−itP f‖Lp([−T,T ];Lq(Rd)) ≤ C‖f‖L2(Rd) .

Proof. Set

u = e−itP f .

Using Proposition 2.10, we can write

(4.11) ‖(1 − χ)u‖Lp
T Lq ≤ C‖f‖L2 +C

( ∑

h−1 : dyadic

‖ϕ(h2P )(1 − χ)u‖2
Lp

T Lq

) 1
2 .

Let ϕ1 ∈ C∞
0 (R\{0}) be equal to one on the support on ϕ. We can write

ϕ(h2P )(1 − χ) = ϕ(h2P )ϕ1(h
2P )(1 − χ)

= ϕ(h2P )(1 − χ)ϕ1(h
2P ) + ϕ(h2P )[χ,ϕ1(h

2P )] .

Using Proposition 2.9 and Proposition 4.1 (see also Remark 4.2), we have

(4.12) ‖ϕ(h2P )(1 − χ)ϕ1(h
2P )u‖Lp

T Lq ≤ C‖ϕ1(h
2P )f‖L2 .

Using the Schur lemma, we get

‖[χ,ϕ1(h
2P )]‖L2→L2 ≤ Ch,

∥∥∥
[
[χ,ϕ1(h

2P )], ϕ(h2P )
]∥∥∥

L2→L2
≤ Ch2 .

Thus, using Proposition 2.9, we can write

‖ϕ(h2P )[χ,ϕ1(h
2P )]u‖Lp

T Lq ≤ Ch−1‖ϕ(h2P )[χ,ϕ1(h
2P )]u‖Lp

T L2

≤ Ch‖u‖Lp
T L2 + C‖ϕ(h2P )f‖L2

≤ Ch‖f‖L2 + C‖ϕ(h2P )f‖L2 .

In view of (4.12) and the last estimate, coming back to (4.11) completes the proof
of Proposition 4.5 �

5. Semi-classical time estimates and applications

In this section g is a metric satisfying (2.1), (2.2). The next proposition describes
the WKB approximation for solutions of the semi-classical Schrödinger equation
for times which are small but independent of the semi-classical parameter. This
construction is well known (see e.g. [26]). Here is the precise statement.

Proposition 5.1. Let a(x, ξ) be a smooth function on R
2d satisfying

(5.1)
∣∣∂α

x ∂
β
ξ a(x, ξ)

∣∣ ≤ Cαβ, ∀ (α, β) ∈ N
2d ,
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(5.2) ∃R > 0 : a(x, ξ) = 0, for |ξ| > R .

Then there exists α > 0, there exists

S(t, x, ξ) ∈ C∞
(
[−α,α] × R

d × R
d
)

and a sequence of smooth functions aj(t, x, ξ), j ≥ 0 compactly supported with respect

to ξ such that for every u0 ∈ L2(Rd), every h ∈]0, 1], every N ∈ N, the solutions of
the problem

(ih∂t + h2∆g)u = 0, u|t=0 = a(x, hD)u0

can be represented, for t ∈ [−α,α] as

u(t, x) = JN (t)u0 +RN (t)u0,

where RN (t) satisfies

(5.3) ‖RN (t)‖L2(Rd)→Hk(Rd) ≤ ChN+1−k, 0 ≤ k ≤ N + 1

uniformly with respect to t ∈ [−α,α], and

JN (t)u0 = (2πh)−d

∫

Rd

eih
−1S(t,x,ξ)

[ N∑

j=0

aj(t, x, ξ)h
j
]
û0

( ξ
h

)
dξ .

Moreover S(t, x, ξ) is the solution of the Hamilton-Jacobi equation

∂tS + g(x)(∇xS,∇xS) = 0, S|t=0 = x · ξ
and aj(t, x, ξ) are solutions of the transport equations

∂ta0 + 2g(x)(∇xS,∇xa0) + ∆gS a0 = 0, a0(0, x, ξ) = a(x, ξ)

for j = 0, and

∂taj + 2g(x)(∇xS,∇xaj) + ∆gS aj = i∆g(aj−1), aj(0, x, ξ) = 0

for j ≥ 1. Finally, there exists CN > 0 such that if u0 ∈ L1(Rd) then for every
t ∈ [−α,α], every h ∈]0, 1],

‖JN (t)u0‖L∞(Rd) ≤
CN

(|t|h)d/2
‖u0‖L1(Rd) .

Proof. The proof of Proposition 5.1 is given in [8] when a(x, ξ) is supported in a
coordinate patch of the cotangent bundle of a compact manifold. The analysis in
the case here is slightly more delicate since the L2 bound of the remainder is not
straightforward as in [8]. However, using that for |t| ≤ α≪ 1 one has

∣∣∇x∇ξS(t, x, ξ) − Id
∣∣ ≪ 1,

we can apply the standard result for L2 boundedness of FIO (see e.g. [26]) from
which (5.3) follows. �
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After the time rescaling t 7→ ht, as in [8] an application of the Keel-Tao theorem
[23] gives the following Strichartz inequalities (homogeneous and non homogeneous)
for the Schrödinger equation on semi-classical time intervals.

Proposition 5.2. Let ϕ ∈ C∞
0 (R). Then there exist α > 0 and C > 0 such that for

every interval J ⊂ R of size ≤ αh, h ∈]0, 1], if u solves

(i∂t − P )u = 0, u|t=0 = ϕ(h2P )u0, u0 ∈ L2(Rd)

then

‖u‖Lp(J ;Lq(Rd)) ≤ C‖ϕ(h2P )u0‖L2(Rd) ,

provided (p, q) satisfies (1.4).
Moreover, if u solves

(5.4) (i∂t − P )u = ϕ(h2P )f, u|t=0 = 0

then

(5.5) ‖u‖Lp(J ;Lq(Rd)) ≤ C‖ϕ(h2P )f‖Lp1 (J ;Lq1 (Rd)) ,

provided (p, q) and ( p1

p1−1 ,
q1

q1−1) satisfy (1.4).

As in [8], Proposition 5.2 yields a Strichartz inequality, with derivative loss in
classical Sobolev spaces.

Proposition 5.3. Let T > 0. Then there exists C > 0 such that if u solves

(i∂t − P )u = 0, u|t=0 = u0, u0 ∈ H
1
p (Rd)

then

‖u‖Lp
T Lq(Rd) ≤ C‖u0‖

H
1
p (Rd)

,

provided (p, q) satisfies (1.4).

Proof. Thanks to Proposition 2.10, it suffices to prove that for every ϕ ∈ C∞
0 (R)

there exists C > 0 such that for every h ∈]0, 1], every f ∈ L2(Rd),

‖ exp(−itP )ϕ(h2P )f‖Lp
T Lq ≤ Ch−

1
p ‖f‖L2 .

We split the interval [−T, T ] into Ch−1 intervals of size αh, where α is the real
number involved in the statement of Proposition 5.1. Using the L2 boundedness
of exp(−itP ), and applying, according to the above splitting, about Ch−1 times
Proposition 5.2 yields

‖ exp(−itP )ϕ(h2P )f‖p
Lp

T Lq ≤ Ch−1‖f‖p
L2

which completes the proof of Proposition 5.3. �
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The proof of Theorem 1 is now complete.

Next, we state a non homogeneous extension of Proposition 5.2.

Proposition 5.4. Let ϕ ∈ C∞
0 (R) and T > 0. Then there exists C > 0 such that if

u is a solution of

iut − Pu = ϕ(h2P )f, h ∈]0, 1], f ∈ L2([0, T ] × R
d)

with initial data

u|t=0 = ϕ(h2P )u0, u0 ∈ L2(Rd)

then

(5.6) ‖u‖Lp
T Lq ≤ C‖u‖L∞

T L2 + Ch−1/2‖u‖L2
T L2 + Ch1/2‖ϕ(h2P )f‖L2

T L2,

provided (p, q) satisfies (1.4).
Moreover, if d = 3, the following estimate holds

(5.7) ‖u‖L2
T L6 ≤ C‖u‖L∞

T L2 + Ch−1/2‖u‖L2
T L2 + C‖ϕ(h2P )f‖L2

T L6/5 .

Remark 5.5. By taking f = 0 and T ∼ h, we observe that Proposition 5.2 is a
particular case of (5.6).

Remark 5.6. For d ≥ 4, an estimate analogous to (5.7) holds. More precisely, one
has to replace 6 by 2d

d−2 and 6/5 by 2d
d+2 .

Proof of Proposition 5.4. Clearly we can restrict our considerations to the interval
[0, T ], the analysis on [−T, 0] being analogous (the sign of t in this discussion is
harmless). Write

(5.8) u(t) = e−itPϕ(h2P )u0 − i

∫ t

0
e−i(t−τ)Pϕ(h2P )f(τ)dτ .

Observe that u ∈ C([−T, T ];L2(Rd)). If T ≤ αh, then Proposition 5.2 and the
triangle inequality give

‖u‖Lp
T Lq ≤ C‖ϕ(h2P )u0‖L2 + C‖ϕ(h2P )f‖L1

T L2

≤ C‖u‖L∞
T L2 + Ch1/2‖ϕ(h2P )f‖L2

T L2 ,

provided (p, q) satisfies (1.4). Hence we can suppose that T ≥ αh. Consider a
splitting of [0, T ] :

[0, T ] = [0, a] ∪ J1 ∪ · · · ∪ Jk ∪ [b, T ],

where for j = 1, . . . k, there exists cj such that

Jj =
[
cj −

αh

8
, cj +

αh

8

]
⊂

[αh
8
, T − αh

8

]
.
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We also suppose that a ≤ αh and T − b ≤ αh. We may also suppose that

c1 < c2 < · · · < ck .

Clearly k . h−1. Coming back to the Duhamel formula (5.8), using Proposition 5.2,
we obtain that for (p, q) satisfying (1.4),

(5.9) ‖u‖Lp([0,a];Lq) ≤ C‖u‖L∞
T L2 + Ch1/2‖ϕ(h2P )f‖L2([0,a]×Rd) .

Similarly, we estimate the contribution of [b, T ] by writing,

(5.10) ‖u‖Lp([b,T ];Lq) ≤ C‖u‖L∞
T L2 + Ch1/2‖ϕ(h2P )f‖L2([b,T ]×Rd) .

We next define the intervals

J ′
j := Jj +

[
− αh

8
,
αh

8

]
, j = 1, . . . k .

Observe that J ′
j ⊂ [0, T ]. Let us fix ψ ∈ C∞

0 (R) such that ψ = 1 on [−1/8, 1/8] and

suppψ ⊂ [−1/4, 1/4]. Set

ψj(t) := ψ
( t− cj
αh

)
, j = 1, . . . k

and

uj(t) := ψj(t)u(t) .

Observe that uj(t) = u(t) for t ∈ Jj and that uj solves the equation

(i∂t − P )uj = iψ′
j u+ ψj ϕ(h2P )f, uj(0) = 0 .

Hence, by writing the Duhamel formula for uj , using Proposition 5.2 and the triangle
inequality, we get for (p, q) satisfying (1.4),

‖u‖Lp(Jj ,Lq) ≤ ‖uj‖Lp(J ′
j ;L

q)

≤ Ch−1‖u‖L1(J ′
j ;L

2) + C‖ϕ(h2P )f‖L1(J ′
j ;L

2)

≤ Ch−1/2‖u‖L2(J ′
j×Rd) + Ch1/2‖ϕ(h2P )f‖L2(J ′

j×Rd) .

Summing over j = 1, . . . k, since p ≥ 2, we get

‖u‖p
Lp([a,b];Lq) ≤ Ch−

p
2

k∑

j=1

‖u‖p
L2(J ′

j×Rd)
+ Ch

p
2

k∑

j=1

‖ϕ(h2P )f‖p
L2(J ′

j×Rd)

≤ Ch−
p
2

( k∑

j=1

‖u‖2
L2(J ′

j×Rd)

) p
2

+ Ch
p
2

( k∑

j=1

‖ϕ(h2P )f‖2
L2(J ′

j×Rd)

) p
2

≤ Ch−
p
2 ‖u‖p

L2
T L2 + Ch

p
2 ‖ϕ(h2P )f‖p

L2
T L2 .
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Hence
‖u‖Lp([a,b];Lq) ≤ Ch−

1
2‖u‖L2

T L2 + Ch
1
2 ‖ϕ(h2P )f‖L2

T L2 .

Coming back to (5.9) and (5.10) completes the proof of (5.6).
Let us now turn to the proof of (5.7). It follows along the same lines as the proof

of (5.6). Indeed, with the above notations, using (5.5) with d = 3 and p = p1 = 2,
we obtain that

‖u‖L2(Jj ,L6) ≤ ‖uj‖L2(J ′
j ;L

6)

≤ Ch−1‖u‖L1(J ′
j ;L

2) + C‖ϕ(h2P )f‖L2(J ′
j ;L

6/5)

≤ Ch−1/2‖u‖L2(J ′
j×Rd) +C‖ϕ(h2P )f‖L2(J ′

j ;L
6/5) .

Squaring and summing over Jj gives

‖u‖L2([a,b];L6) ≤ Ch−1/2‖u‖L2
T L2 + C‖ϕ(h2P )f‖L2

T L6/5 .

Similar estimates holds on [0, a] and [b, T ] which ends the proof of (5.7). This
completes the proof of Proposition 5.4. �

6. Using the non trapping assumption

The proof of Theorem 2 will be completed, once we prove the following statement.

Theorem 3. Let the metric g be non trapping and satisfying (1.8) and (1.9). Then
for every T > 0 and χ ∈ C∞

0 (Rd) there exists a constant C such that if u solves

(6.1) iut + ∆gu = 0, u|t=0 = u0 ∈ L2(Rd)

then
‖χu‖Lp

T Lq(Rd) ≤ C‖u0‖L2(Rd)

provided the couple (p, q) satisfies the admissibility condition (1.4).

Proof. The non trapping assumption is only needed for the next proposition.

Proposition 6.1. The solution of (6.1) satisfies

‖χu‖
L2

T H
1
2
≤ C‖u0‖L2(Rd) .

We refer to [15] for a proof of Proposition 6.1. Such estimates can be seen as a
consequence of the smooth perturbation theory of Kato (see [24, Chapter XIII.7]).
Let us also recall (see e.g. [9]) that, via a quite general argument using the Fourier
transform in t, one can freeze the time and Proposition 6.1 follows from (the time
independent) estimates on the resolvent of ∆g, namely

(6.2) ‖χ(P − λ± i0)−1χ‖L2→L2 ≤ C〈λ〉−1/2 , λ≫ 1.
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Recall that such resolvent estimates were extensively studied in particular in con-
nection with the local energy decay for the wave equation (∂2

t − ∆g)u = 0. For a
proof of (6.2), we refer for instance to [27, 5].

Notice that Proposition 6.1 is the only place in the proof of Theorem 2 where we
use the non trapping assumption.

Let us now come back to the proof of Theorem 3. It will be a suitable combination
of Proposition 6.1 and Proposition 5.4. Let us fix ϕ ∈ C∞

0 (R\{0}). Set

v(t) := ϕ(h2P )χu(t) .

Then v solves

(i∂t − P )v = −ϕ(h2P )[P,χ]u, v|t=0 = ϕ(h2P )χu0 .

We can now apply Proposition 5.4 to v which gives

‖v‖Lp
T Lq ≤ C‖ϕ(h2P )χu‖L∞

T L2 + Ch−
1
2 ‖ϕ(h2P )χu‖L2

T L2

+ Ch
1
2‖ϕ(h2P )[P,χ]u‖L2

T L2 := Q1 +Q2 +Q3,

provided (p, q) is satisfying (1.4). We now estimate separately Q1, Q2 and Q3.
Bound for Q1. Using the functional calculus and the Schur lemma, we get

(6.3)
∥∥∥
[
ϕ(h2P ), χ

]
w

∥∥∥
L2(Rd)

≤ Ch‖w‖L2(Rd) .

This implies that

Q1 ≤ C‖χϕ(h2P )u‖L∞
T L2 + Ch‖u‖L∞

T L2

≤ C‖ϕ(h2P )u‖L∞
T L2 + Ch‖u‖L∞

T L2

= C‖ϕ(h2P )u0‖L2 + Ch‖u0‖L2 ,

where in the last line we used that exp(−itP ) is an L2 isometry.
Bound for Q2. Let ϕ̃ ∈ C∞

0 (R\{0}) which is equal to one on the support of ϕ.
Then using (6.3), we get

Q2 ≤ Ch−
1
2‖ϕ(h2P )χϕ̃(h2P )u‖L2

T L2 +Ch
1
2 ‖u‖L∞

T L2 := Q21 +Q22 .

Since the support of ϕ does not meet the origin, we can use (2.17) and thus

Q21 ≤ C‖χϕ̃(h2P )u‖
L2

T H
1
2 (Rd)

.

An application of Proposition 6.1 gives

Q21 ≤ C‖ϕ̃(h2P )u0‖L2 .

Clearly

Q22 = Ch
1
2 ‖u0‖L2 .
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Thus
Q2 ≤ C‖ϕ̃(h2P )u0‖L2 + Ch

1
2 ‖u0‖L2 .

Bound for Q3. Let us take again ϕ̃ ∈ C∞
0 (R\{0}) which equals one on the support

of ϕ. An application of Schur lemma yields the bound∥∥∥
[
ϕ̃(h2P ), [χ,P ]

]
w

∥∥∥
L2(Rd)

≤ C‖w‖L2(Rd) .

Therefore

Q3 ≤ Ch
1
2 ‖ϕ(h2P )[χ,P ]ϕ̃(h2P )u‖L2

T L2 + Ch
1
2‖u0‖L2 := Q31 +Q32 .

Let us next fix a χ̃ ∈ C∞
0 (Rd) which is equal to one on the support of χ. Then

Q31 = Ch
1
2‖ϕ(h2P )[χ,P ]χ̃ϕ̃(h2P )u‖L2

T L2 .

Using (2.17) with s = −1/2, we obtain the bound

Q31 ≤ C‖[χ,P ]χ̃ϕ̃(h2P )u‖
L2

T H−
1
2
≤ C‖χ̃ϕ̃(h2P )u‖

L2
T H

1
2
,

where in the last line we used that [χ,P ] is a first order differential operator with
C∞

0 (Rd) coefficients. A use of Proposition 6.1 yields

Q31 ≤ C‖ϕ̃(h2P )u0‖L2

and therefore
Q3 ≤ C‖ϕ̃(h2P )u0‖L2 + Ch

1
2 ‖u0‖L2 .

Using the above bounds for Q1, Q2, Q3, we arrive at the bound

(6.4) ‖ϕ(h2P )χu‖Lp
T Lq ≤ C‖ϕ̃(h2P )u0‖L2 + Ch

1
2 ‖u0‖L2 ,

provided (p, q) is satisfying (1.4). With (6.4) in hand the proof of Theorem 3 is
reduced to an application of the Littlewood-Paley square function theorem. Indeed,
consider a Littlewood-Paley partition of the identity

(6.5) Id = ϕ1(P ) +
∑

h−1 : dyadic

ϕ(h2P ),

where ϕ1 ∈ C∞
0 (R), ϕ ∈ C∞

0 (R\{0}). Using Proposition 2.10, we obtain that

‖χu‖Lp
T Lq ≤ C‖u0‖L2 + C

( ∑

h−1 : dyadic

‖ϕ(h2P )χu‖2
Lp

T Lq

) 1
2 .

Coming to the crucial bound (6.4), using that ϕ̃ ∈ C∞
0 (R\{0}) for the first term in

the right hand-side of (6.4), and, summing geometric series for the second, we arrive
at the bound

‖χu‖Lp
T Lq ≤ C‖u0‖L2 .

This completes the proof of Theorem 3. �
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Remark 6.2. Let us observe that the constants depending on the time intervals
[0, T ] in all statements in this paper remain bounded as T varies within a compact
set. In other words the only possible blow up of these constants is as T → ∞.

7. Non homogeneous estimates and nonlinear applications

The aim of this section is to give some applications of the estimates established
in the previous sections to the Nonlinear Schrödinger equation

(7.1) (i∂t + ∆g)u = F (u), u|t=0 = u0,

where u(t) : R
d → C. The function F (z), z ∈ C, is assumed to be smooth and van-

ishing at z = 0. Moreover, we suppose that F = ∂̄V with a real valued “potential”
V satisfying the gauge invariance assumption

V (ωz) = V (z), ∀ω ∈ S1, ∀ z ∈ C .

In addition, we suppose that for some α > 1,

(7.2)
∣∣∂k1 ∂̄k2V (z)

∣∣ ≤ Ck1,k2〈z〉1+α−k1−k2 .

The real number α involved in (7.2) corresponds to the “degree” of the nonlinear
interaction. The problem (7.1) may, at last formally, be seen as a Hamiltonian PDE
in an infinite dimensional phase space, with Hamiltonian

(7.3) H(u, ū) =

∫

Rd

|∇gu|2 +

∫

Rd

V (u)

and canonical coordinates (u, ū) (in (7.3) we integrate with respect to the volume
element associated to g). Therefore the quantity (7.3) is formally conserved by the
flow of (7.1). Another formally conserved quantity by the flow of (7.1) is the L2

norm of u. In this section we make the defocusing assumption

V (z) ≥ 0

on the potential V . Under this assumption the H1(Rd) norm of the solutions of
(7.1) may be expected to be controlled uniformly in time under the evolution of
(7.1). Therefore the study of (7.1) in the space H1(Rd) is of particular interest.

In the study of (7.1), Lp analogues, 1 < p < +∞, of (2.3) are useful. More
precisely one has the bounds

(7.4) C−1
s,p‖(P + 1)s/2u‖Lp(Rd) ≤ ‖u‖W s,p(Rd) ≤ Cs,p‖(P + 1)s/2u‖Lp(Rd).

where 1 < p < +∞. Estimates (7.4) follow from the Lp, 1 < p < +∞ boundedness
of zero order pseudo differential operators (see e.g. [32]).

In this section, we give the rather standard consequences of Theorem 1 and The-
orem 2 to the H1 theory for (7.1). We start with a general result in dimension
two.
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Theorem 4. Let α > 1 be an arbitrary real number and let g be a metric on R
2

satisfying (2.1), (2.2). Then for every u0 ∈ H1(R2) there exists a unique global
solution u ∈ C(R;H1(R2)) of (7.1).

Proof. Using Theorem 1, we obtain the estimate

(7.5) ‖ exp(it∆g)u0‖Lp
T Lq ≤ C‖u0‖

H
1
p
,

provided (p, q) is satisfying (1.4). With (7.5) in hand, the proof of Theorem 4 consists
in word by word repetition of the analysis in [8, sec. 3.1 and 3.2]. �

Without the non trapping assumption, in dimension three, one can only get the
following global existence result.

Theorem 5. Consider the cubic defocusing NLS

(7.6) (i∂t + ∆g)u = |u|2u, u|t=0 = u0,

where g is a metric on R
3 satisfying (2.1), (2.2). Let s > 1. Then for every

u0 ∈ Hs(R3) there exists a unique global solution u ∈ C(R;Hs(R3)) of the Cauchy
problem (7.6).

Proof. It relies on Lemmas 7.1 and 7.2 below. The first one is a local existence and
uniqueness result which is proved in [8] (using the 3 dimensional analogues of (7.5)
which follow from Theorem 1).

Lemma 7.1. Let s > 1 and p > 2 be such that s > 3
2 − 1

p . Set σ = s− 1/p and let

q > 2 be such that (p, q) satisfy (1.4). Then, for all u0 ∈ Hs and all t0 ∈ R, there
exists ǫ > 0 and a unique

u ∈ C([t0 − ǫ, t0 + ǫ],Hs) ∩ Lp([t0 − ǫ, t0 + ǫ],W σ,q)

such that

u(t) = ei(t−t0)∆gu0 − i

∫ t

0
ei(t−τ)∆g |u(τ)|2u(τ)dτ,(7.7)

for all t ∈ [t0 − ǫ, t0 + ǫ]

The key step to get a global existence result is given by the following statement.

Lemma 7.2. With s, p, σ, q as in Lemma 7.1, the following holds true: if there exists
T > 0 and

u ∈
⋃

0≤T ′<T

C([0, T ′],Hs) ∩ Lp([0, T ′],W σ,q)
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solution of (7.7) (with t0 = 0) on [0, T ′] for all T ′ such that 0 ≤ T ′ < T , then there
exists C such that

sup
[0,T ′]

||u(t)||Hs +

∫ T ′

0
||u(t)||2L∞dt ≤ C

for all 0 ≤ T ′ < T .

Before proving this lemma, let us show how we obtain Theorem 5. We consider
T := sup{T ′ > 0 | u solves (7.7) (with t0 = 0) on [0, T ′]} and we argue by con-
tradiction, assuming that T < ∞. Indeed, using standard non linear estimates
and Corollary 2.10 of [8], Lemma 7.2 shows that u(T ) := limt→T u(t) exists in Hs

and that u ∈ Lp([0, T ],W σ,q). Thus, by Lemma 7.1, we can continue the solution
on [T, T + ǫ], for some ǫ > 0, with initial data u(T ) which yields a contradiction.
Of course, we argue similarly for negative times and this proves the existence and
the uniqueness of a solution in C([−T, T ],Hs) ∩ Lp([−T, T ],W σ,q) for all T > 0,
hence the existence of a solution in C(R,Hs). We omit the proof of the uniqueness
in C(R,Hs) since it follows as in [8, 3.2] and since, here, the main point is the
global existence. Let us finally notice that uniqueness of weak H1 solutions can be
established as in [8]. �

We now turn to the proof of Lemma 7.2.

Proof. The first tool comes from the conservation laws which imply that there is a
constant C independent of t (only depending on ‖u0‖H1) such that

(7.8) ‖u(t)‖H1(R3) ≤ C

as far as the solution exists, i.e. on [0, T ) here. The rigorous justification of these
conservation laws requires a standard approximation argument (see e.g. [16]) The
key quantity in this discussion is ‖u‖L2

T L∞ (the number 2 is reflecting the cubic

nature of the nonlinearity). Consider again the Littlewood-Paley partition of the
identity (6.5). Then v := ϕ(h2P )u solves the problem

(i∂t − P )v = ϕ(h2P )
(
|u|2u

)
.

Using Proposition 2.9, Proposition 5.4 and the bound (7.8), we obtain that for all
θ ≤ inf(1, T/2) (see Remark 6.2)

‖ϕ(h2P )u‖L2
θL∞ ≤ Ch−1/2‖ϕ(h2P )u‖L2

θL6

≤ Ch1/2||u||L∞
θ H1 + Ch−1‖ϕ(h2P )u‖L2

θL2 + Ch−1/2‖ϕ(h2P )(|u|2u)‖L2
θL6/5 .
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Next, using Proposition 2.12, the Sobolev inequality and (7.8), we obtain that

h−1/2‖ϕ(h2P )(|u|2u)‖L2
θL6/5 ≤ Ch1/2‖|u|2u‖L2

θW 1,6/5 ≤

≤ Ch1/2‖u‖L2
θH1 ≤ C

√
hθ .

In summary,

‖ϕ(h2P )u‖L2
θL∞ ≤ Ch1/2 + C

√
hθ + Ch−1‖ϕ(h2P )u‖L2

θL2 .

Next, for N ∈ N, using the Cauchy-Schwarz inequality we get
∑

h−1≤N

h−1‖ϕ(h2P )u‖L2
θL2 ≤ C

√
logN‖u‖L2

θH1 ≤ C
√
θ logN .

On the other hand, since s > 1, we estimate the high frequencies as follows
∑

h−1≥N

h−1‖ϕ(h2P )u‖L2
θL2 ≤ CN−(s−1)‖u‖L2

θHs .

By taking N ≈ (2 + ‖u‖L∞
θ Hs)

1
s−1 , we deduce that

‖u‖L2
θL∞ ≤ C + C

[
θ(1 + log(2 + ‖u‖L∞

θ Hs))
] 1

2 .(7.9)

Coming back to the integral equation (7.7) and using the Gronwall lemma, we obtain
that

(7.10) ‖u‖L∞
θ Hs ≤ ‖u0‖Hs e

C‖u‖2
L2

θ
L∞ ≤ C‖u0‖Hs

[
2 + ‖u‖L∞

θ Hs

]Λθ
,

where Λ is a real number depending only on the a priori bound (7.8). Therefore, if
we take θ such that Λθ ≤ 1/2, we obtain that

||u||L∞
θ Hs ≤ C

(
||u0||Hs + ||u0||2Hs

)
.(7.11)

Iterating finitely many times (≈ T/θ times) (7.11) and (7.9) yields the result. �

Remark 7.3. Once we know that we have a global solution, we can control the
growth of ||u(t)||Hs as t → ∞ since, by iterations of (7.11), one can easily check
that

‖u(t)‖Hs ≤ C exp(C exp(C|t|)), t ∈ R.

Notice that the results of Theorem 4 and Theorem 5 hold without the long range
assumption (1.9). Moreover, we do not suppose that the metric is non trapping.
If we assume these two conditions, we can improve Theorem 5 to nonlinearities of
higher degree and even get global existence results in dimensions d ≥ 4. For that
purpose, we need the following non homogeneous Strichartz estimate.
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Theorem 6. Suppose that g is a non trapping metric on R
d satisfying (1.8), (1.9).

Then for every T > 0 there exists C > 0 such that that if u solves

(7.12) (i∂t + ∆g)u = f, u|t=0 = 0

then

(7.13) ‖u‖Lp
T Lq(Rd) ≤ C‖f‖L

p1
T Lq1 (Rd),

provided (p, q), ( p1

p1−1 ,
q1

q1−1) are satisfying (1.4) and p 6= 2, p1 6= 2.

Proof. The proof is a consequence of the following Christ-Kiselev lemma [13].

Lemma 7.4. Let T > 0 be a real number. Let B1 and B2 be two Banach spaces.
Let K(t, s) be a locally integrable kernel with values in the bounded operators from
B1 to B2. Let 1 ≤ p < q ≤ ∞. For t ∈ [0, T ], we set

Af(t) =

∫ T

0
K(t, s)f(s)ds .

Assume that
‖Af‖Lq([0,T ];B1) ≤ C‖f‖Lp([0,T ];B2) .

Define the operator Ã as

Ãf(t) =

∫ t

0
K(t, s)f(s)ds , t ∈ [0, T ] .

Then there exists C̃ > 0 such that

‖Ãf‖Lq([0,T ];B1) ≤ C̃‖f‖Lp([0,T ];B2) .

We refer to [31] for a proof of Lemma 7.4, in the form stated here. Let us now
return to the proof of Theorem 6. The solution of (7.12) is given by

u(t) =

∫ t

0
exp(i(t− τ)∆g)f(τ)dτ .

Consider v(t) defined by

v(t) =

∫ T

0
exp(i(t− τ)∆g)f(τ)dτ .

Then

v(t) = exp(it∆g)

∫ T

0
exp(−iτ∆g)f(τ)dτ

and by invoking (1.12), we get the bound

‖v‖Lp
T Lq ≤ C

∥∥∥
∫ T

0
exp(−iτ∆g)f(τ)dτ

∥∥∥
L2
.
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The dual of (1.12) yields

(7.14)
∥∥∥

∫ T

0
exp(−iτ∆g)f(τ)dτ

∥∥∥
L2

≤ C‖f‖
L

p
p−1
T L

q
q−1

.

Therefore
‖v‖Lp

T Lq ≤ C‖f‖
L

p
p−1
T L

q
q−1

.

An application of Lemma 7.4 gives

‖v‖Lp
T Lq ≤ C‖f‖

L
p

p−1
T L

q
q−1

, p > 2.

This proves (7.13) in the case 1
p + 1

p1
= 1

q + 1
q1

= 1. Let us now prove (7.13) when (p, q)

and (p1, q1) are decoupled. Since exp(it∆g) is an isometry on L2, using (7.14) and
Remark 6.2, we infer that (7.13) is valid for (p, q) = (∞, 2) and (p1, q1) an arbitrary
pair satisfying (1.4). Using the homogeneous estimate (1.12) and the Minkowski
inequality, we obtain that (7.13) is valid for (p, q) an arbitrary pair satisfying (1.4)
and (p1, q1) = (∞, 2). Let us now observe that all other cases for (p, q) and (p1, q1)
in (7.13) follow from the considered three particular cases by interpolation. This
completes the proof of Theorem 6. �

It is now a standard and straightforward consequence of Theorem 6, Theorem 2
and (7.4) (see [17, 22, 11, 16]) that one has the following global well-posedness result
for (7.1).

Theorem 7. Let d ≥ 3. Suppose that α ∈]1, 1 + 4
d−2 [. Let g be a non trapping

metric on R
d satisfying (1.8), (1.9). Then for every u0 ∈ H1(Rd) there exists a

unique global solution u ∈ C(R;H1(Rd)) of (7.1).

Remark 7.5. Recall that the endpoint Strichartz estimates are not needed for the
standard H1 theory of (7.1).

Remark 7.6. Let us emphasize the importance of the non homogeneous Strichartz
estimates in the proof of Theorem 7. The lack of such estimates under the very weak
hypotheses (2.1), (2.2) makes the study of (7.1) in H1 in this case (or in the case of
a compact manifold) more difficult and so far restricted only to small dimensions.
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Edition Paris onze, 1998.
[17] J. Ginibre, G. Velo. On a class of non linear Schrödinger equations. J. Funct. Anal. 32: 1-71,

1979.
[18] J. Ginibre, G. Velo. The global Cauchy problem for the non linear Schrödinger equation. Ann.
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